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Abstract 
 

Randomised controlled trials (RCTs) are perceived as the gold standard for 

assessing therapeutic interventions. Modern randomised trials often involve 

extensive collaboration of different areas of expertise and can result in high cost 

in design and conduct.  

 

This thesis discusses different aspects in which RCTs in mental health could be 

improved with better efficiency, in line with a case of research into antipsychotic 

discontinuation and reduction intervention, which is an RCT funded by the 

National Institute of Health Research (NIHR). 

 

To begin with, the thesis investigates the effectiveness and cost-effectiveness 

of different strategies which may improve recruitment into and retention in 

randomised trials in mental health in a systematic review. There is not enough 

evidence on “Study within a Trial” to compare the effectiveness of recruitment 

and retention intervention in mental health trials. Further research in this area 

could highlight the possibilities of using strategies that are most suitable to trial 

design and population characteristics. 

 

Secondly, this thesis takes a “real world evidence” perspective to inform RCTs 

using a decision analytic model which compares the cost-effectiveness of 

antipsychotic reduction and discontinuation strategy and the standard 

maintenance strategy, under the current £20,000 – £30,000/QALY willingness 

to pay threshold.  
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Thirdly, following the decision analytic model, this thesis discusses to what 

extent decision uncertainty under certain willingness to pay threshold could be 

reduced by further research, and the expected value of reducing uncertainties 

on certain parameters in the decision model, using the Value of Information 

analysis framework. It could help trialists with the design of future RCTs in line 

with the standard sample size calculation to determine the economic benefit of 

the RCT. Decision then can be made by the worthiness of conducting an RCT 

to reduce the uncertainty regarding the adoption of new intervention.   
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Outline of the Thesis 
 
This thesis will discuss several aspects of the efficiency of randomised 

controlled trial (RCT), with a particular focus on mental health and the case of 

Research into Antipsychotic Discontinuation and Reduction (RADAR).  

The aim is to investigate different ways in which mental health trials may be 

designed and conducted with more efficiency, by looking at recruitment and 

retention into mental health RCTs, as well as how real world evidence may be 

used to inform study design to improve efficiency. The objectives are to use 

previous evidence into the cost and effectiveness of strategies to improve 

recruitment and retention; then to see how simulation methods using real world 

evidence may inform clinical trial design, to achieve efficiency in planning and 

conduct. In Chapter 1 I will introduce the background and rationale of my thesis, 

including RCT, economic evaluation, mental health, antipsychotics and the 

RADAR trial. In Chapter 2 I will review the existing strategies to improve 

recruitment and retention in mental health RCTs. In Chapter 3, I will briefly 

review and describe the design features of decision models for patients with 

schizophrenia, followed by Chapter 4, in which I will describe and discuss a 

decision analytic model for the cost-effectiveness of the antipsychotic reduction 

and discontinuation strategy, which will be investigated in the RADAR trial. 

Chapter 5 will discuss the value of conducting future research for the 

intervention, in order to reduce the decision uncertainty under the current cost-

effectiveness threshold, by a series of value of information (VoI) analyses. 

Chapter 6 will discuss the main results of the thesis and their implications.  
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1 Chapter 1 – Introduction 
 
In this chapter I will describe the context and background from which my studies 

in the following chapters are drawn. I will describe some of the fundamentals of 

clinical trials, trial-based and non-trial-based economic evaluation, and the 

decision process for recommendation of reimbursement for therapeutic 

interventions in England. I will also describe and discuss the therapeutic 

background on which my thesis is based. This includes the current 

pharmacological treatments for patients with schizophrenia, primarily 

antipsychotics, and the pitfall of such interventions. Finally, I will describe a 

research project which seeks to tackle the problem of antipsychotic treatment, 

which will act as the case study throughout the thesis. The aim of this chapter is 

to introduce the theoretical background and the current research environment in 

related area, on which the rest of the chapters are based. 

1.1 Schizophrenia & Antipsychotics 

1.1.1 Mental illness 

Mental illnesses include a wide range of health conditions with different 

symptoms. In general, mental illnesses are clinically manifested by some 

degrees of combination of abnormal emotions, thoughts and behaviours. Some 

conditions can also affect an individual's social functions. (1) Mental illnesses 

mainly include: 

 

• Anxiety disorders, including panic disorder, obsessive-compulsive 

disorder, post-traumatic stress disorder & phobias; 

• Bipolar disorder; 



 

2 
 

• Depression; 

• Mood disorders; 

• Personality disorders; 

• Psychotic disorders, including schizophrenia. 

 

The aetiology behind most of these conditions is not thoroughly understood. 

Most mental illnesses are a combination of biological, genetic, psychological 

and environmental factors, which can trigger the illness at some point. (2) A 

number of current pharmacological treatments try to ameliorate the brain 

chemistry, mainly the neurotransmitters in some particular brain regions. Also, 

heredity is considered another factor affecting some mental illness such as 

schizophrenia and depression. (3) It is suggested that susceptibility may be 

passed down over generations within family. However, in most cases there are 

many genes suggested to be associated with a mental illness to the extent that 

onset of a condition may result from a particular gene, interaction with different 

genes associated with mental illness, or even some non-inheritable factors, 

such as environmental and experiential triggers. Besides, cerebral 

infections, defects or injury, substance abuse and other factors are also known 

to be associated with mental illnesses.(4) 

 

1.1.2 Schizophrenia 

Of the mental illnesses listed in either the International Statistical Classification 

(10th edition, ICD-10) or the Diagnosis and Statistical Manual of Mental 

Disorders (5th edition, DSM-5), schizophrenia is considered a severe condition. 

Manifested by abnormal social behaviour and problems with perceiving the real 
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world, schizophrenia often starts during one's early 20s. (5) Symptoms of 

schizophrenia come into 3 categories: 

 

• “Positive” symptoms, psychotic behaviours rarely observed in healthy 

individuals, such as hallucinations, delusions, thought disorders; (6) 

• “Negative” symptoms, that cause diminished emotions, e.g., little 

emotion, difficulty in experiencing pleasure, reduce verbal 

communications; (6) 

• Cognitive dysfunction, often taken as an important feature of 

schizophrenia, in most cases represented as diminished working 

memory, difficulty in executive functioning. (7) 

 

The aetiology of schizophrenia is a complex interaction of biological, 

psychological and environmental factors, which is yet to be understood. (8) 

There has been a number of theories that try to explain how functional changes 

in brain activities are associated with schizophrenia. Current schizophrenia 

research still remains under the physiology model, and despite efforts from 

different disciplines, which have achieved some progress, the whole 

perspective is still fragmented. 

 

The two existing widely accepted theories that attempt to explain the pathology 

of schizophrenia are the dopamine and glutamate hypotheses. The dopamine 

hypothesis was first postulated when phenothiazines, a kind of sedative, were 

found to reduce psychotic symptoms effectively apparently due to their 

blockage of dopamine function. This influential hypothesis suggested that the 

positive symptoms of schizophrenia are caused by a malfunction relating to 
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dopamine pathways, or more specifically, the over-activation of D2 receptors, 

which is the pharmacological rationale common to all antipsychotics. (9) In fact, 

correlation is suggested between the pharmacological efficacy of antipsychotics 

and their affinity to dopamine D2 receptors. (10) 

 

The glutamate hypothesis was proposed after cases in which hypo-function of 

glutamate receptors was identified in previously diagnosed schizophrenia 

patients. While glutamate is responsible for activating neurons as well as other 

brain cells, nearly 60% of neurons use it as neurotransmitter. Schizophrenia 

symptoms are relevant to multiple areas which are connected by a glutamate 

regulated circuit. Irregular glutamate activity may produce symptoms, along with 

its interactions with dopamine and gamma-aminobutyric acid (GABA). (11) 

Although the glutamate hypothesis was proposed during 1980s and was 

considered more proximal to the real aetiology, it does not contradict with the 

earlier dopamine hypothesis. It is likely that both glutamatergic and 

dopaminergic irregularities are implicated in schizophrenia in terms of 

dysfunction of the production of neurotransmitters. 

 

1.1.3 Antipsychotics 

The current pharmacology treatment strategy of schizophrenia is antipsychotics, 

which are also used for mental illness such as bipolar disorder, dementia, and 

major depressive disorder. Since they were first introduced in 1950s, two 

generations of antipsychotics have been developed for the treatment of mental 

illness. First generation antipsychotics (FGAs, also known as typical 

antipsychotics) were developed in 1950s, mainly dopamine antagonists. 

Commonly prescribed FGAs include: chlorpromazine, perphenazine, 



 

5 
 

mesoridazine, fluphenazine, thiothixene, molindone, loxapine, trifluoperazine 

and haloperidol. In recent years, some new medications have been introduced 

for schizophrenia treatment. These second-generation antipsychotics (SGA) 

block dopamine to a relatively moderate degree. Aripiprazole, clozapine, 

ziprasidone, risperidone, quetiapine and olanzapine are the most prescribed 

SGAs. (12) 

 

The mechanism of most antipsychotics is to block dopamine receptors (mainly 

D2 receptor), while some atypical antipsychotics (SGAs) also function on other 

different neurotransmitters such as serotonin. There is no clear evidence that 

suggests superiority of SGAs in schizophrenia treatment. Some antipsychotics 

may appear to be more effective but have more side effects. (13) Although 

antipsychotics can effectively reduce positive symptoms of schizophrenia, side 

effects of these medications are also significant. FGAs share a group of similar 

side effects including stiffness and shakiness, drowsiness, or dry mouth. 

Tardive dyskinesia, a side effect that presents symptom of stiff and jerky 

movements of face and body,  can occur in some patients who are under FGA 

treatment, but are less seen in cases with patients under SGAs treatment. 

SGAs may have some common side effects with FGAs, but they are less likely 

to cause shakiness and stiffness or tardive dyskinesia. Other side effects of 

SGAs include weight gain, sleepiness, risk of developing diabetes and 

cardiovascular disease (CVD). (14)  Although these effects seem to have been 

reduced in SGAs, they still entail a great level of risk in treatment. In an 18-

month double-blinded randomised trial comparing the effectiveness several 

FGAs and SGAs, the majority of patients discontinued their assigned treatment 

of either SGAs or FGAs owing to inefficacy or severe side effects. (15) 
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1.1.4 Antipsychotics’ dilemma 

Antipsychotic treatment has long been the standard of care in patients with 

schizophrenia. However, the uncertainty around the basic aetiology of most of 

mental illnesses makes their treatment less likely to succeed. The current long-

term antipsychotic treatment strategy only aims to control some of the positive 

symptoms of schizophrenia and reduce the risk of symptom exacerbation. 

Meanwhile, emerging evidence also suggest that the long-term antipsychotic 

treatment may have negative impacts on social functioning and other health 

conditions. (16) There have been existing evidence showing that long-term 

antipsychotic treatment may increase the risk of metabolic comorbidity, and 

antipsychotic use is associated with increased risk of CVD. (17) Alongside the 

adverse effects of antipsychotics such as extrapyramidal symptoms (EPS) and 

weight gain, antipsychotic treatment renders a choice of stabilising patients with 

schizophrenia, but in exchange of sacrificing quality of life. 

 

On the other hand, it is often posited that antipsychotic withdrawal may increase 

the risk of relapse, although the existing evidence base has no agreed definition 

on relapse. (18) The effects such as agitation and hostility, may to an extent be 

exaggerated by the physiological symptoms alongside the antipsychotic 

withdrawal. It still remains conflicted in the literature as to whether gradually 

reducing antipsychotic dose towards withdrawal can help reduce the risk of 

relapse. (19, 20) 

 

It seems, in the antipsychotic withdrawal case, promising to investigate the 

efficacy and cost effectiveness of such an intervention. 
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1.2  What is a clinical trial? 

A clinical trial is a prospective experiment to assess the efficacy of therapeutic 

interventions in medical research. As a practice often carried out in the 

pharmaceutical industry, the clinical trial framework has been also widely 

adopted amongst public health researchers. It ensures scientific rigour 

throughout the development of novel therapeutic interventions, particularly 

pharmacologically.  

 

1.3 Clinical trial design  

During the development of a novel therapeutic drug, 4 stages of clinical trials 

are often involved. These are often classified as Phase I, II, III and IV trials. (21) 

These terms have been so widely used that trials for other interventions often 

refer to the same terminology. (21) These different stages follow from an 

exploratory to confirmatory nature, where increasing numbers of research 

participants are involved. 

 

1.3.1 Phase I trials 

The purpose of a Phase I trial is to establish the basic dose and safety profile of 

a novel drug. To explore the tolerability by establishing the maximum tolerable 

dose (MTD), Phase I trials often introduce a series of dose steps in order to 

observe the optimal dose starting from the result of pre-clinical data, e.g. the 

dose which, given all at once, causes the death of 10% of a group of test model 

animals, lethal dose LD10. Consequently, dose escalation using the modified 

“Fibonacci” sequence may be used to find the MTD. A “3+3” design has 

historically often used in determining the MTD in combination with the dose 
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escalation sequence, although has now partly been replaced by more flexible 

and efficient Bayesian Continuous Reassessment Model designs. (22) 

 

1.3.2 Phase II trials 

Phase II trials aim to establish the safety and efficacy of a novel intervention. 

More information is collected at this stage on a larger cohort, in order to 

investigate the feasibility of the intervention, for instance considering adverse 

effects, safety or cost. Based on the results, it can be advised whether a 

consequent large-scale comparative study is worthwhile. Randomisation is 

normally employed at Phase II trials. Although there are no formal defined sub-

categories for Phase II trials, generally Phase IIa are ‘proof of concept’ studies 

to demonstrate clinical efficacy or biological activity, and IIb are dose finding 

studies that determine the optimum dose for efficacy and minimum side-effects. 

In some cases, for instance, in a rare condition where patient population is 

limited, Phases IIa and IIb may be combined, and on occasions phase II and III 

are rolled together.  

 

1.3.3 Phase III trials  
 
Phase III trials are larger trials that are confirmatory of the efficacy of the new 

treatment relative to the control. It is most commonly compared against a 

concurrent group, being either (most cases for regulatory approval) placebo or 

in some cases standard of care. Randomisation is the standard practice in this 

stage of the trial and hence the term RCT is often used interchangeably. Phase 

III trials generally require many more participants in order to establish the 

precision of the treatment effects and ensure the power of the study.  It is phase 
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III trials which provide the evidence require to introduce treatments into regular 

practice.   

1.3.4 Phase IV trials 
 
The need for a larger scale, and longer period expanded safety Phase IV  trial 

may be found in chronic conditions or to study the potential occurrence of rare 

but serious side effect. As pivotal Phase III trials usually only enrol a few 

hundreds of patients and last for a relatively shorter term, Phase IV trials, often 

useful in post-marketing surveillance, can help investigating the long-term side 

effects for the intervention.  

 

1.4 Randomised Controlled Trial 

By randomising patients into different treatment groups, RCTs can provide a 

sound basis for treatment effect estimation. It directly deals with bias from 

confounders, and attributes both observed and unobserved baseline differences 

between groups to chance, the effect of which could be estimated by statistics. 

(21) Anecdotal success alone cannot be the real guide and can be attributed to 

factors such as “regression to the mean”, selection bias, or non-specific 

treatment effect. (23) 

 

1.4.1 Randomisation 

Randomisation is effective in reducing bias in treatment selection so that 

investigators cannot assign patients with better prognosis to a particular trial 

arm. As selection bias can be as influential as many treatment effects in terms 

of clinical outcomes, randomisation provides benefit in preventing it. Also, 

randomisation prevents confounding, providing an instrument for direct and 

credible statistical adjustments. In a classic parallel group RCT, participants are 
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randomly allocated into either the intervention of interest, or the existing 

standard intervention (also known as control, or placebo). The aim of 

randomisation is to ensure that the two groups of participants have similar 

characteristics so that the outcomes could only be attributed to the treatment 

effect, or chance. (24) 

 

In practice, there are several methods to carry out randomisation. The most 

elementary form is to allocate patients by tables of computer-generated random 

numbers. Then treatments are allocated by telephone or online allocation tools 

such as “Sealed Envelope” (https://www.sealedenvelope.com/). Simple 

randomisation may often causes a size difference between trial arms, which 

may have substantial effects in small trials. To prevent this, other methods such 

as block randomisation can guarantee similar numbers of participants between 

groups. (25) For instance, for interventions A and B, a block of 4 can be chosen 

for randomisation. Sequences of AABB, ABAB, ABBA, BBAA, BABA and BAAB 

are randomly chosen for each block of participants. Block size can also vary, 

creating a complex but balanced randomisation scheme. (26) This will help to 

achieve a close balance in group numbers. Furthermore, differences between 

the groups at baseline may still exist by using these two methods, due to the 

possible chance imbalance in prognostic factors. Stratification and minimisation 

are effective ways to reduce the imbalance in prognostic factors, at least for 

those where the relationship with outcome are known such as markers of 

increased severity, and provide efficient, unbiased estimates of the treatment 

effect. (27) 
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1.4.2 RCTs have complex framework of planning, conducting and monitoring 

RCTs need careful planning before launching. The determination of study 

design type and sample size is a decision process based on a series of factors, 

such as the intervention and patient population characteristics, clinical settings 

and choices of clinical outcomes. Also, a series of Standard Operating 

Procedures (SOPs) ensures the quality and scientific integrity of RCTs are not 

to be compromised when one is conducting an RCT, because in clinical trials, 

which involve humans as experiment participants, patient safety is another 

essential component. Monitoring the safety of enrolled patients promptly is not 

only a matter of clinical importance, but also an ethical consideration. The data 

safety and monitoring committee (DSMC), which can undertake interim 

analyses during the progress of the trial, is to ensure that any further hazardous 

effect of the investigational intervention can be prevented by terminating the 

trial before more patients in the trial get affected. 

 

1.4.3 Sample size 

Amongst the various designs for RCTs, the two-group parallel design is the 

most fundamental, and the most prevalent design. By randomising patients into 

2 parallel groups, one with the investigational intervention and the other with a 

control, the difference, or lack of difference in the outcome can only be 

attributed to the treatment effect, or simply chance. To determine the sample 

size of a two-group parallel RCT, a set of parameters on the minimum treatment 

effect (mean  and standard deviation , often hypothesised and obtained from 

the literature), type I error rate  (the probability of rejecting the null hypothesis 

given it is true), and II error rate  (the probability of rejecting the null hypothesis 

when it is false), are required. Conventionally, a two-sided  level of 0.05 and 
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80% or 90% power (1-) are adopted. Then the sample size per arm for a 1:1 

parallel group RCT can be determined by the following formula  

𝑛 =  
2 (𝑧1−+𝑧1−)2 2

2 ,(28) 

where z is the Z value for the corresponding error rates, for instance 𝑧1− = 1.96 

for two sided  = 0.05 and 𝑧1− = 1.282 for  = 0.1.  

 

According to the clinical question (hypothesis), sometimes an RCT may not 

have to show advantages of the treatment effect for the investigational 

intervention, hence an equivalence design, or a non-inferiority design may be 

appropriate. Non-inferiority design has become prevalent in oncology and 

diabetes trials. (29) Non-inferiority hypothesises that the investigational 

intervention is no worse than the control by “a small amount” – the non-

inferiority margin. (30)  

 

Figure 1-1 Non-inferiority design confidence intervals 
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Figure 1-1 illustrates the treatment effect estimation in relation to the non-

inferiority margin, ∆, noted by the dashed line. In order to show superiority of the 

experiment intervention, the 95% confidence interval (CI) of the treatment effect 

should fall entirely to the right of the solid black line, which indicates no 

difference between two treatments, as shown by estimate a. If the 95% CI 

crosses or falls to the left of the non-inferiority margin, then the hypothesis of 

the experiment being worse than the control cannot be rejected, as shown by 

estimate d. If the 95% CI falls to the right of the non-inferiority margin, then the 

hypothesis of experiment being worse than the control can be rejected. 

(estimates b and c). 

 

To determine the sample size for a 1:1 parallel group non-inferiority trial, the 

number of participants per arm is given by: 

𝑛 =  
2 2(𝑧1−+𝑧1−)2 

( −NI margin)2 .(31, 32) 

When evaluating the effects of non-drug interventions, for instance, policy and 

service delivery interventions, a clustered randomised trial (CRT) design is 

sometimes used.(33) Instead of randomising each individual participant, the 

CRT design randomises each cluster unit, e.g. each ward in the hospital sites, 

or each general practice unit, and all the participants within the cluster receive 

the same intervention. This is mostly when it is impractical to randomise 

individual participants such as where there are group based behaviours. (34) 

However it will require a larger sample size compared to individual 

randomisation due to the intra-cluster correlation (ICC) as patients are not 

completely independent within clusters. This needs to be considered when 

calculating the sample size, often by multiplying the sample size which would be 

required under individual randomisation by the inflation factor: 
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1 + (𝑛 − 1) × 𝐼𝐶𝐶, 

where n is the average cluster size.(28) 

 

1.4.4 Challenges and hurdles often seen in conducting randomised trials 

Although being the gold standard of clinical research, RCTs are often faced with 

some hurdles and challenges. These can be operational, analytical, managerial 

or ethical, as it often involves the participation of numerous stakeholders with 

different perspectives. Recruitment is a common issue in RCT. Delayed 

recruitment can give rise to a series of issues, such as additional costs or 

extension of the study period. Inadequate or ineffective recruitment may often 

result in reduced power of the study, or even premature termination of a trial, 

hence the failure in answering an important clinical question. (1) This is more 

common in publicly funded RCTs. Only slightly over 50% of the publicly funded 

RCTs managed to reach their target sample size.(35) There have been several 

strides to improve the recruitment into RCTs but little evidence was found as to 

the efficacy of ways to improve recruitment. (36) 

 

Similar to recruitment, retention can often be a major issue when conducting an 

RCT. As RCTs often follow patients up for a period of time and collecting 

longitudinal data, there are very often loss to follow-up issues and more 

seriously, patients dropping out from the RCTs results in missing data. Loss to 

follow-up and patient dropouts can result in reduced study power, hindering the 

ability to detect potential differences between trial arms if they were to exist, as 

well as undermining the internal validity of a randomised trial. More importantly, 

it could introduce systematic bias as the protection of randomisation becomes 

lost. (37) Although an increasing amount of research has contributed to dealing 
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with missing data in clinical trials, the risk of bias due to missing data cannot be 

fully avoided through the application of statistical techniques for missingness, 

such as multiple imputation, as these techniques require additional assumptions 

which may not be valid. Low retention rates result in missing data that may lead 

to bias in the estimation of treatment effect. Missing completely at random 

(MCAR) occurs on very rare occasions and can lead to wider CIs of effect 

estimation. (38) Complete case analysis is still considered sensible under 

MCAR, but may lead to biased estimates when data are missing at random 

(MAR, unless conditional on fully observed baseline covariates), in which case 

a few other analytic choices are available, such as Analysis of Covariance 

(ANCOVA), or mixed model for repeated measures (MMRM).(39) It is 

challenging to estimate the effect when data are missing not at random (MNAR) 

and sensitivity analysis is crucial in assessing the impact of potential departures 

from the MAR assumption. Nevertheless, these analytic techniques can be 

helpful in pointing out directions of departure for sensitivity analysis. It has been 

suggested that less than 5% loss to follow-up may lead to an unimportant level 

of bias, while 20% or greater loss to follow-up poses a substantial threat to a 

trial’s internal validity. (37) Some modern trials aim to reduce this risk by 

increasing the sample size by 20%, which addresses precision but not internal 

validity, and poses a further challenge to recruitment. 

 

1.4.5 Monitoring an RCT – when and why a trial needs to stop 

Clinical trials are designed to answer a clinical question with the appropriate 

components. The standard practice of trial design is to determine these 

components a priori based on the existing clinical evidence, for instance, the 

choice of clinical outcomes (endpoints), the choice of control intervention (active 
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or placebo), whether to use a parallel group or a cross-over design, the number 

of arms, and data to be collected. Information relating to these is often included 

in a pre-specified trial protocol. A target sample size is often determined before 

the recruitment starts, but patients do not always enter the trial simultaneously. 

Rather, recruitment often lasts for a long period and patients enter the trial 

sequentially. Cases in which patient A just enters the trial while patient B has 

already finished all the follow-up assessments (if not dropping out) often occur, 

which creates an opportunity for assessing the results on those who finish 

earlier to have a glimpse of the trial results.  

 

However, one must be aware that sample size depends on the maximum 

acceptable values for the type I and II error rates. One may observe “random 

high” in the outcome for the first few patients entering the trial thus incorrectly 

reject the null hypothesis. As recruitment continues and outcomes on more 

patients are obtained, the “regression towards the mean” ensures a more stable 

estimate of the treatment effects.  

 

It is beneficial and necessary to ensure the safety of patients to monitor the 

emerging data as the trial goes on. Data and DSMCs are vehicles for reviewing 

pharmacovigilance and other safety aspects, hence enabling the reaction to the 

potential safety hazards in time. On the other hand, information on the 

comparison between interventions should not be disclosed to the investigators 

and sponsors in order to avoid biases or misconducts. 

 

1.4.6 Data and Safety Monitoring Committee 
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The DSMC often consists of clinical experts in the investigational disease area, 

independent statisticians for the interim analysis and experts in potential 

specific adverse effects. Sometimes a patient representative can also be a 

member of the DSMC. The size of a DSMC is often flexible and can vary 

between 3 (2 clinicians and 1 statistician) and 10, depending on the size of the 

trial or the complexity of the clinical questions. No financial interest or other 

conflicts of interests should be shared between members of the DSMC and the 

trial’s sponsor. (40)  

 

In general, blinding is not recommended for members of the DSMC as the point 

of the DSMC is to speculate and interpret any important emerging result 

promptly. Blinding may therefore impede a holistic view of the trial. On the other 

hand, the emerging comparative results of the treatment effects need to be 

analysed with the minimum bias possible. In this case, external subgroup-blind 

(someone who sees the treatment allocation tabulations without knowing the 

actual comparative interventions) statisticians are required to assist with the 

comparative reports.  

 

Besides looking at safety and efficacy of the trial, the DSMC also reviews other 

aspect of the trial’s progress, for instance, recruitment and retention status, or 

the overall timeliness of the study. A trial may be subject to an early stop if 

patient recruitment is challenging. Data quality is another important item that the 

DSMC needs to closely monitor. In order to ensure interim analyses are 

performed promptly and accurately, data should be collected, cleaned and 

presented with high quality. It requires the assiduous effort from the research 

assistants who regularly collect trial data and data managers who work on data 



 

18 
 

quality and provide up-to-date data. Missing data can occur during the data 

collection process, either due to participants’ nonresponse or other incidents. 

Missing data at this stage may in some respects reflect the characteristics of the 

investigational intervention, for instance, patients may find that the new drug 

does not work as well as the control, and therefore stop responding to the trial 

staff rather than not adhere to the assigned treatment. It is important to observe 

such incidences before missing data accumulate to imperil the trial’s validity. 

 

1.4.7 Monitoring an RCT probabilistically  

1.4.7.1 Safety stopping 

Apart from monitoring early stopping for efficacy, the DSMC also monitor the 

safety profile of the trial. Serious adverse events (AE) are often scrutinised to 

suggest whether the trial should stop due to its potential hazardous effect on a 

patient group. Safety stopping should also consider specific patient 

characteristics. Oncology trials may often see many toxicity events despite that 

patients may benefit from treatment overall. Serious consideration should be 

given when weighing between benefits and risks, the so called benefit / risk 

ratio. 

 

1.4.7.2 Efficacy stopping 

Statistical methodologies for recommending when trials should stop recruiting 

have been evolving since the 1950s. Such tools, often predefined in the 

statistical analysis plans or DSMC Charter, can help the DSMC with the 

decision of whether the trial should continue or stop. It first appeared as 2 

specific plans by Bross. (41)  The problem of repetitive testing on accumulating 

data is the inflation of type I error rate. That is, if treatment effects between 
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groups are repeatedly tested for statistical significance, the probability of finding 

a significant result becomes higher, but purely by chance. Bonferroni correction 

may be used in the adjustment of family-wise error rate (FWER), however it 

inevitably increases the type II error rate. (42)  

Table 1-1 Commonly used group sequential stopping boundaries with Z scores and significance levels for 
different numbers of planned interim analyses 

 

 

 

 

 

 

 

 

 

 

 

Table 1-1 summarises the 3 general rules of sequential stopping proposed by 

Pocock, O’Brien-Fleming and Haybittle-Peto. The widely accepted group 

sequential methods were introduced by Pocock, after a series of improvements 

to the classical “closed” sequential methods. (43) By dividing participants into K 

equally sized groups, the test statistic of each analysis when outcomes for each 

new group of participants are obtained is compared with the predefined 

“stopping boundary”, which is calculated to give an overall type I error rate (in 

most cases a two-sided 0.05 level) and is identical for each analysis. However, 

unifying the significance level for each analysis while keeping the overall type I 

error rate can result in a problem. The same trial result would be not significant 

Planned Interim 
analysis number 

O’Brien-Fleming Haybittle-Peto Pocock 

 Z p Z p Z p 

2 interim looks 

1 2.782 0.0054 2.576 0.0100 2.178 0.294 
2 1.967 0.0492 1.960 0.0500 2.178 0.294 

3 interim looks 

1 3.438 0.0006 2.576 0.0100 2.289 0.0221 
2 2.431 0.0151 2.576 0.0100 2.289 0.0221 
3 1.985 0.0471 1.960 0.0500 2.289 0.0221 

4 interim looks 

1 4.084 0.00005 3.291 0.0010 2.361 0.0158 
2 2.888 0.0039 3.291 0.0010 2.361 0.0158 
3 2.358 0.184 3.291 0.0010 2.361 0.0158 
4 2.042 0.0412 1.960 0.050 2.361 0.0158 

5 interim looks 

1 4.555 0.000005 3.291 0.0010 2.413 0.0158 
2 3.221 0.0013 3.291 0.0010 2.413 0.0158 
3 2.630 0.0085 3.291 0.0010 2.413 0.0158 
4 2.277 0.0228 3.291 0.0010 2.413 0.0158 
5 2.037 0.0417 1.960 0.0500 2.413 0.0158 
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in this setting whereas it would have been significant in a non-sequential 

design, as the multiple testing leads to an increase in the significant level. The 

Haybittle-Peto approach (44, 45) and the O’Brien-Fleming approach avoid this 

issue and the level of significance in the final analysis is close to the original 

overall type I error rate. The O’Brien-Fleming boundary has more demanding 

critical values at the earlier stage of the interim analysis, which is particularly 

appealing to many DMSCs due to its conservativeness of interpreting the result 

when the study sample size is limited. At the early stage of a trial additional 

events can change the overall results substantially simply due to the play of 

chance and the decision to stop early should be made with considerable 

caution.  A less steep alpha spending function such as the Power Family can be 

considered attractive where the DMSC is considering safety outcomes, again 

reflecting a conservative approach when considering patient safety. (2) 

 

Different clinical scenarios may require different approaches in terms of 

recommending early stopping. In particular, when recommending to stop early 

for benefit, the Haybittle-Peto boundary has some merit and requires the p-

value of less than 0.001 for early stopping, where stringent statistical thresholds 

are necessary. (46) 

 

The group sequential design provides a solution for the inflation of type I error 

rate. The pre-specified assumptions of this strategy, one being the number of 

interim looks needs to be planned in advance and another being equal numbers 

of participants must be recruited between each look, however, restrict its use in 

some occasions in which more flexibility is called for. The alpha spending 

functions allow for flexible addition to the scheduled interim look plan.(47) 
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During the course of the trial the investigators are allowed to decide how much 

they wish to allocate the type I error rate based on a spending function. In this 

method it is not requisite to plan the number or time of interim looks as long as 

the pre-specified  has not been “spent up”. However, the spending function 

itself cannot be changed during the trial.  

 

In most cases, a RCT is designed to test for superiority of the intervention under 

investigation even though the hypothesis is two-sided. It therefore calls for a 

different standard during the interim look. Moreover, it may be unethical for the 

trial to continue if it is not showing any major sign of advancement during the 

interim look, even if it is not showing inferiority. Asymmetrical boundaries can 

provide a less conservative threshold for futility, which means the study may be 

suggested to stop if the interim look shows sufficient evidence, although not 

necessarily statistically significant, for a futile or even harmful effect of the 

intervention. This approach tries to reflect the decision process of the DSMC, 

which should always prioritise patients’ best interests. As the data emerge 

during an RCT, one may also speculate the likelihood of future results based on 

observed trial data. The question of what the probability of observing a different 

treatment effect is when there is a difference in treatment effect, based on the 

observed data, is often asked. Conditional power is then used to answer the 

question of when there is enough evidence to recommend terminating the trial 

even if the data remaining to be collected would have suggested otherwise.  

The decision of stopping a trial early boils down to the balance of the risk of 

drawing a wrong conclusion and risk of missing the opportunity to offer a 

beneficial treatment to the public. If the trial is stopped too early, we might run 

into a chance of drawing an incorrect conclusion of the comparative intervention 
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by making imprecise or incorrect treatment effect estimates. On the other hand, 

if the trial is stopped too late, ethical issues may arise as too many patients may 

be treated with an inferior treatment. (48)  

 

Statistical tools to inform the opportunity of stopping early are indicative during 

the DSMC meeting. However, they should not be used as the sole basis in the 

decision. 

 

1.4.7.3 Other considerations 

The DSMC can also provide recommendations based on information outside of 

the trial. For instance, if any DSMC member in trial A is aware of a similar study 

B that is ongoing, then the result from the study B could inform the likelihood of 

success in A. 

 

1.4.8 Efficiency in RCT 

Conducting an RCT can cost a substantial amount, but the reporting of costs 

and resource use of RCTs has not been straightforward. In a recent systematic 

review, overall costs per patient in an RCT could reach more than $103,254 

United States Dollars (USD). (49) To ensure RCTs are conducted in an 

economical fashion without compromising its scientific integrity, RCTs need to 

be more efficiently designed, conducted and managed. The National Institute of 

Health Research (NIHR) has been setting up the Annual Efficient studies 

funding calls for Clinical Trial Units projects to support the design, development 

and delivery of more efficient, faster, innovative studies to provide robust 

evidence to inform clinical practice and policy since 2016. (53) 
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One way to improve the efficiency is by encouraging recruitment into RCTs. 

However, the nature of a large number of RCTs requires blinding (mainly drug 

trials), in which patients are unaware of the treatment they are receiving. 

Summer et al. discussed reasons for the preferences, participation and non-

participation for psychological therapy in severe mental illness (SMI), 

suggesting that a number of interviewees expressed preference on treatment 

arms or disliked the nature of randomisation. (3) Concerns of being randomised 

into an unfavourable arm (often the placebo arm) or worries of symptoms 

worsening during the washout phase are also important reasons for non-

participation. (50) Hemminki et al. compared recruitment to an open design with 

recruitment to a blinded placebo-controlled design and found that the open 

design helped increase recruitment by avoiding resentful demoralization. (51) 

However, the pitfall of an open design is that it would inevitably introduce a 

certain degree of bias as patients know beforehand which treatment they will be 

receiving. 

 

Evidence on the efficacy of ways to improve recruitment into RCTs is however, 

scarce. In practice, recruitment is often carried out in an ad hoc manner. That is, 

trialists often test out different strategies sequentially. RCTs, as the gold 

standard, also an instrument for assessing the efficacy of different interventions, 

are not always applicable to recruitment interventions. Although there have 

been strides into introducing the “Studies Within A Trial” (SWAT) concept, the 

effect of many recruitment strategies still remains unclear. (36, 52)  

 

Also, the efficiency of RCTs can also be improved with the previous evidence. 

With previous evidence, using methods such as simulation and decision model 
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can help to guess what could happen in the RCT, therefore prevent issues 

before they happen. 

1.5 RCT-based economic evaluation 

 
RCTs can provide unbiased estimation of the effect of a health care 

intervention. However, economic outcomes are also important when health 

providers plan to apply a new intervention for general use. Treatment costs 

could, to an extent, limit the choice of available interventions due to the 

increasing burden on the budget. For instance, a certain budget of X with a cost 

of Y per patient treated will result in a number of X/Y patients getting treated. To 

increase the value of X/Y, the choices are either to increase the budget X, or to 

reduce Y. However, with the limited healthcare resource, it is not the case that 

X can increase considerably for everyone to have access to the expensive 

treatment. It is therefore more sensible to reduce Y. Trial-based economic 

evaluation has the potential to provide estimates of benefit associated with new 

treatments that may be more expensive than the current one. Cost-

effectiveness analysis (CEA) aims to compare treatment strategies by 

calculating incremental cost-effectiveness ratio (ICER), defined as follows, 

 

𝐼𝐶𝐸𝑅 =  
∆𝐶

∆𝐸
=  

𝐶𝑇 −  𝐶𝐶

𝐸𝑇 − 𝐸𝐶
, 

 

where CT=cost of new treatment, CC=cost of controlled (standard) treatment, 

ET=effectiveness of new treatment, EC=effectiveness of controlled (standard) 

treatment. It is often the case that quality adjusted life years (QALYs), or 

changes (gains or losses) in QALYs, are used as a measure of effectiveness 

and can be calculated using questionnaires such as EQ-5D and associated 
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preference tariffs. (4) EQ-5D is a standard and validated generic instrument that 

is widely used in many patient populations. Although criticism of EQ-5D has 

been received on its inadequacy of capturing certain domains of interest, for 

instance, vision, hearing or SMI. It is highly useful as it provides a universal 

currency of communicating between different health states and is efficient for 

comparison and synthesis. (54) 

Meanwhile, the ICER may also be interpreted as Net Monetary Benefit (NMB), 

in which a willingness to pay (WTP), 𝜆 is taken into account, together with the 

incremental effectiveness ∆E and costs ∆C. 

𝑁𝑀𝐵 =  𝜆 × ∆𝐸 −  ∆C 

In the case in which cost-effectiveness is the primary study objective and cost-

effectiveness outcome is defined as primary outcome of a study, sample size 

and power calculation should include relations to the cost-effectiveness results 

rather than the effectiveness results alone. NMB based on certain WTP 

threshold may be used for power calculation for cost-effectiveness outcome. 

(55) 

Similar to other types of outcome data, missing data may often be an issue in 

trial-based economic evaluations for both costs and outcomes, and the issue of 

inappropriately handling missing data in trial-based economic evaluations has 

been widely acknowledged.(56) Complete case analysis has been used most 

frequently across studies whereas multiple imputation has seen a rise in the 

three years. (57) Since 2018, there has been comprehensive guidance 

available on handling missing data in trial-based economic evaluations that 

consider the different assumptions and missing mechanisms for both costs and 

outcomes. (58) 
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According to the National Institute for Health and Care Excellence (NICE) guide 

to the methods of technology appraisal, QALYs are considered the most 

appropriate generic measure of health benefit that reflects both mortality and 

health related quality of life effects. (59) As for NICE, an intervention that can 

cost below around £20,000 to £30,000 per QALY gained would likely be 

considered cost-effective compared with the current recommended intervention. 

(60) However, heated debate has been sparked as to “how much is too much” 

for the National Health Service (NHS) to pay for a new drug or intervention. 

Claxton et al. gave an estimation about just under £13,000 for the opportunity 

cost of a QALY in the English NHS in 2008/09 primary care trusts (PCT) data, 

suggesting that a decrease in PCT spending of £13,000 will lead to the loss of 1 

QALY and NICE threshold should be no higher than this. (61) Although the 

cost-effectiveness threshold should equal to the budget decrease which would 

cause the NHS to lose 1 QALY, others criticise that the analysis may require too 

strong assumptions and the results are too sensitive to alternative assumptions. 

(62, 63) While NICE responded that setting the cost-effectiveness threshold too 

low may discourage innovation of new technology and the £20,000 –  £30,000 

threshold represents reasonable compromise between the fairness of public 

access to the NHS and encouraging access to innovative therapeutic 

strategies. (64) 

 

1.6 Decision analytic models and Value of Information 

Decision analytic modelling approaches are prevalent in appraising health 

technologies for public use and are now common practice in economic 

evaluations of health care technologies. As randomised trials often do not 

necessarily compare all the available options, health economic evaluation 
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alongside one randomised trial may fail to include evidence from other trials, 

meta-analyses or observational studies. Besides, RCTs have their limitation in 

providing long term evidence because of relatively shorter follow-up time. 

Decision analytical modelling in this case, provides another option for economic 

evaluation.(60) 

 

1.6.1 Decision trees 

The decision tree approach is a simple form of decision model. The key 

features include: 

• A square decision node, indicating a decision point between alternative 

options, often seen at the start of a tree; 

• A circular chance node showing a point where more than one event for a 

participant is possible; the alternatives are shown as multifurcation from 

the node. It represents the uncertainty of events which an individual 

patient may experience; 

• Paths are mutually exclusive; 

• Probabilities of the occurrence for each particular event path. 

 

Figure 1-2 An illustrative example of a decision tree 

Figure 1-2 illustrates the structure of a decision tree. The expected costs and 

outcomes are then calculated based on the summation of each path, weighted 

by probabilities of occurrence for each path. The decision tree features 

simplicity and transparency which are excellent in explaining different decisions. 
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However, the assumption of non-recurrence or looping could complicate the 

model considerably. 

 

1.6.2 Markov models 

Markov models represent a series of events connected by a more complex form 

of transition. It allows for a flexible sequencing of outcomes including recurring 

outcomes, through time with complexity. Patients are assumed to remain in any 

health states which were embedded in the model or can transfer to another one 

with a predefined transition probability, over a series of discrete time intervals or 

cycles. The number of cycles or durations, and health states will depend on the 

decision problem and can vary on different degrees. 

 

1.6.3 Other modelling approaches 

Markov models and decision trees, or a combination of the two, are widely used 

models in economic evaluation, while some other methods are available. 

Patient level simulation models, discrete event simulations (DES) or dynamic 

models are also sometimes used in decision modelling. The choice of model 

largely depends on the decision question, but also on the availability of relevant 

data required for each model. 

 

1.6.4 Value of Information 

Value of Information analysis (VoI) plays an important role in health technology 

assessment. It provides estimates on returns from investing in research projects 

and can inform different aspects of the decision. Funding bodies often find it 

informative to rank projects regarding expected return on investment amongst 

competing projects. Moreover, trialists can use this method to identify the 
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efficient sample size of a trial as an alternative to the traditional power 

calculation. Along health economic evaluation, VoI can also be used as a 

quantitative adjunct to the proposition of any future projects. (65) 

 

Expected value of perfect information (EVPI) is the price value that a decision 

maker would be willing to pay for perfect information on all factors that influence 

the treatment of preference from a CEA. Using the EVPI we could answer the 

question of whether the decision of adopting a technology under the current 

WTP threshold, should be made on currently available information or whether it 

is worth investing in additional information to reduce uncertainty. In other words, 

we wonder whether the value of additional information outweighs its cost. (65)  

In health technology assessment (HTA), the question is whether we need to 

obtain additional information by conducting future data collecting research to 

reduce uncertainty on the proposed new intervention. The possible options 

include delaying the adoption decision and conducting future research; adopting 

the new intervention and also conducting a future research to reduce 

uncertainty; or adopting the new intervention without any further information. 

(66) EVPI may provide an overview of the value of future research in reducing 

uncertainty. Expected value of partial perfect information (EVPPI) is the price 

value that a decision maker would be willing to pay for perfect information on 

one or a selection of factors that influence the treatment of preference from a 

CEA. EVPPI may inform what parameters in the decision model on which we 

may find worth investing future research to reduce the decision uncertainty. 

Further, using the expected value of sample information (EVSI) and expected 

net gain of sampling (ENGS) could inform what the optimal sample size would 

be if we would like to take future research for a certain group of parameters 
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based on the results of EVPPI. EVSI values the decision to collect additional 

sample to reduce uncertainty where as ENGS is the difference between EVSI 

and the cost of conducting the data-collecting practice.  

 

For a standard NICE technology appraisal, the adoption decision can be made 

often at between £20,000 - £30,000/QALY WTP threshold for the new 

intervention. In the case that the decision may subject to large uncertainty, VoI 

analysis may help in deciding whether it is appropriate to adopt immediately, or 

to conduct further research before making the adoption decision. 

Different from statistical inference, where decision making is based upon 

hypothesis testing for a false error rate defined a priori, decision making for 

economic evaluation is often made on the probability of cost-effectiveness 

under a WTP threshold. This is generally due to the nature of economic 

evaluation outcome often being secondary in RCT hence the issue of alpha 

inflation can arise as a result of multiple hypothesis testing, especially for ICER 

which had two dimensions. Moreover, hypothesis testing often informs the 

decision of the existence of a clinical benefit (difference) through rejecting the 

null, which is often “no difference”, whereas economic evaluation is not for the 

purpose of demonstrating “no difference” in incremental cost per QALY, rather, 

the value of ICER is usually acceptable within a range for which probability is 

presented. 

 

1.7 RCT, decision modelling and VoI in the decision process 

RCTs answer the question of the efficacy of therapeutic interventions. They can 

provide unbiased estimates of the treatment effects upon which the decision of 

whether approving interventions for public access by regulatory agencies, such 
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as the US Food and Drug Administration (FDA), is based. Evidence from RCTs 

suffices to answer the decision questions of approving new interventions based 

on its safety and efficacy profile. On the other hand, when it comes to investing 

in new technology which often has higher price, the decision question involves 

maximising the health benefit under a fixed budget. Hence, effectiveness 

becomes not the only criterion for adopting new interventions, costs should also 

be considered. Furthermore, utility is introduced to help compare the “value for 

money”, not only within the population with the same condition, but also across 

different disease areas. QALYs create a universal measurement on which the 

effectiveness of different interventions across different disease areas can be 

compared.  

 

Although RCTs can provide an unbiased estimate of the treatment effect, they 

often have a relatively short timeframe and therefore are inadequate to answer 

the long-term cost-effectiveness questions. Of course, post-marketing 

surveillance studies can help to answer whether any long-term toxicity or 

adverse effects are associated with the intervention. Large cohort observational 

studies are the main study design for this issue, despite risk of unknown 

confounders that could lead to biased results. Hence, these studies may fail to 

give a reliable answer, particularly when adverse effects appear in the longer 

term, where many other unknown factors can affect the outcomes. Phase IV 

trials can also provide unbiased estimates. However, they often employ much 

larger sample sizes and incur much more cost, hence the decision of 

conducting phase IV trials depends on how certain it is to confirm the 

hazardous effects. In this respect, there may also be a lack of incentive to 
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sponsor such trials, where a large amount of money is spent to confirm the 

intervention is not appropriate for public access. 

 

Decision models for economic evaluations, on the other hand, have the 

advantage of making use of all the relevant evidence (RCTs, observational 

studies, expert opinions, etc.) and incorporating a time horizon of interest. In 

this context, decision models may be seen as complementary to RCTs, where 

RCTs can provide estimates for the parameters needed in the decision model. 

Decision models may also inform future research by synthesising all available 

information in the past and providing an “educated guess” as to what might 

happen to a clinical question, therefore can lead to the design properties and 

assumptions in a proposed RCT.  

 

The aim of HTA, on the other hand, is to bring innovation that can treat health 

conditions and therefore improve quality of life. Attention must be given to not 

get the priorities mixed up. Improvement of a specific condition, or the 

effectiveness of an intervention, is characterised by the changes (for the better) 

in relevant clinical measurements, which should be chosen as the primary 

outcome of a trial. QALYs, although for easy comparison across disease areas, 

should not be used as the sole consideration in measuring the improvement in 

health. One might easily manipulate improvement in QALYs in an RCT with 

weekly post with a £20 note in an envelope versus weekly post with a blank 

sheet of paper in an envelope amongst patients with alcohol-use disorders, and 

it is almost certainly going to be more cost-effective than cognitive behaviour 

therapy. But does the weekly £20 payment really solve the alcohol-use 
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disorders problem? This may be an multi-attribute utility instrument issue rather 

than a QALY issue. 

 

VoI analysis helps with the decision question as to whether an intervention 

should be adopted with the current level of uncertainty, or further research is 

worthwhile to reduce the uncertainty of the parameters in order to reduce the 

cost of making a wrong decision. If the expected cost of a project exceeds the 

expected benefit, then further research should not be carried out and decisions 

are made based on the current level of uncertainty, on the other hand research 

may be worthwhile if the expected benefit is great than the expected cost of a 

new project. 

In the following sections and chapters, I will discuss and explore the ways in 

which the efficiency of RCT in mental health may be improved using some of 

the concepts and methods described previously, in an RCT example that 

compares the efficacy and safety of an antipsychotic reduction and 

discontinuation strategy for patients with schizophrenia. 

 

1.8 RADAR 

The Research into Antipsychotic Discontinuation And Reduction (RADAR) study 

is a RCT which aims to estimate the potential benefits and harms of gradually 

reducing antipsychotic use in people with schizophrenia and non-affective 

psychosis. Long-term antipsychotic treatment is the benchmark for patients with 

psychotic episodes or schizophrenia diagnosis. It is also recommended by the 

NICE that patients remain on lifelong antipsychotic treatment. This has 

impacted the NHS in many respects. First of all, many patients hope to see 

whether they can manage without antipsychotic medications, as it may be 
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discouraging for patients to accept that they have to take medication for life. 

With the side effects such as diabetes, cardiovascular conditions or EPS 

caused by antipsychotics, patients are faced with the risk of unsettling 

experiences for the rest of their life. Also, health services have devoted 

substantial efforts into not only patients' adherence to antipsychotics, but also 

maintaining the financial capacity to fund for these medications. Previous 

research suggested that it is possible that long-term antipsychotics may lead to 

a worse state of a patient, and patients who tried to reduce and stop 

antipsychotic, no matter successfully or not, functioned better than the ones 

who were continuously on treatment. (67) This project has the potential to 

assess whether it is feasible to reduce and discontinue antipsychotic medication 

on patients who already remain in a stable state, thus lightening the burden of 

both patients and health care providers. 

 

RADAR is a phase IV, open, parallel group, multi-centre RCT that aims 

compare a flexible and gradual antipsychotic reduction programme with its 

counterpart maintenance treatment. Participants will be individually randomised 

to the two treatments strategies, which will be delivered by clinicians. The 

follow-up period will be 2 years, and follow-up assessments will be conducted at 

6 months, 12 months and 24 months for all participants. Wellbeing, as 

measured by the social functioning score (SFS), will be assessed as the 

primary outcome, whereas serious relapse, symptoms, side effects, 

employment and adherence will be assessed as secondary outcomes. 

RADAR employed a non-inferiority design with the non-inferiority margin of 

10 % on the severe relapse outcome. Estimated treatment effects are obtained 

from a meta-analysis on antipsychotics versus placebo for relapse prevention in 
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schizophrenia. (20) The sample size of 372 has 90% power to exclude a 

difference of 10%. An extra 15% is added to take into account attrition, which 

makes the final sample size of 402. This also has 98% power of detecting 2 

points of difference in the primary outcome SFS, and 90% power for 1.6 points 

of difference. 

 

The estimated total duration is 54 months. Main inclusion criteria include age 

(over 18 years); diagnosis (schizophrenia, schizoaffective disorder, delusional 

disorder or other non-affective psychosis); more than one previous episode or a 

single episode lasting for more than a year; under ongoing antipsychotic 

prescription, and no hospital admission for at least 3 months. Exclusion criteria 

include the lack of consent capacity; insufficient command of spoken English 

language; under Community Treatment Order that requires antipsychotics 

medication; serious risk of harm to self or others; females who are 

breastfeeding or pregnant. RADAR will investigate a strategy of supported and 

flexible antipsychotic discontinuation with regard to social functioning 

improvement and risk of severe relapse, providing rigorous evidence for the 

efficacy of long-term antipsychotic maintenance compared with reduction and 

discontinuation. It will also provide potential evidence on which recovery can be 

justified. 

 

In this chapter I have introduced the background and rationale of my thesis, 

including RCT, economic evaluation, mental health, antipsychotics and the 

RADAR trial. In the next chapter I will start discussing the efficiency of mental 

health RCTs, by reviewing the existing studies on the effectiveness and cost-
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effectiveness of different strategies to improve recruitment and retention in 

mental health RCTs. 
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2 Chapter 2 – A systematic review on strategies to 
improve recruitment and retention in mental health RCTs 

 

Recruitment and retention are now major challenges in conducting RCTs, and 

they are crucial to a clinical trial’s efficiency. In this chapter I systematically 

review current studies on recruitment and retention strategies in mental health 

RCTs, and compare the effectiveness and cost effectiveness of different 

recruitment and retention strategies. A major part of this chapter has been 

published in PLoS ONE. (68) The aim of this chapter is to evaluate the 

evidence base for strategies to improve the recruitment and retention of 

patients to clinical trials in mental health. A secondary aim is to evaluate the 

cost and effectiveness of different recruitment and retention strategies, reported 

as the cost per patient recruited, or cost per patient retained. 

 

2.1 Introduction 
 
As the gold standard of clinical research, RCTs are often faced with the 

challenge of recruiting enough participants and it may be more common in 

mental health. Often requiring extensive collaboration between clinical 

researchers, patients, clinical professionals and research institutions, each party 

in a trial has their unique perspective, expectations and concern in a trial. (69) 

Concerns about mental health patients’ vulnerability and reduced decision-

making ability often make recruitment more difficult. (70) Particularly for 

patients, doubts of participating in a trial primarily centre on the risks or benefits 

to their own health. During the consent process, in which potential participants 

are introduced to trial’s information, they could be easily put off if anything 

inconvenient, abstruse or irrelevant occur.  
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The fundamental biological aetiology for some mental health conditions is still 

not well understood, and often the effects of psychiatric treatments are small 

and uncertain. Hence there may be scepticism that new treatments will be very 

helpful, which might make psychiatric trials less appealing.(71-73) High placebo 

response rates also highlight the importance of randomised trials in providing 

unbiased estimates of treatment effects. Patients with mental health problems 

often still consider their conditions as stigmatised (sadly often for good reason) 

and conceal their condition and treatment from public attention. Also, for some 

mental illnesses, there are ethical concerns when involving patients who are at 

high risk or have a history of aggression or self-harm. These concerns make 

recruitment to mental health clinical trials challenging. (74) 

 

Retention is another pivotal component to a trial’s scientific success as it is key 

to a trial’s validity. Attrition may happen in drug trials because of side effects of 

the medication. Some patients may experience deterioration of their health 

during the follow-up period, making them reluctant to continue with treatment or 

the trial. In trials of complex interventions, such as cognitive behavioural therapy 

(CBT) or early supported discharge, the absence of blinding in the control arm 

means that the participants know that they have not received the intervention, 

which may reduce engagement with trial follow-up or increase the risk of drop-

out. It has been suggested that high drop-out rates are associated with larger 

sample sizes in antipsychotic trials, more specifically trials with multi-centre 

design. (75)  However in modern trials, the sample size required often 

necessitates a multi-centre design as a single site would not provide enough 

participants and may not provide sufficiently generalisable results. This 

requirement for a multi-centre design might result in retention issues.  
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Effectiveness means whether a given intervention works in a meaningful way in 

real world. It can be defined as the extent to which an intervention achieves its 

intended effect in the usual clinical setting, in terms of changes in the relevant 

outcomes. It is often evaluated in real-world studies (for instance, observational 

studies, pragmatic trials, etc.). Cost-effectiveness evaluates the effectiveness of 

a new intervention relative to the difference in cost of offering it or not, often 

summarised using the ICER. The efficiency of trial design explores the 

possibilities in which resource (patient numbers, conduct procedures etc.) may 

be used more efficiently without compromising the integrity of scientific 

objectives of an RCT. An efficient trial design could take a perspective from 

patient recruitment. On one hand the key to a successful trial is to recruit 

enough patients to ensure an RCT has enough power. However, it is also 

important to avoid recruiting an exceeding amount of patients where resources 

could have been used on other research projects. 

There has been extensive effort in exploring efficient trial design, such as 

introducing master protocols for a group of trials in oncology. Investigators and 

trialists have been seeking ways in which patients may be recruited more 

efficiently, including less resource use and fast recruitment process. Strategies 

that facilitate recruitment could benefit recruitment process, potentially save 

resources. (76)  

 

Previous systematic reviews by Treweek et al. and Brueton et al. investigated 

the efficacy of different strategies to improve recruitment and retention to 

randomised trials.(77, 78) However, evidence in the mental health trial 

population remains to be thoroughly understood. The review by Treweek et al. 

summarised the efficacy of different strategies to improve recruitment into 
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randomised trials, but only included 3 eligible studies in mental health. No 

mental health studies were included in the systematic review by Brueton et al., 

which investigated the efficacy of different strategies to improve retention. 

Treweek et al. found that open trial design, and telephone reminders to people 

who do not respond to postal invitations may improve recruitment, whereas 

bespoke participant information materials helped little in recruitment.(36) 

Offering a small financial incentive for completing follow-up questionnaires 

appeared to help retain patients in the trials, as suggested by Brueton et al. (78) 

An increasing number of studies employ the use of a SWAT method to assess 

the impact of technical or design innovations on a trial’s efficiency.(52) To date, 

most different recruitment strategies are usually employed in an ad hoc manner. 

Evidence on comparing recruitment strategies retrospectively and 

observationally can also provide some insight before SWATs are planned.   

 

2.2 Methods 

2.2.1 Criteria for considering studies for this review 

2.2.1.1 Type of studies 

Two reviewers independently screened titles and abstracts and any 

disagreements in selection were resolved through discussion. Studies that used 

randomised or observational methods to compare different recruitment 

strategies designed to recruit participants to RCTs of interventions for mental 

health problems were considered.  Embedded randomised studies of different 

recruitment strategies were identified, but given the small number of such 

studies, RCTs of mental health interventions which reported the effectiveness a 

range of strategies used in recruitment retrospectively (e.g. without randomising 

to different recruitment strategies) were also included. For retention, 
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randomised trials of different retention strategies that were embedded in a 

randomised clinical trial (host trial), or within epidemiological studies such as 

cross-sectional surveys were included. A full description of the study protocol is 

available in Appendix A Protocol for the systematic review in Chapter 2. 

 

2.2.1.2 Types of data 

Studies comparing recruitment or retention that involved adult participants with 

mental health problems, regardless of gender, ethnicity or geographic location, 

were included. Of particular interest were trials including patients with serious 

mental illnesses (SMI), such as schizophrenia, but given the expectation of 

finding only a small number of studies involving these patients, the criteria were 

broadened to include common mental health problems such as depression and 

anxiety. Dementia and other organic mental health conditions were excluded, 

given the different context in which these trials are likely to be conducted.  

Studies on substance misuse were also excluded as this group of patients is 

likely to present different recruitment and retention challenges. Studies which 

did not report outcomes on recruitment or retention strategies for RCTs, studies 

in which mental illness was comorbid with other physical medical conditions 

(e.g. CVD) because patients with severe co-morbid physical conditions tend to 

be excluded from severe mental health trials. Studies not involving adults (e.g. 

children or adolescents) were also excluded. 

 

2.2.1.3 Types of methods 

Strategies aimed at enhancing recruitment and retention included, but were not 

limited to: 

• Incentives for either or both of patients and clinicians 
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• Advertising 

• Periodic phone call follow-up 

• Mailshots and newsletters 

• Customised or optimised consent materials 

• Amendments to protocol 

• Presentations to appropriate groups 

• Presentations at conferences 

• Trial material customised to specific sites 

• Resource manual for recruiters 

 

2.2.2 Types of outcome measures 

2.2.2.1 Primary outcome 

For recruitment, the main outcomes of interest were the type of strategies 

employed in different studies and the number of patients recruited using each 

individual strategy. I and the second reviewer also extracted data on how many 

potential participants were approached, if available, using each different 

strategy in each study.  For studies comparing different retention strategies, the 

primary outcome was ‘response’, defined as the percentage of participants who 

were successfully engaged in follow-up assessments via each strategy out of 

the total number of people initially randomised to that strategy. 

 

2.2.2.2 Secondary outcomes 

Secondary outcomes are the cost of each patient recruited/retained through a 

specific strategy (if any mentioned), defined as the mean cost per patient 

recruited or mean cost per patient retained, respectively. 



 

43 
 

 

2.2.3 Search strategy 

I designed a search method for identifying published randomised trials that 

focused on improving recruitment and retention in mental health randomised 

trials. No language restrictions apart from English language abstracts were 

applied. 

 

The search method was comprised of 4 components, each of which included 

both free-text terms and subject headings. The Boolean operator OR combined 

terms related to enhancing recruitment and improving retention. This was then 

combined using the AND operator with terms related to mental health conditions 

and RCTs. A brief search strategy is described as follows: 

(informed consent OR recruit OR particip) OR (retention OR attrit OR 

retain) 

AND 

Randomi#ed controlled trials 

AND 

Mental health condition filters 

Electronic databases searched included: 

· MEDLINE, Ovid (1946 to date of search, searched on 28 July 2016); 

· EMBASE, Ovid (1980 to date of search, searched on 28 July 2016); 

· PsycINFO, Ovid (1806 to date of search, searched on 28 July 2016); 

· Cochrane Methodology Review Group Specialised Register (CMR) 

(from inception until July 2012, searched on 28 July 2016). 
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An updated search was conducted on 25 February 2020 for MEDLINE, 

EMBASE and PsycINFO. CMR database ceased to update since 2012 

therefore no update search was run for CMR. 

The full search strategies for all of the 4 databases are included in Appendix B 

Search strategies for the systematic review in Chapter 2. 

 

2.2.4 Data extraction and analysis 

2.2.4.1 Data extraction 

The second reviewer extracted the data from eligible studies.  

Data extracted for the recruitment trials and their corresponding main trials 

included: 

• For host trials: country, disease area, design, sample size, setting, 

primary outcomes, funding body; 

• For embedded randomised recruitment trials: strategies to which 

participants were randomised, number of participants in each arm 

who were recruited to the main trial; 

• For studies that compared recruitment strategies retrospectively: 

strategies used for recruitment, number of participants recruited and 

approached via each strategy. 

For retention trials and their host trials, data extracted included: 

• For host trials: country, disease area, design, sample size, setting, 

primary outcomes, follow up period, funding body; 

For retention trials: strategies to improve retention; retention rates for each 

strategy. 
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2.2.4.2 Assessment of risk of bias 
 

For each eligible study, risk of bias was assessed by Critical Appraisal Checklist 

for RCTs developed by the Joanna Briggs Institute (JBI). I calculated the overall 

score based on the number of items checked for each assessment. Details of 

the risk of bias assessments are included in Appendix C Risk of bias 

assessment for the included studies in Chapter 2. 

 

2.2.4.3 Data analysis 

For randomised comparative studies, relative risk was used to describe the 

effect of each recruitment strategy. Non-randomised studies were categorised 

according to similarity of strategies, for instance, by combining optimised 

consent materials and incentives. Strategies were ranked based on the 

numbers of patients recruited and identified strategies that recruited most 

participants in each study. I also calculated the total number of patients 

randomised through each recruitment strategy for recruitment studies and the 

number of responses in each retention strategy for retention studies. Cost and 

effectiveness of strategies where cost data were available was measured by 

average cost per patient randomised or average cost per response, 

respectively. Cost information was first converted to the equivalent monetary 

value in 2016 using relevant inflation rates of the study country, and 

subsequently into British pound sterling (GBP) based on average exchange 

rates between each currency and GBP in 2016. (http://www.ukforex.co.uk/forex-

tools/historical-rate-tools/yearly-average-rates). The average costs of each 

category of recruitment strategy was calculated using a weighted average 

approach, where the mean costs were weighted by the sample size. 
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For studies where cost data were not reported, relevant information on the 

processes were extracted and I generated the cost using available reference 

cost information (from e.g. Personal Social Services Research Unit, PSSRU). 

Given the considerable uncertainty in this approach due to insufficient 

information on resources used, I also performed sensitivity analysis under 

different scenarios. For instance, the cost of recruiting using health care 

providers, or research staff, depends on the number of hours spent on 

recruitment. The assumptions made were: part-time (e.g. 3 hours/day) versus 

full-time (e.g. 7.5 hours/day). The costing mainly employed a bottom-up 

approach from a UK NHS/personal social services (PSS) perspective. The unit 

cost of each component mentioned during the recruitment process was 

multiplied by the recruitment duration, or study duration otherwise, before all the 

relevant cost components were summed to make the total recruitment cost. The 

cost-effectiveness of each strategy was obtained using the total cost divided by 

the total number of participants for each strategy.  

 

2.3 Results 

2.3.1 Results of the search 

A total number of 5157 records were identified from electronic databases from 

inception of records until July 2016. Of these, 116 were identified for full-text 

screening and 12 were found to be eligible for inclusion. One additional study 

(Hughes-Morley 2016) identified by one of the reviewers during the peer-review 

process of PLoS ONE publication. This article was also included. Out of the 13 

included studies, 11 are studies on recruitment strategies in the mental health 

clinical trial context, and 2 focused on retention. Five out of 13 were randomised 

comparative trials of different recruitment or retention strategies, and 8 were 
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observational comparisons of recruitment strategies embedded within a 

randomised trial. Figure 2-1 shows the flow chart of the article selection 

process. Figure 2-2 shows the results of the updated search and study 

selection process. Amongst the 2 included studies, Hughes-Morley 2016, which 

was originally identified by one of the reviewer during the publication process, 

was identified during the update search and was consequently included. 

 

 

Figure 2-1 the flowchart of study selection process 

MEDLINE(Ovid)

1946-2016

3490 Citation(s)

5157 Non-Duplicate

Citations Screened

Inclusion/Exclusion

Criteria Applied

EMBASE(Ovid)

1980-2016

2861 Citation(s)

Cochrane Methodology Register

inception till 2016

56 Citation(s)

PsycINFO(Ovid)

1806-2016

508 Citation(s)

5041 Articles Excluded

After Title/Abstract Screen

116 Articles Retrieved

Inclusion/Exclusion

Criteria Applied

104 Articles Excluded

After Full Text Screen

13 Articles Included

1 Article Identified by 

Reviewer Included



 

48 
 

 

Figure 2-2 the flowchart for the update search and selection since 2017 

2.3.2 Description of the included studies 

• Man 2015 (79) 

A recruitment trial embedded in a large primary care research 

programme of two multi-centre trials. 1364 patients with depression 

were recruited to either original patient information materials or 

optimised version of the material (trial booklet). Outcome was 

percentage of participants randomised. 27 out of 682 patients were 

recruited using original patient material and 43 out of 682 patients 

were recruited using optimised version of the material.  

• Jeste 2009 (80) 

A recruitment randomised trial for a hypothetical drug trial for healthy 

individuals and schizophrenia patients. 128 patients with 
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schizophrenia and 60 healthy participants were randomised to either 

a multimedia educational consent procedure or general routine 

consent procedure. Outcomes were numbers of schizophrenia 

patients who were willing to participate in the hypothetical trial. A total 

of 128 patients with schizophrenia took part in the study. 41 out of 62 

patients in the multimedia group and 44 out of 66 patients were willing 

to participate in the hypothetical trial.  

• Krusche 2014 (81) 

An evaluation on 10 recruitment strategies utilised to recruit 

participants with a history of recurrent depression into a RCT. 

Recruitment strategies include newspaper advertising, web-based 

advertising, advertising at exhibitions, radio advertising, advertising 

on buses, poster advertising, GP referrals, mental health care 

referrals, word of mouth, and charitable organisations referrals. 

Outcomes include numbers of participants who were randomised into 

trial through each recruitment strategy and cost effectiveness of each 

strategy.  

Table 2-1 describes the recruitment information detail and the cost 

incurred for different strategies.  

Table 2-1 Summary of recruitment strategy of Krusche 2014 

Strategy Number of 
patients recruited 

Number of 
patients 
approached 

Cost per 
patient 
recruited (in 
GBP) 

Word of mouth 16 46 0 

Information from 
charity 

2 8 0 

Posters 30 123 69 

Web-based adverts 37 300 105 

Mental health care 
referral 

8 32 178 

Radio adverts 26 412 241 



 

50 
 

GP referral 18 116 396 

Bus adverts 2 4 571 

Newspaper adverts 11 101 805 

Exhibition 3 11 2562 

 

• Morgan 2013 (82) 

A study on internet-based recruitment to a depression prevention trial. 

Different online recruitment sources were used. Outcomes were 

numbers of participants who entered the trial. Available cost 

information was also collected for cost effectiveness evaluation. 755 

patients were recruited via Google Advertising and 35 via Facebook 

Ad, with cost per patient recruited being $14.71 and $19.89 (AUD) 

respectively.  

• Rollman 2008 (83) 

A comparative study between recruiting by primary care physicians’ 

referral to electronic medical records (EMR) and recruiting by 

research assistants’ outreach in practice waiting rooms. Outcomes 

were numbers of patients who were enrolled in the trial through each 

different strategy. EMR – prompted primary care physicians referred 

794 patients and 176 were recruited, whereas clinical waiting-room 

recruitment approached 8095 patients and recruited 193 participants.  

 

• Daley 2008 (84)(5) 

A feasibility RCT on an exercise intervention for women with 

postnatal depression. Four recruitment strategies were used in the 

trial, including GP referral, special care unit referral, self-referral and 

health visitor referral. Outcomes were numbers of patients being 
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randomised via different strategies. 24 out of 96 patients were 

recruited by general practitioners (GP); 12 out of 28 were recruited by 

“mother and baby unit”; 8 out of 10 were recruited from health visitors 

and 3 out of 4 were recruited by self-referral.  

• Woolhouse 2014 (85) 

A pilot RCT using mindfulness interventions to reduce antenatal 

depression, anxiety and stress. Three recruitment channels were 

used: recruiting at clinic waiting rooms, recruiting via mail-out from 

hospitals, recruiting via specialist care unit (physiotherapy and 

childbirth education classes). Outcomes were numbers of patients 

being randomised via different strategies. 14 patients were recruited 

at clinic waiting room, 16 were recruited via hospital mail-out, 2 were 

recruited at education classes.  

• Debar 2009 (86) 

A study that discussed recruitment for a guided self-help binge eating 

prevention RCT. Recruitment strategies used include invitation to 

comprehensive eating disorder examination (EDE) assessment with 

$5 incentive for completing an online questionnaire and $50 for 

baseline assessment, invitation to abbreviated EDE assessment with 

incentive of $25 for baseline assessment, and self-referral. Primary 

outcome was the numbers of patients who entered the randomisation 

of the main trial. Secondary outcomes of cost of incentives were also 

collected. Of the 11984 patients approached in the comprehensive 

EDE recruitment wave, 70 were randomised. 154 patients were 

recruited via the abbreviated EDE recruitment wave, in which 20810 

patients were invited to take part.  
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• Le 2008 (87) 

A study that discussed recruiting Latino women in the U.S. and 

women in Mexico into a multisite postpartum depression prevention 

trial. The study was conducted with immigrant Latinas in Washington, 

DC, U.S.; the other site was with women in Mexico City, Mexico. 

Recruitment in the U.S. used different strategies that compared 

outreach with potential participants by community health centre staff 

with recruitment by clinical research staff at a prenatal care clinic. 217 

patients were recruited in the U.S. site. Primary outcome were 

numbers of patients who entered the randomisation. (87) 

• Schlernitzauer 1998 (88) 

A study that compared various strategies for recruiting elderly with 

bereavement-related depression in to a randomised placebo-

controlled trial which tested the efficacy of nortriptyline and 

interpersonal psychotherapy for the acute and continuation treatment 

of bereavement-related depression in Pittsburgh, U.S. Recruitment 

period lasted for 5 years. A total of 65 patients were recruited. Media 

advertisement was most successful strategy and recruited 54% 

participants (n=35). Other strategies used included friend or 

acquaintance, obituary letter, psychiatric referral, and so on.  

• Hughes-Morley 2016 (89) (identified in update) 

A recruitment randomised trial for the EQUIP host trial – a clustered 

RCT of a new user-led training package to increase user and carer 

involvement in care planning for patients with a diagnosis of SMI 

under community mental health teams. Patients with different cluster 
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pairs were randomised to either invitation with patient and public 

involvement research (PPIR) invitation leaflet or ordinary recruitment 

procedure. 216 out of 5382 patients were recruited in the PPIR group 

and 148 out of 2800 were recruited in the ordinary recruitment group. 

Telephone follow-up of non-respondents recruited a total of 221 

patients. However, PPIR did not show statistically significant 

difference for improving recruitment. 

• Brown 2019 (90) (identified in update) 

A study that reported their strategy of using non-diagnostic title and 

self-referral to a brief “self-confident” workshops intervention RCT for 

depression. Overall 459 patients were recruited within 12 months via 

self-referral. It was suggested that self-referral to a brief intervention 

for depression with a non-diagnostic title could be an effective 

strategy of recruiting depressed people into RCTs. 

 

• Dirmaier 2007 (91) 

A randomised study with a 2×2 factorial design that investigated 

monetary incentives and shortening the questionnaire in relation to 

response rates in a mailed follow-up survey 1 year after 

psychotherapeutic treatment. Partial nonresponse and self-report of 

treatment outcome were also assessed. 3825 patients were 

randomised to (1) receiving prepaid small bill incentive or none; and 

(2) getting abridged or normal questionnaire. It showed that response 

rates were significantly increased by 7.3% (95%CI 2.6 to 11.9%) 

when using incentives, and 3.7% (95%CI 0.9 to 8.3%) higher when 

using a short version of questionnaire.  
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• McLean 2014 (92) 

A randomised study that investigates the effect of pre-notification or 

envelop teaser on response rates in a bulimia nervosa mental health 

literacy survey. A 2 (pre-notification present; absent) by 2 (teaser 

present; absent) design was used. Questionnaires were mailed to 

3010 adults, and significantly higher response rates were found for 

the use of pre-notification.  

 

2.3.3 Recruitment strategies 

2.3.3.1 Characteristics of the included studies 

Table 2-2 describes the characteristics of the studies included which looked at 

recruitment strategies. Overall, three studies employed a randomised design for 

comparing recruitment strategies (Man 2015, Jeste 2009 and Hughes-Morley 

2016). The other studies compared different recruitment strategies 

retrospectively without randomisation. Five studies were carried out and funded 

in the UK, 5 in the US and 2 in Australia. One study involved recruitment to a 

preventive programme for depression, and one involved a relapse prevention 

trial in women with a history of post-partum depression. Two of the studies were 

conducted with people with SMIs. Five were carried out in a primary care 

setting. Four involved female participants only. Except for one RCT which was a 

study of recruitment to a hypothetical trial, the studies involved recruitment to 

randomised trials involving a range of interventions including mindfulness CBT, 

health promotion via email, telehealth intervention, exercise, antidepressants, 

interpersonal therapy and psycho-education. 
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Table 2-2 A summary of the characteristics of included studies on recruitment strategies 

 
1 For randomised recruitment trials, N = sample size of its host trial. For non-randomised studies, we assume that the sample size is the sum of number of patients recruited via each 

strategy.  
2 Containing numbers of patients approached if data are available. 

Study ID Trial design & 
intervention 

Method of 
recruitment 
strategy 
comparison 

Sample 
size (N)1 

Study 
duration 

Recruitment strategies No. Patients 
recruited/No. 
Patients 
approached or 
where contact 
was attempted2 

Country 

Woolhouse 
2014 (85)  

RCT of mindfulness 
vs treatment as 
usual (TAU) in 
women of 
depression, anxiety 
or stress 

retrospective 32 6 weeks a. researcher recruiting at 
clinic waiting room 

14/50 Australia 

b. mailed-out brochures 16/2500 

c. recruitment via 
physiotherapy and 
childbirth education 
classes 

2 

Krusche 2014 
(81)  

RCT of mindfulness-
based CBT vs TAU 
in preventing relapse 
in people with 
recurrent depression 
conducted in primary 
care 

retrospective 153 8 weeks a. word of mouth 16/46 UK 

b. information from charity 2/8 

c. posters 30/123 

d. web-based adverts 37/300 

e. mental health care 
referral 

8/32 

f. radio adverts 26/412 

g. GP referral 18/116 

h. bus adverts 2/4 

i. newspaper adverts 11/101 

j. exhibition 3/11 

retrospective 1699 6 weeks a. Google advertising 755 Australia 
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3 According to the study, there were a total number of 94,808 approaches made in the study.  

Morgan 2013 
(82) 

RCT of email 
delivered self-help 
health promotion 
intervention for 
adults with 
subthreshold 
depression 
symptoms to prevent 
depression (patients 
were screened 
online using PHQ-9) 

b. Facebook adverts 35 

c. online forums unknown3 

d. links from mental health 
websites 

unknown 

e. online community 
noticeboards 

unknown 

f. group emails unknown 

Man 2015 (79) RCT of a telephone 
support and 
computer-based 
self-management 
intervention vs.  
usual care in 
patients with 
depression in 
primary care 

RCT 60 12 
months 

a. optimised written patient 
information material 

43/682 UK 

b. original patient 
information material 

27/682 

Rollman 2008 
(83) 

RCT of telephone-
based collaborative 
care for treating 
patients with DSM-
IV panic and anxiety 
disorders 

retrospective 369 Not 
reported 

a. EMR reminder to 
primary care clinicians to 
approach eligible patients 

176/794 US 

b. waiting room 
recruitment by research 
staff 

193/8095 

Jeste 2009 
(80) 

Hypothetical RCT of 
a cognition-
enhancing drug vs. 
placebo in patients 

RCT 248 14 
weeks 

a. multimedia enhanced 
consent procedure 

31/62 US 

b. ordinary consent 
procedure 

29/66 
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4 High risk = Epidemiologic Studies Depression Scale (CES-D)  16; all patients were self-reported. 

with DSM-IV 
schizophrenia 

Daley 2007 
(84) 

RCT of an exercise 
intervention for 
women with 
postnatal depression 

retrospective 
 

38 12 
weeks 

a. recruitment via GP 19/96 UK 

b. recruitment via 
specialised “mother and 
baby” unit 

9/28 

c. recruitment by health 
visitors 

7/10 

d. self-referral 3/4 

Le 2008 (87) RCT of an antenatal 
psycho-educational 
group intervention to 
prevent postpartum 
depression in 
patients with high 
risk4 

retrospective 310 8 weeks a. recruitment by 
community health centre 
staff 

276/553 US 

b. recruitment by clinical 
research staff at hospital-
based clinic 

34/1349 

Debar 2009 
(86) 

RCT of a CBT-
based guided self-
help program on 
patients with DSM-
IV Binge Eating 
Disorder 

retrospective 249 not 
reported 

a. mail invitation to 
comprehensive Eating 
Disorders Examination 
(EDE) assessment, $5 
incentive for completing 
online screening 
questionnaire and $50 for 
baseline assessment 
b. mail invitation to 
abbreviated EDE 
assessment + telephone 
interview, $25 for baseline 
assessment (no payment 
for screening) 

70/11984 US 

154/20810 
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5 Patients who were enrolled during telephone follow up (strategy c & d) were not included in the primary outcome as this was not the intervention for which this trial was designed to 

find evidence. 

 c. self-referral 25/87 

Schlernit-
zauer 1998 
(88) 

RCT of nortriptyline 
and 
interpersonal 
psychotherapy in 
elderly patients (age 

 65) with 
bereavement-related 
major depression 
(screened using 
HAM-D scale). 

retrospective 65 Not 
specified 

a. adverts 35/194 US 

b. obituary letter 9/99 

c. acquaintance/friend 9/54 

d. outpatient/in-house 
psychiatric referral 

7/47 

e. non-specific resources 2/20 

f. non-mental health 
physicians 

3/11 

g. letters sent to medical 
community/health 
professionals 

0/7 

h. inpatient psychiatric 
referral 

0/5 

i. private mental health 
practitioner 

0/3 

j. other mental health 
facilities 

0/1 

Hughes-
Morley 2016 
(89) 

EQUIP host trial – 
clustered RCT of a 
new user led training 
package to increase 
user and carer 
involvement in care 
planning for patients 
with a diagnosis of 
severe mental 
illness under 

RCT and 
retrospective5 

480 30 
months 

a. leaflet sent to advertise 
patient and public 
involvement in research 
(PPIR) 

216/5382 UK 

b. control (without leaflet) 148/2800 

c. leaflet sent to advertise 
PPIR + telephone follow 
up for non-responders 

129/4988 

d. control + telephone 
follow up for non-
responders  

92/2580 
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Abbreviations: RCT, randomised controlled trial; TAU, treatment as usual; CBT, cognitive behavioural therapy; GP, general practitioner; DSM, Diagnostic and statistical manual of 
mental disorders; EMR, electronic medical records HAM-D, Hamilton depression rating scale 

  

community mental 
health teams 

 

Brown 2019  CLASSIC host trial 
– a brief 
intervention of self-
confidence 
workshops for 
depression 

retrospective 420 12 
months 

Self-referral 459/1042 UK 
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2.3.3.2 Randomised comparative studies 
 
Of the included studies, Jeste 2009, Man 2015 and Hughes-Morley 2016 used 

a randomised approach to compare alternative recruitment strategies. ( 

Table 2-3) Jeste et al. compared a multimedia consent process using a DVD to 

present key information from the consent form, with routine consent procedure 

plus a 10 min ‘control’ DVD giving general information about research. Man et 

al. used an ‘optimised’ version of the trial information sheet, with contrasting 

colour, larger fonts, bulleted lists, and accessible wording, compared with the 

original 8-page A5 patient information booklet. Hughes-Morley et al. 

investigated the impact of a strategy of providing a leaflet describing the patient 

and public involvement (PPI) in the trial on recruitment of people who had a 

diagnosis of SMIs. Using multimedia during the consent process did not 

significantly improve recruitment in patients with schizophrenia, whereas 

optimised written patient information material was superior to non-optimised 

information for recruitment of patients with depression in primary care, but this 

result may have occurred by chance. Finally, offering information on PPI 

collaboration on the trial was not found to have a positive impact on trial 

recruitment. 

Table 2-3 Summary of randomised comparative studies on recruitment strategies 

Study 
ID 

Strategy 
comparison 
(intervention vs. 
control) 

No. Patients 
recruited / 
No. Patients 
attempted 
(intervention) 

No. Patients 
recruited / 
No. Patients 
attempted 
(control) 

Relative Risk 
(with 95% CI) 

Jeste 
2009 

DVD multimedia 
consent with key 
information from 
consent form vs. 
routine consent 
procedure + 10 
min control DVD 
on general 

41/62 44/66 0.9919 (0.7751 to 
1.2694, 
p=0.9487) 
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information on the 
research 

Man 
2015 

optimised written 
patient information 
material vs. 
original patient 
information 
material  

43/682 27/682 1.5926 (0.9960 to  
2.5467, 
p=0.0520) 

Hughes-
Morley 
2016 

Leaflet invitations 
sent to advertise 
PPIR vs. no leaflet 
invitations 

216/5382 148/2800 Odds Ratio 
=0.756 

Abbreviations: DVD, digital video disc; PPIR patient and public involvement research 
 

2.3.3.3 Non-randomised studies 

Krusche et al. suggested that recruiting by adverts and posters showed no less 

efficacy than recruiting from GP referrals. In contrast, a study using electronic 

health records to remind GPs to approach potentially eligible patients was more 

efficient than recruitment by research staff in the clinic waiting room. The latter 

involved considerably more effort (more than 8000 patients were approached) 

(Rollman 2008). Le et al. also suggested that being contacted by clinical staff was 

more successful than being contacted by research staff. Among trials involving 

people with common mental illnesss, GP referrals and contact by clinical staff 

were the most efficient and successful recruitment strategies and both resulted 

in an adequate number of patients for the size of a modern trial. Financial 

incentives are commonly used in commercially funded trials. The study done by 

DeBar suggested that neither different levels of financial incentives nor different 

lengths of assessment substantially affected recruitment rates. (86) 

 

In an RCT of mindfulness versus treatment as usual (TAU) in women with 

depression, anxiety or stress, Woolhouse et al. used both more active 

 
6 The study reported ORs and used a random effects logistic regression, which yielded OR = 0.75, 95 CI: 

0.53 to 1.07, p=0.013 
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(researcher approaching patients in clinic waiting room) and less active 

(invitations sent to potential participants) strategies. (85) The numbers of 

patients recruited were similar, despite 2,500 mailshots being sent compared 

with the researcher approaching 50 patients. A study comparing various forms 

of online recruitment for a preventive intervention for people with subthreshold 

depressive symptoms (as assessed by an online questionnaire) found that 

Google adverts recruited the highest number of participants (755 patients 

recruited). However, it was indicated that a total of 94,808 potential participants 

were approached, echoing findings by Krusche, suggesting that lower success 

rates may often be the case in recruitment via online advertisements. (81) 

 

2.3.3.4 Cost effectiveness of recruitment strategies 

The results of the average cost per patients of recruitment strategies are reported 

in Table 2-4. The strategy with the lowest cost per patient recruited was web-

based advertisement (£13.41 per patient), followed by recruiting via specialised 

care (£183.24 per patient), non-web-based adverts (£372.03 per patient) and 

recruitment via primary care (£407.65 per patient). The sensitivity analysis 

considered the variation in cost according to the different strategies used. For 

instance, the cost of recruiting using health care providers depends on how much 

time is spent on recruitment. The two assumed levels of time commitment were 

part-time (3 hours/day) versus full-time (7.5 hours/day). Table 2-5 shows the 

results of the costing and sensitivity analyses, in comparison with the costs 

reported with original data. As each study reported different information on 

costing the recruitment, even for similar strategies across different studies, costs 

obtained from available sources showed considerable variation. Shown below is 

an example of how recruitment cost was obtained, using a study by Morgan et al. 
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(82). Further details and sensitivity analysis are given in Appendix D Costing and 

sensitivity analysis for the recruitment strategies in Chapter 2. 

Table 2-4 Average costs per patients recruited of different kinds of recruitment strategies across studies 

Recruitment 
strategy 

Number of 
studies 
where 
strategy 
was used 

Average cost per 
randomised 
participant (in 
GBP) with 
original data 7 

Number of 
times 
recruiting the 
most within 
study 

Web-based 
adverts8 

2 £13.41 2 

Via specialised 
care 

4 £183.24 1 

Via secondary 
care  

2 not reported 1 

Non-web-based 
adverts 

3 £372.03 1 

Financial 
incentives9 

1 not reported 1 

Via primary care 4 £407.65 2 

Others 4 not reported 0 

 
 

 

 
7 Results account for the average exchange rates GBP/Australian dollar (AUD) and GBP/USD in year 

2016, and inflation rates of 
the countries of publication from year of publication until 2016. (http://www.ukforex.co.uk/forex-
tools/historical-rate-tools/yearly-average-rates; http://ination.stephenmorley.org/; U.S. Internal Revenue 
Service) 

8 Including Morgan 2013, a study which used a number of different online resources to recruit patients.  
9 DeBar 2009, a study which used different incentives to recruit patients. 
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Table 2-5 An example of the detailed costing a strategy used in Morgan 2013 

Study ID Recruitment 
strategy 

Description in original text Resource used for 
costing 

Calculation Notes Min. 
Cost (in 
GBP) 

Max. 
Cost (in 
GBP) 

Morgan 2013 links from 
webpage 

"A new page of supporters 
was created to accommodate 
this requirement. This page 
thanked each organization or 
website that had helped 
promote the study to 
participants. Some websites 
were generous and included 
a link and blurb on their home 
page; others listed the 
website within a section of 
their site that contained links 
to other interesting websites." 

Clicking on the webpage 
link, assumed cost zero. 

assuming 
from 
2hrs/day to 
full time 
responsible 
for mailing 
and posting, 
salary Band 
7 £38,786. 
(£52/hr) 

recruitment 
from 
Feb2010 to 
March 
2011(13 
months). 
However, no 
information 
on how many 
hours 
dedicated to 
such 
strategy. 

25,740 38,786 
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2.3.4 Retention strategies 
 

Table 2-6 summarises two studies identified that compared different strategies to 

improve postal response in surveys. On joining the trials, participants were 

randomised to be followed up via different methods, and their response rates at 

follow-up were compared as a proxy for retention rates using the different 

methods. (6) (7) McLean et al. investigated the effects of pre-notification (e.g. 

notifying participants in advance that they would be asked for information) and 

envelope ‘teaser’ (placement of a short message on the survey envelope) on 

increasing postal response rates in a bulimia nervosa mental health literacy 

survey. Dirmaier et al. conducted a randomised trial to find out whether small 

cash incentives and a shortened questionnaire helped increase postal response 

rates in a mailed follow-up survey one year after inpatient psychotherapeutic 

treatment for mental health patients. Both studies used a 2×2 factorial design to 

investigate the impact of strategies on postal response rates. Financial incentives, 

abridged questionnaire and pre-notification were suggested to be effective to 

increase postal response rates, but the effects were small. 
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Table 2-6 A summary of retention strategies 

Abbreviations: RR, risk ratio

Study ID Retention strategy Study period Numbers 
approached 

Numbers 
responded 

Response 
rates 

Cost information Relative risk 

McLean 
2014 (92) 

Prenotification (+), 
envelope teaser (-) 

not reported 762 190 25% $23.68/response Marginal 
Prenotification RR = 
1.165 (p = 0.027) 
 
Marginal Envelope 
Teaser 
RR = 0.955 (p = 
0.508) 

Prenotification (+), 
envelope teaser (+) 

not reported 747 167 22% Not reported 

Prenotification (-), 
envelope teaser (-) 

not reported 750 150 20% $26.25/response 

Prenotification (-), 
envelope teaser (+) 

not reported 747 154 21% Not reported 

Dirmaier 
2007 (91) 

Financial incentive 
(+), abridged 
questionnaire (-) 

1 year 832 458 55% Not reported Marginal Incentive  
RR = 1.146 (p < 
0.0001) 
 
Marginal abridged 
questionnaire  
RR = 1.073 (p = 
0.021) 

Financial incentive 
(+), abridged 
questionnaire (+) 

1 year 845 500 59% Not reported 

Financial incentive 
(-), abridged 
questionnaire (-) 

1 year 1045 502 48% Not reported 

Financial incentive 
(-), abridged 
questionnaire (+) 

1 year 1103 569 52% Not reported 
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2.4 Discussion 
 
The review identified only 3 eligible randomised comparative studies of 

alternative recruitment strategies in mental health clinical trials. None showed a 

statistically significant difference between using standard and optimised patient 

consent and information materials. Our findings were consistent with those of 

Treweek et al. The difference approached significance in one trial of recruitment 

using optimised patient information material compared with original patient 

material (Man 2015), although the effect was small. The 8 other studies 

included in the recruitment section of the review consisted of non-randomised, 

retrospective comparisons of different recruitment strategies. It is difficult to 

know whether the different strategies were employed in comparable ways in 

these studies, or for the same duration. Given the small number of randomised 

comparative studies identified, and the inconclusive results, this review 

suggests further research in this area may benefit trial recruitment. Two 

randomised studies comparing different retention strategies in mental health 

were identified (McLean 2014, Dirmaier 2007). Both involved different ways of 

maximising response rates to postal assessments. As follow-up assessment in 

RCTs is often carried out in the form of a questionnaire, the response rate to 

this type of assessment may be appropriate as a proxy for retention.  

Prior to this review, I also piloted a search strategy that encompassed informed 

consent, recruitment, antipsychotics and randomised trials, attempting to review 

recruitment strategies in antipsychotic randomised trials. It generated 

approximately 2,000 records from MEDLINE, EMBASE, and CMR. However, 

after screening there was only 1 study (Jeste 2009) which met our criteria. Little 

attention has been paid to such methodological trials (e.g. using SWATs to 
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increase the evidence base for trial decision-making) that endeavour to tackle 

some of the most common issues in mental health clinical trials. 

 

The included studies showed substantial differences in strategies used, but also 

in clinical settings, mental health conditions and study design. Therefore a 

pooled estimate of recruitment efficacy of these strategies was difficult to 

obtained due to the non-randomised designs used, and the choice of analysis 

which could be used to assess the relative efficacy of different strategies was 

limited. It is therefore difficult to estimate the efficacy from beyond an individual 

level. Also, some included studies did not report numbers of potential 

participants approached by each strategy, e.g. the denominator for the 

efficiency measure of recruitment strategies (number recruited divided by 

number approached), and comparison between numerators should be made 

with caution, as some strategies have broader reach to the population and 

some studies required larger sample sizes. There were some interesting 

insights from the result of some recruitment studies, nevertheless. For instance, 

although clinical staff and GPs are often thought to be helpful in recruiting 

patients into randomised trials, here it was shown that they recruited no better 

than advertisements. The comparisons made were ad hoc, however, and in the 

absence of randomised controlled experiments, the area needs more rigorous 

investigation. 

 

In this review, I also considered costs for each strategy based on numbers of 

participants recruited and cost incurred. It provided some useful information for 

public funded trials, which often work on a limited budget. Outcome of interest 

was average cost per patient recruited/retained (responded). Conventionally a 
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CEA often adopts an incremental approach, with incremental cost per outcome 

gain used as outcome. This is often carried out in a randomised design setting 

to avoid potential bias of the estimates. This approach, had it been adopted, 

would have had its limitations as majority of the included studies made 

comparisons in an observational fashion. It should be highlighted that the 

difference may result in different messages that can inform the funding bodies. 

For the case of recruitment, the average costs per patient recruitment illustrate 

nicely of how the recruitment situation will be informed by different recruitment 

strategies, whereas a CEA that discusses “how much more to pay in order to 

recruit extra N patients” may appear to be of less meaning as more costs would 

naturally lead to more patients recruited. Further, if the recruitment outcome is 

not confined as the number of patients recruited, rather, for instance, a separate 

dimension on retention may be incorporated, a CEA approach may have its 

merit in help the decision. In absence of robust estimation on incremental costs 

per additional patient recruited based on randomised comparison, the average 

cost per patient recruited measure can provide preliminary estimation based on 

such naïve comparison upon which further decision should be made. Funders 

or sponsors should have expectation or approximation of the cost of recruiting 

patients in the trial design stage, based on patient population, clinical settings 

etc. – very often this is used to approximate the sample size which is then used 

in power calculation to see the study specificity and sensitivity. However, it is 

worth noting that the choice of recruitment strategy should consider not solely 

cost, but also the study design, types of intervention and more importantly, 

population characteristics. For instance, I found that although using web-based 

advertisements showed merit in terms of efficacy and cost in recruitment, 

however the loss to follow-up in the population recruited via this method cannot 
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be ignored. It is essential also to consider whether certain recruitment methods 

may identify a selected and unrepresentative population. I also considered the 

uncertainty due to the inadequately reported cost information in the included 

studies, and performed sensitivity analysis of the costs obtained. The lack of a 

standard and transparent methodological framework for reporting the costs or 

resource use during recruitment has engendered considerable variations in the 

analysis and has led to challenges in interpreting the results. For instance, 

strategies that involved research assistants recruiting in clinic waiting rooms did 

not specify the total hours spent, therefore it was necessary to make 

assumptions regarding the numbers of hours spent per day on the recruitment 

task. Even for studies which employed similar recruitment strategies, reporting 

on resources used during recruitment varied substantially, leading to 

considerable differences in costs obtained.  Speich et al. also found in their 

systematic review that none of the included studies provided empirical resource 

use and cost data for all aspects of an RCT, and for trials that reported costs of 

recruitment, even similar recruitment strategies could cost different amounts 

across studies. Within a given category of recruitment strategies, for instance, 

the median cost of a mailed invitation was 228 USD, ranging from 15 to 1,116 

USD per patient.  (49)   

Recently the ORRCA project (Online Resource for Recruitment research in 

Clinical triAls, www.orrca.org.uk) has attempted to bring together all the studies 

on recruitment into randomised trials by creating a searchable database. This 

initiative may help to inform trialists and recruiters of better ways to recruit 

patients into trials.(93) Also, Madurasinghe et al. provided guidelines for 

reporting embedded recruitment trials, for which a checklist based on the 

Consolidated Standards for Reporting Trials (CONSORT) statement 2010 was 
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developed and several examples were listed. (94) Unlike the existing literature, 

this review has a focus on recruitment via different channels used as strategies 

described in the included studies, partly because of the inadequacy of the 

evidence available for mental health trials. It provides some evidence from a 

different perspective and makes suggestions regarding possible future research 

in this area. For instance, SWATs may be designed to compare the efficacy of 

recruitment by research staff with recruitment by clinical staff. Promoting the 

guidelines by Madurasinghe et al. will help to improve the quality of reporting for 

these methodological trials. Furthermore, it is also worth investigating the 

performance of different recruitment strategies with respect to other aspects of 

the trial, such as the population characteristics or adherence to the trial 

intervention, as these features also can determine a trial’s precision and 

efficiency. Some strategies may recruit a biased sample. For instance, using 

web-based adverts as a recruitment method in mental health trials may 

inadvertently recruit the “worried well” or those who do not sufficiently resemble 

real-world patients.  

 

This study has the following limitations. Firstly, I only identified 3 randomised 

comparative studies of recruitment and two of retention. The rest compared 

different strategies without randomisation and this diminishes the internal 

validity of their findings. Secondly, out of 13 identified studies, the majority were 

in depression-related illnesses. The limited number of studies involving people 

with diagnoses of SMIs such as bipolar disorders or schizophrenia, reduces the 

generalisability of the review. It highlights the need for more research in this 

area, since there are many challenges to recruitment within this group of 

people. Moreover, there were no eligible RCTs aimed at improving retention 
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within RCTs. We included 2 studies which focus on improving postal response 

rates in follow-up, despite the fact they were not set within a randomised clinical 

trial. However, since they used a randomised design to assess methods to 

enhance response rates, we recognised that they contribute useful information, 

although clearly more studies are needed to address retention issues in 

randomised trials and in studies that use face to face assessments rather than 

postal questionnaires. Lastly, lack of reported information on costs in many of 

the included studies means there is considerable uncertainty in our findings on 

cost.  

 

The recruitment and retention challenge in RCT are often considered carefully 

during the design stage of the trial. Discussion on the potential recruitment 

difficulties and whether the projected sample size of the trial should illuminate 

the most appropriate design and avoid the chance of failure. Identifying the 

appropriate group of population and their behavioural characteristics could help 

investigators and trial operation team with the optimal recruitment strategies to 

improve recruitment efficiency.  

 

From this systematic review it could be concluded that paying attention to the 

accessibility of information and consent materials (optimisation) may help 

improve recruitment. Recruitment by clinical staff and non-web-based adverts 

showed some efficiency and success in certain circumstances. Pre-notification, 

abridged questionnaires and financial incentives have small positive effects on 

retention rates in postal surveys. Moreover, more futures SWAT research may 

benefit the evidence base for recruitment and retention strategies so that more 

robust comparison of effectiveness and cost-effectiveness may be made. 
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In this chapter I discussed the possibilities of improving mental health RCT’s 

efficiency through improving recruitment and retention success, via a systematic 

review. In the next two chapters, I will look at how previous real world evidence, 

including clinical trials and meta-analyses, may be used to construct simulated 

scenarios to mimic trial results using a decision modelling approach. I will 

review the existing decision modelling on patients with schizophrenia and 

propose a decision model for the case of RADAR, comparing the cost-

effectiveness of the antipsychotic reduction and discontinuation strategy with 

the maintenance strategy. It has the potential to inform us as to what may be 

present in the real trial itself.  
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3 Chapter 3 – A Review of current decision models of 
antipsychotic medications and patients with 
schizophrenia  

 
In the previous chapter I discussed how the efficiency of mental health RCTs 

could be improved by a variety of recruitment and retention strategies. 

Improving recruitment and retention could ensure efficient design and conduct 

of an RCT.  Another way of improving the efficiency of a trial design is to make 

use of the previous research evidence. For the case of RADAR trial, using 

previous knowledge about the benefit and risk of antipsychotic medication, as 

well as that of reducing antipsychotics, could be helpful in understanding what 

may happen in the trial. In Chapters 3 and 4 I develop and discuss a decision 

model to compare the effectiveness and cost-effectiveness of the antipsychotic 

reduction and discontinuation strategy with the maintenance strategy, using 

previous available research evidence. The aim of this chapter is to review the 

existing published decision models for patients with schizophrenia and discuss 

their design characteristics, which then lead to inform the design of the decision 

model itself described in Chapter 4. 

 

3.1 Introduction 
 
The costs of schizophrenia are manifold and not limited to healthcare only. Its 

enduring impact on patients’ health, and on their families and society can result 

in substantial financial burden.(95) It is estimated that the annual health service 

costs for schizophrenic disorders in 2019 will reach £3 billion, whereas the 

projected societal cost will reach £5.5 billion. (96) Medication cost makes up to 

18% of the service cost. In this regard, reducing the use of antipsychotic 

medications in patients with schizophrenia, as suggested by the RADAR trial, 

will not only have a chance of improving quality of life, but also may help bring 
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down the cost of service use by reducing antipsychotic prescriptions, or even 

other service and societal costs if proved a success. 

 

Trial-based economic evaluation is a useful tool in assessing the cost-

effectiveness of RADAR’s strategy. As a chronic condition with recurring 

relapse events, schizophrenia and the cost-effectiveness of RADAR’s strategy 

need to be studied in the long run. Hence a within trial CEA in the RADAR trial 

alone may fall short of sufficient evidence to demonstrate the cost-effectiveness 

of RADAR’s strategy from both the NHS’s and public sector’s perspectives. 

Economic evaluation with decision modelling techniques provides a framework 

to inform decision making under different uncertainties in the long run, and has 

been increasingly used to inform clinical decisions at both population and 

individual levels. (60) 

 

Frequently used decision models include decision tree, Markov model, patient 

level simulation, DES (discrete event simulations) and so on. In the case of 

schizophrenia, some of these techniques have been used in modelling the cost-

effectiveness of pharmacological or complex interventions. The choice of 

modelling technique does not only depend on the decision problem, but also on 

the availability of the data. (97) In this chapter I will review the existing 

published decision analytic models for a range of interventions for patients with 

schizophrenia in terms of their design characteristics and input parameters. 

Reviewing these pre-existing models may provide insights into modelling the 

cost-effectiveness of RADAR’s strategy in terms of what may be more important 

to capture in the model for the case of RADAR. It is anticipated that the 

potential risks of antipsychotic discontinuation may include an increased chance 
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of relapse and hospitalisation, whereas the benefit could be that it may reduce 

the risk of developing antipsychotic-related adverse events such as EPS, 

diabetes, or CV events. Hence reviewing the literature, particularly for these 

aspects of the treatment, may provide useful information to the model 

development. 

 

3.2 Methods 

MEDLINE and the Centre for Reviews and Dissemination assessed economic 

evaluation database (CRD, NHS EED, University of York, last update 2014) 

were searched using a comprehensive search method in September 2017, 

combining mental health key words and economic analysis and modelling 

related key words. Detailed search strategy is provided in Appendix E. I 

searched decision analytic models for economic evaluation of various 

pharmacological therapies, or treatment management, in patients with 

schizophrenia, schizo-affective disorders, or other non-affective psychotic 

disorders.  

An updated search of the MEDLINE database was carried out in April 2020, in 

addition to a full search of a new database, PsycINFO. I applied the same 

screening criteria process. The newly identified eligible studies are then 

appended into the original review database. 

 

3.2.1 Inclusion criteria 

• Decision models including decision tree, Markov model, DES, micro-

simulation, Monte Carlo simulation or dynamic modelling on cost 

effectiveness /cost utility of pharmacological treatment options; 
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• Patients with schizophrenia, schizo-affective disorders, or other non-

affective psychotic disorders; 

• Publications in English. 

 

3.2.2 Exclusion criteria 

• Studies in patients with bipolar or other affective disorders; 

• Studies on cost-effectiveness/cost-utility analysis but without decision 

modelling approach; 

• Reviews, comments, editorials, letters, case reports or studies in 

animals;  

• Statistical models developed from observational or epidemiological data 

to predict risk equations; 

• Budget impact models or cost of illness (COI) studies. 

 

3.3 Results 

3.3.1 Result of search 

A total number of 6734 records were identified from MEDLINE by a 

comprehensive search method. 267 records were identified from Centre for 

Reviews and Dissemination NHS EED using a similar strategy customised 

accordingly, with key words including “psychosis”, “economic evaluation”, 

“antipsychotic”, “schizophrenia spectrum and other psychotic disorders”. I 

conducted title and abstract screening separately in 2 databases and removed 

duplicates. 400 records were eligible for full text screening. Common reasons 

for excluding include analysis without decision modelling structure, or unsuitable 

population. 32 studies were included in the final review. A brief description of 

the screening process is given below in Figure 3-1.  
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An update search of the MEDLINE and a new search in PsycINFO database 

were performed in April 2020. In the MEDLINE search update, 54 studies were 

identified. After removing duplicates from the original MEDLINE search 

database, there were 17 studies left but no eligible studies were included. From 

the PsycINFO database search, 5284 studies were identified through the initial 

search, 3863 studies were left after removing duplicates with MEDLINE original 

search database and update. After title and abstract screening, 13 studies were 

left for full-text assessment. 2 studies were eligible to include for final review. 

Overall, the update identified 2 additional studies in the new PsycINFO 

database, while the updated search in MEDLINE did not identify any additional 

studies from the date of the initial search. A flow chart of the search update is 

illustrated in Figure 3-2. 

 

Quality of the included studies were accessed using the Philips checklist. (98) 

The checklist consists of a total of 59 questions, covering assessment from 

structure, data and consistency perspectives of the decision model. The 

percentage of “Yes” answer to questions were recorded as an overall measure 

of the study quality. 
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Figure 3-1 A flow chart of the literature screening process 

 
Figure 3-2 A flowchart of the literature review update screening process 
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3.3.2 Characteristics of included studies 
 
The overall 34 included studies used various modelling techniques, Markov 

models were used most often (n=15), followed by decision tree (n=10). Two 

studies used a combination of Markov model and decision tree approach to 

model the decision process at different stages. Three studies used DES and 5 

studies used other miscellaneous model techniques, including patient level 

simulation, semi-Markov model and micro-simulation. The table below 

summarises the key characteristics of the included studies including country, 

model types, time horizon, main outcome measures and whether some of the 

major adverse effects or comorbidities, such as relapse, cardiovascular events, 

were considered.  
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Table 3-1 A brief summary of the included studies 
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Einarson (99) 2017 Netherlands / 
Spain 

Decision tree Y RCT N N N Y N 1 
 

QALY 
57.89 

Phanthuane (100) 2011 Thailand Decision tree N 
 

N Y N Y N 0 
 

DALY10 78.95 

Furiak (101) 2012 US Markov model Y Previous 
model 

Y N N N N 5 1 QALY 
68.42 

Rajagopalan (102) 2013 US Markov model Y RCT Y Y Y N N 5 12 relapse avoided 73.68 

Davies (103) 2008 UK Markov model Y RCT Y Y N N Y 10 4 QALY 73.68 

Bounthavong (104) 2007 US Decision tree Y RCT N N N N N 0 
 

Efficacy rate (% 
responders) 66.67 

Bobes (105) 2004 Spain Micro-
simulation 

N 
 

Y Y N N y 1 
 

month with 
psychotic 
symptoms 
controlled 64.91 

Garcia-Ruiz (106) 2012 Spain Decision tree Y Systematic 
review 

Y Y Y Y Y 1 
 

QALY 
66.67 

Frey (107) 2014 Germany Markov model N 
 

N N N N N 10 1 per hospital day 
avoided 77.19 

Beard (108) 2006 Germany Markov model 
+ decision tree 

Y previous 
model 

N N N N N 3 
 

QALY + avoided 
relapse 68.42 

Wang (109) 2004 US Markov model Y Systematic 
review 

N N N N Y life-
time 

3 QALY 
78.95 

Graham (110) 2012 US Decision tree Y RCT N Y Y Y Y 0 
 

QALY 70.18 

 
10 DALY: disability-adjusted life year 
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Vera-Llonch (111) 2004 US Markov model Y RCT Y Y N N Y 1 1 relapse, AE and 
switching 63.16 

Palmer (112) 2002 US / Mexico Markov model Y Case 
studies 

N N N N Y 5 3 BPRS 
70.18 

Almond & O’Donnel 
(113) 

1998 UK Markov model Y RCT Y N N Y N 5 3 BPRS & non-
relapse 45.61 

Heeg (114) 2008 UK DES Y RCT Y Y N N Y 5 
 

QALY 59.65 

Park (115) 2014 US Markov model Y RCT Y Y Y N Y 5 4 QALY 78.95 

Furiak (101) 2011 US Micro-
simulation 

Y RCT Y Y N Y Y 1 
 

QALY 
73.68 

O’Day (116) 2013 US Markov model Y RCT Y Y Y N N 5 12 relapse-related 
hospitalisation 
avoided  73.68 

Laux (117) 2005 Germany DES Y RCT Y Y N N Y 5 
 

QALY + avoided 
relapse 77.19 

Einarson (118) 2013 Czech 
Republic / 
Finland / 
Sweden 

Decision tree Y Observatio
nal 

Y N N N N 1 
 

QALY 

68.42 

Lachaine (119) 2014 Canada Markov model 
+ decision tree 

N 
 

N Y Y Y Y 6 
 

QALY 
77.19 

Dilla (120) 2014 Spain DES Y Observatio
nal 

N Y N Y Y 5 
 

QALY 
80.7 

Kasteng (121) 2011 Sweden Markov model N 
 

N Y Y N N Life 
time 

12 QALY 
85.96 

McIntyre (122) 2009 US Semi-Markov 
model 

Y RCT N Y Y N Y 5 
 

QALY 
75.44 

Lindner (123) 2009 Brazil Markov model Y previous 
model 

Y N N Y N 5 3 QALY 
64.91 

Geitona (124) 2008 Greece Decision Tree N 
 

Y Y N N Y 1 
 

numbers of non-
relapse days 52.63 

Obradovic (125) 2007 Slovenia Decision tree Y Observatio
nal 

Y Y N N Y 1 
 

proportion of 
patient in 
remission 50.88 
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Yang (126) 2005 Taiwan Decision tree N 
 

N N N N Y 2 
 

response 64.91 

Tilden (127) 2002 UK Markov model Y Observatio
nal 

Y N N Y Y 5 3 
 

63.16 

Lecomte (128) 2000 Belgium Semi-Markov 
model 

N 
 

Y Y N Y Y 1 
 

time with 
minimum 
symptoms and 
minimum toxicity 59.65 

Colombo (129) 2008 Italy Patient level 
simulation 

N 
 

Y Y N N N 5 
 

QALY 
64.91 

Mehnert (130) 2012 Sweden Markov model Y RCT Y Y N N Y 5 1 QALY 84.21 

Yang (126) 2009 China Decision tree Y Expert 
opinion 

N N N N Y 2  No. patient 
treated 

36.84 

Abbreviations: RCT, randomised controlled trials; DES, discrete event simulation; QALY, quality-adjusted life years;  DALY, disability-adjusted life years; BPRS, brief psychiatric rating 
scale; EPS, extrapyramidal symptom 
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Table 3-1 summarises the included studies. Twelve models were developed for 

the US population, 4 each for the UK and Spanish populations and 3 for 

German population. Seven models were developed for other European 

populations and 5 for the rest of the world (Canada, Brazil, Thailand and China,. 

Figure 3-3). Some models were designed and then adapted to other countries .  

 

 

Figure 3-3 A summary of analytic models by country 

The majority of the studies investigated the cost-effectiveness of different 

antipsychotics within different steps of the treatment delivery pathway, such as 

whether to give a drug in first- or second-line; typical versus atypical 

antipsychotics; and oral form versus long-acting injection intervention. Other 

studies have also focused on the common issues in schizophrenia patients, 

including suicide, adherence with treatment and criminal behaviours.  

A wide range of clinical parameters was covered, depending on the research 

interest and clinical question each decision model addressed. Relapse was 

included extensively across the included studies (n=25), with evidence collected 

mainly from related RCTs (n=14), systematic reviews (n=2), observational 
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studies (n=4) or other sources. Adverse effects such as EPS symptoms (n=19), 

diabetes and weight gain (n=20) were modelled in studies that compared cost 

effectiveness of different generations of antipsychotics. QALY was considered 

in 19 studies as outcome measure for effectiveness whereas other outcome 

measures such as the numbers of relapse cases prevented, Brief Psychiatric 

Rating Scale (BPRS), the numbers of non-hospitalisation days, and disability 

adjusted life years (DALYs) were also used.  

There was a clear difference in the amount of decision models published before 

2015 and after 2015, with only 1 published in 2017 (Figure 3-4).On average, the 

included studies had 68% yes answers to the questions from the Philips 

checklist. 2 studies had under 50% yes answers, which is indicative of lower 

study quality. 

 

 

Figure 3-4 Model design count by year 

3.3.3 Results regarding design characteristics of the included studies 
 

3.3.3.1 Decision tree design 
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The decision tree is often considered the simplest and yet most widely used 

form of decision model. It uses a tree-like model of decision and their possible 

consequences via a series of mutually exclusive pathways. (see 1.6.1) 

Amongst the included studies, ten employed a decision tree design. One of the 

characteristics of this design is that it is not as convenient to capture long term 

effects of cost-effectiveness of interventions being assessed as state transition 

model design. Moreover, the time horizon is usually within a year, without 

discounting. The decision tree design is often suitable for short term decision 

problems, for instance, adverse effects due to antipsychotic treatment initiation 

in antipsychotic-naïve patients or treatment switch due to non-response are 

often modelled in a decision tree. (131) 

 

3.3.3.2 Markov and related models 
 
State-transition models, also known as Markov models, consist of a set of 

mutually exclusive health states which are evaluated at regular intervals. The 

flow of patients through the model over time depends on the transition matrixes 

which include the probability of transferring between each state.(see 1.6.2) 

Markov models are particularly helpful in modelling a longer time horizon 

compared with decision tree, which is often used to model short term effects 

where timing is considered not as important. The discrete time approach 

requires evaluation at fixed time-points determined by the cycle length and time 

horizon of the model. This only provides an approximation to the real world case 

as clinical events can occur at any point. Furthermore, the “Markovian 

assumption” of state transition models makes it challenging to evaluate 

scenarios in which the future state transitions depend on previous events. 

Although this problem can be solved by introducing “tunnel states” to record the 
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previous event, it may ultimately become difficult to manage as there is always 

a limit on the number of tunnel states that could be incorporated. (132) 

 

The majority of the included studies employed a Markov state transition model 

for the economic evaluation (n=15). Commonly used states include relapse 

(n=8), dead (n=5), stable (n=7) and comorbidities such as diabetes (n=3). Cycle 

length and time horizon are the main design characteristics of a Markov model. 

Amongst the included studies which used a Markov design, the 5-year time 

horizon is the most frequently used design (n=9). Cycle length varies amongst 

different studies (see Table 3-2). In general, choices included approximately 1 

month, 3 months, 4 months and 12 months of cycle length. The difference in 

cycle lengths depends on the clinical contexts and how often the event of 

interest that has the smallest time interval occurs. Relapse, or psychosis were 

usually included as an important state and could be decisive to the cycle length, 

although the definitions varied between studies, resulting in different cycle 

lengths. For instance, non-hospitalised relapse tends to have different time 

intervals to hospitalised relapse, which is often considered more severe. Other 

events could be decisive to the cycle length, too. For instance, Rajagopalan et 

al looked at long-term costs and outcomes of lurasidone and aripiprazole 

amongst adults with schizophrenia who previously failed at least 1 atypical 

antipsychotic. The model described had an annual cycle to assess the chance 

that patients discontinue either drugs for any cause and switch to clozapine at 

each cycle. (102) The trade-off between longer and shorter cycle length lies in 

the balance between the error due to the fixed-time assumption of the transition 

probabilities and the computational burden. (133)  
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The choice of key parameter inputs depends on the clinical context of the 

research question. Studies that compare the cost-effectiveness of different 

antipsychotics generally take into account a series of adverse effects, and input 

parameters are obtained from the literature. More specific research questions 

such as one in Garcia-Luiz et al., which investigated the cost-effectiveness of 

different antipsychotics in reducing schizophrenia relapses, would require more 

specific clinical events, for example relapse related parameters. (106)  

Table 3-2 An overview of the design features of the included Markov models 

Time horizon Count Cycle length Count 

1 year 1 1 month 5 

3 years 1 3 months 5 

5 years  9 4 months (18 
weeks) 

2 

10 years or more 4 12 months 3 

 
 

3.3.3.3 Other models 
 
Apart from Markov models and decision trees, DES is another design that is 

suggested as appropriate in modelling schizophrenia because of its flexibility in 

handling patient heterogeneity where there is limited evidence for long-term 

follow-up research. DES progresses through the times at which events happen 

to individuals based upon samples from discrete or continuous distributions, 

allowing event to occur at any time point. (134)  

 

A combination of Markov model and decision tree was also included for studies 

that addressed more complex research questions. For instance, in the study by 

Lachaine et al. both antipsychotic switching and long term comorbidity were 

addressed, hence a joined model of decision tree (for the beginning 52 weeks) 

and Markov model (for subsequent 4 years) was adopted, which appropriately 

reflected the decision problem specific to this study. (119) 
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3.3.4 Outcomes 
 
The majority of the included studies assessed the cost-effectiveness of different 

pharmacological interventions, and 65% (22/34) of the studies used utility 

instead of related clinical measurements as outcomes. This is due the property 

of utility (e.g. generalisability) which allow the comparison of health-related 

effect across different adverse effects and comorbidities as well as across 

different disease areas. Other relevant clinical outcomes used included BPRS, 

Positive and Negative Syndrome Scale (PANSS) or response rate. Outcomes 

that represent relapse were widely used amongst the studies, including cost per 

relapse avoided, cost per month with non-relapse or proportion of patients in 

remission. 

 

Amongst the included studies, 22 studies used utility measure as outcome for 

effectiveness. More frequently used results were taken from study by Lenert et 

al., Briggs et al. or Revicki et al. The utility scores used in the literature for 

schizophrenia in a remission, or a relatively stable state, range from 0.61 to 

0.89. Variation in the utility values largely depends the valuation methodology 

and in some cases, adherence with the standard antipsychotic treatment. On 

the other hand, the utility values of symptom exacerbation, in many cases 

described as relapse, showed more variation in the utility values. Definitions of 

symptom exacerbation were considered based on clinical measurement of 

symptoms, so that different utility scores can reflect the nature of different states 

of health for patients. Both utility values and utility deduction (disutility) were 

used for describing the deviance in utility from that for remission. Table 3-3 and 

Table 3-4 list the sources of the utility and disutility values that were used for 



 

90 
 

different health states amongst the studies included in the discussion in this 

chapter. 

 

Table 3-3 Utility values used for schizophrenia related health states, adverse effects and comorbidities 
from the included studies 

Study ID Value (SE) Reference Method Notes 

Schizophrenia (remission or stable) 
  

Einarson 2017 
0.70 (0.75)  Osborne 2012 

Time trade 
off (TTO) 

 

Furiak 2012 

0.88  Lenert 2004  
Standard 
Gamble(SG)  

Adherent  

Garcia-Luiz 2012 

Graham 2012 

Furiak 2011 

Heeg 2008 

Furiak 2012 

0.75  Lenert 2004  SG  
Non-
adherent  

Graham 2012 

Furiak 2011 

Lachaine 2014 

Davies 2008 
0.856 (0.021)   Briggs 2008  TTO  

 
Park 2014 

Beard 2006 
0.83  Revicki 1996  SG  Maintenance 

Wang 2004 

Laux 2005 
0.61 (0.069) 

Chouinard & 
Albright 1997 

SG  

Einarson 2013 

0.89 

Cummins 1998; 
Lenert 2004; 
Briggs 2008; Oh 
2001 & Revicki 
1996 

N/A 

Average of 
the values 
from 5 
studies 

Dilla 2014 0.77 (0.12) Haro 2006 Unclear  

Kasten 2011 
0.73 

Lönestrukturstati
stik 2007 

Unclear  

McIntyre 2009 0.75 Revicki 1996 SG  

Schizophrenia (relapse) 
   

Einarson 2017 0.485 Osborne 2012 TTO  

Einarson 2017 0.27 Osborne 2012 TTO 
Hospitalisatio
n 

Furiak 2012 
0.74  Expert opinion  N/A  Adherent  

Furiak 2011 

Furiak 2012 
0.53 Expert opinion  N/A 

Adherent, 
hospitalisatio
n Furiak 2011 

Furiak 2012 
0.63  Expert opinion  N/A  

Non- 
adherent  Furiak 2011 

Furiak 2012 

0.42  Expert opinion  N/A  

Non- 
adherent, 
hospitalisatio
n 

Furiak 2011 
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Garcia-Luiz 2012 0.67 Lenert 2004 SG  

Beard 2006 
0.56 Revicki 1996 SG 

Hospitalisatio
n Wang 2004 

Graham 2012 0.57 Lenert 2004 SG  

Laux 2005 0.36 (0.073) 
Chouinard & 
Albright 1997 

SG Moderate 

Laux 2005 0.29 (0.071) 
Chouinard & 
Albright 1997 

SG Severe 

Einarson 2013 0.659 
Cummins 1998; 
Lenert 2004 & 
Briggs 2008 

N/A 
Average of 
the 3; 
exacerbation 

Einarson 2013 0.49 
Oh 2001 & 
Revicki 1996 

N/A 

Average of 
the 2; 
hospitalisatio
n 

Diabetes 
    

Garcia-Luiz 2012 0.76 Cases 2003 Unclear 
 

Furiak 2011 0.7095 Lenert 2004 SG 88.8% of the 
remission 
utility from 
Lenert 2004  

Heeg 2008 0.7128 Landy 2002 SG 81% of the 
remission 
utility from 
Lenert 2004  

EPS 
    

Garcia-Luiz 2012 0.7095 Lenert 2004 SG 88.8% of the 
remission 
utility from 
Lenert 2004  

Furiak 2012 0.7095 Lenert 2005 SG 88.8% of the 
remission 
utility from 
Lenert 2005 

Wang 2004 0.69 Glennie 1997 Unclear Tardive 
Dysknesia 

Abbreviations: SE, standard error; TTO, time trade off; SG, standard gamble 
 
 

 

Table 3-4 Disutility values used for schizophrenia related health states, adverse effects and comorbidities 
from the included studies 

Study ID Value (SE) Reference Method Notes 

Schizophrenia (relapse) 
  

Davies 2008 
0.358 (0.025) Briggs 2008 TTO  

Park 2014 

Diabetes     

Dilla 2014 0.18 (0.03) Haro 2006 Unclear  

McIntyre 2009 0.19 Revicki 1996 SG  

Davies 2008 

0.151 (0.019) Briggs 2008   Park 2014 

Lachaine 2014 



 

92 
 

McIntyre 2009 0.06/0.05 Schultz 2003 Unclear Male/Female 

Kasteng 2011 0.02 Konig 2009 TTO  

EPS     

Davies 2008 
0.256 (0.022) Briggs 2008 TTO  

Park 2014 

Lachaine 2014 

0.074 (0.011) Lenert 2004 SG  McIntyre 2009 

Graham 2012 

Dilla 2014 0.054 (0.014) Hao 2006 Unclear  

Abbreviations: SE, standard error; TTO, time trade off; SG, standard gamble 

 

3.4 Discussion 
 
Research has been published on using decision modelling to assess the cost 

and effectiveness (not necessarily cost-effectiveness) of the pharmacological 

treatment options for schizophrenia patients. In a recently published systematic 

review that examined the relationships between modelling techniques and 

reported outcomes, nearly 50% of the paired antipsychotic treatment 

comparisons showed contradictory results for different methodological 

approaches, whereas the other half showed consistent results regardless of the 

choice of modelling techniques. (97) Discrepancies may be explained not only 

by the choice of the modelling techniques, but input data source also played an 

important part in deciding the results of the analysis.   

 
In this chapter, most of the included studies took relapse into account, not only 

because recurring relapse is a major event in patients with schizophrenia, it also 

may incur significant extra cost to the health care system. (135) As for the case 

of RADAR, patients who are allocated to the antipsychotic reduction 

intervention may be faced with increasing risk of relapse. It is therefore 

essential to model relapse, as well as the management of relapse in RADAR, 

which could become a substantial part of the cost-effectiveness of the reduction 

strategy. 
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Apart from health care services, the costs of schizophrenia also include a range 

of societal services, most of which are indirect costs. Loss of productivity due to 

absenteeism, presentism, unemployment or incarceration are also important 

components in the costs of schizophrenia. However the based on the Philips 

checklist, majority of the included studies adopted a payer’s perspective (public 

or third party). Many schizophrenia patients are economically inactive, and 

unemployment rate is much higher than general population. (96) Therefore, 

there is also a significant part of indirect cost relating to patients with 

schizophrenia due to unemployment. Recent evidence showed that people with 

SMI did not show significant increases in job retention after attending an 

employment educational programme that aimed to help them return to work. 

(136) 

 

The rate of criminal activity amongst patients with schizophrenia is higher than 

in the general population. (137) The costs in prison related to schizophrenia is 

manifested in the increased psychiatric consulting among patients who are in 

prison, and the transfer of them into secure hospital setting. The costs to the 

criminal justice system (CJS) may also reflect a major part of schizophrenia’s 

costs to the society. Lin et al. designed a 3-year Markov model to estimate the 

cost burden of psychiatric relapse and recidivism for schizophrenia patients who 

were released from prison recently. By increasing 20% of the released patients 

to take antipsychotics to prevent relapse could save up to 1.8 million USD over 

the 3 years. (138) Hence, a public sector perspective, particularly considering 

the costs and burdens to the CJS, would be meaningful for when evaluating the 

management of schizophrenia.  When costs and outcomes fall on more than 

one sector, there has not been systematic considerations into what it should 
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include and how it should be included practically. The extended impact 

inventory framework provided some guidance on this by emphasising the 

importance of a disaggregated presentation of costs, effects and opportunity 

costs by different dimensions to be considered in the scope. (139) To define 

social values under an explicit social welfare function defined across individuals 

and dimensions necessiates an aggregated methods and defined set of 

dimentions agreed in advance. Analysis with explicit value judgement can then 

help to inform deliberations between decisions made for different dimensions. 

The difficulty lies in achieving consensus in the dimensions that are considered 

socially valuable and their relative values, which often see conflicts contradition 

between each other.  

 

Using the Philips checklist to assess the quality of these included decision 

analytic model may give a general view of the study quality. Although it is worth 

noting that the appropriate study methodology may evolve over time as the 

technology develops. Cohort Markov model and decision tree in Excel or 

TreeAge were relatively prevalent between 2000 and 2010. As computation 

ability rapidly grew in recent years, more complex models could be designed to 

model the treatment management and disease progression, which benefit from 

the use of individual patient level data. 

 

In deciding on the modelling technique for estimating the cost-effectiveness of 

RADAR’s strategy, a few key factors must be taken into account. First of all, 

relapse is pivotal throughout the trial and patients may have multiple recurring 

relapse episodes. It is therefore important to model the management of relapse 

accurately. The nature of recurring relapse suggests a state-transition model 
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consisting of live states of stable and relapsed, therefore a cohort Markov model 

might be a sensible choice. Wang et al. described a similar design using 4 

different states to discuss whether clozapine might be used as first-line 

treatment for schizophrenia, given the suggested risk of developing adverse 

effects (agranulocytosis on clozapine, compared with tardive dyskinesia on 

conventional antipsychotics) and benefit of controlling symptoms and 

preventing relapse from the literature. (109)  The assumption of a cohort 

Markov model necessitates a linear relationship between patient demographics, 

such as age, and model outcomes (e.g. QALYs). If non-linear relationship 

exists, then simply taking average characteristics for a cohort of patients will 

provide biased estimation of the outcome of interest, in which case, a patient 

level simulation may be more appropriate for the research question.(140) As 

majority of the studies included adopted a cohort approach and have either 

made assumptions on the average age of the cohort or made no mention of the 

population. It is difficult to investigate whether the linearity assumption holds. 

The quality of the reporting of these included CEA showed variation and it was 

not always transparent how some of the fundamental decision and assumptions 

were made from the text of the published paper. Transparent reporting, 

particularly in CEA studies can considerably improve research quality and 

ensure reproducible analysis. Through scrutiny such as the Philip checklist 

could be helpful in pointing out the caveats that may lie behind a CEA. In the 

next chapter I will examine the relationships between population and outcomes 

in order to validate the linear assumption as well as the feasibility of a Markov 

Model design. 

The included studies showed a variety of methodological approaches, of which 

Markov model was predominantly adopted in decision modelling in 
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schizophrenia. The cycle lengths were based on the event of interest with the 

shortest time intervals. Previous reviews also suggested that more complex 

structures and patient-level models are expected for future modelling 

exercise.(141) 

 

In this chapter I reviewed the existing published decision models for patients 

with schizophrenia, as well as their design characteristics. In the next chapter I 

will describe and discuss the decision model which compares the effectiveness 

and cost-effectiveness of antipsychotic reduction and discontinuation strategy to 

the antipsychotic maintenance strategy, based on some of the findings in this 

chapter.  
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4 Chapter 4 – A simulated patient-level Markov model to 
assess the cost effectiveness of antipsychotic reduction 
strategy 

 
In Chapter 3, I reviewed the previously published decision models for patients 

with schizophrenia. The design characteristics of the reviewed studies, in terms 

of the clinical context of the population, could be informative to the decision 

model I will discuss in this chapter. I describe and discuss a simulated patient-

level Markov model to assess the effectiveness and cost-effectiveness of the 

antipsychotic reduction and discontinuation strategy. I use previously published 

evidence available to suggest what may occur in the RADAR trial and 

potentially the advantage and disadvantage of the intervention compared to the 

maintenance strategy. 

The aims of this chapter, are a) to explore what is likely to occur in the RADAR 

trial, based on previous published evidence, using a patient level simulation 

approach; b) to investigate whether the RADAR intervention is likely to be cost-

effective in an early cost-effectiveness decision model. 

 

 

4.1 Introduction 
 
Decisions on HTA of therapeutic strategies should be made on the balance 

between the expected health benefits and the estimated cost of each 

pharmacological or interventional strategy. (142)  Economic evaluation 

compares the costs and consequences of strategies and ensures the maximum 

health benefit is gained from finite resources, for which cost-effectiveness is 

widely used as one of the aspects in NICE for consideration of 

recommendation. (8) This requires making use of the best available evidence of 

both clinical measures and costs, as well as incorporating different levels of 
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uncertainty. For randomised trials where sufficient information for efficacy, 

effectiveness and costs can be collected (well designed and conducted), trial-

based CEA may suffice as a piece of evidence for cost-effectiveness. Where 

there is insufficient information on either the health benefit, or cost-effectiveness 

needs to be estimated over a longer time horizon, a decision-analytic modelling 

approach may be more appropriate to assess the long-term impact of the 

strategy.  

 

In previous chapters, I introduced a series of frequently used decision analytic 

approaches for HTA. For the case of schizophrenia, a chronic condition 

manifested by recurring relapses, the choice of modelling techniques depends 

on not only the imminent decision question, but also the highly heterogeneous 

nature of the population, and the availability of data source. Hence, a flexible 

approach is preferable in modelling schizophrenia, favouring patient level 

simulation or DES model (143). In Chapter 3, the review suggested that 

previous studies have extensively focused on comparing cost-effectiveness of 

different antipsychotics, covering adverse effects such as EPS and 

cardiovascular events. The effects of reducing antipsychotic dosages, however, 

have not yet been thoroughly discussed and antipsychotic reduction still 

remains under debate as to the potential benefits and disadvantages (18, 144).  

 

It has been suggested that repeated encounters with the CJS are more frequent 

amongst people with serious mental illnesses (138). CJS therefore inevitably 

bears significant costs of providing mental health services for people who are 

imprisoned (145). The average annual cost of a prison place in 2016-17 was 

£38,042 (146). Psychiatric relapse amongst patients with schizophrenia can 
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lead to substantial cost burden from a societal perspective, which may result in 

a huge cost contribution to antipsychotic reduction intervention due to the likely 

increasing relapse risk, driving the societal cost higher (138). 

The RADAR study aims to provide information on the safety, efficacy, 

effectiveness and cost-effectiveness of antipsychotic reduction and 

discontinuation strategy, by means of a RCT with by now the largest sample 

size (n=402) of trials which investigated a similar intervention. To support this 

intervention into NICE recommendation, exploration on potential costs and 

benefits, from both societal and clinical perspective, will also be important. As 

also suggested by Németh et al. , as well as in the previous chapter, the 

majority of models adopted a payer’s perspective, while the public sector 

perspective of long-term non-communicable mental health condition is not 

negligible. (147) 

In this chapter I will describe and discuss a decision analytic model for an 

antipsychotic reduction and discontinuation strategy, and the potential impact of 

this strategy in terms of both public sector and healthcare costs and benefits. 

The proposed decision model does not only take into account the previous 

questions, but also addresses some issues from a public sector perspective, 

e.g. including costs to the English CJS. Public sector perspective includes both 

costs for the NHS and CJS. 

 

4.2 Methods 
 

4.2.1 Study design 
 
I developed a simulated patient level Markov state transition model to assess 

the long term health service and CJS cost-effectiveness of antipsychotic 

reduction and continuation strategy. The decision model has 3 states – stable, 
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relapsed and dead as the capture state. (60) Each individual enters the model 

at the stable state and transfers to the relapsed state if symptom exacerbation 

requiring hospitalisation occurs. This assumption is mainly for the decision 

model to capture the primary event of interest, severe relapse, as well as the 

costs and outcomes associated with it, as severe relapse costs including 

hospitalisation are the major cost driver in caring for patients with SMI (135). As 

hospitalisation due to symptom exacerbation is used as a proxy for relapse in 

RADAR (also as the key factor of the confirmed definition of relapse in 

schizophrenia), the approximated average duration of hospital length of stay 

(LoS = 28 days, (135)) for schizophrenia patients determines the cycle length of 

this model. Conveniently this length is also the cycle which has been used by 

the antipsychotic reduction schedule in the RADAR trial. (148) Previous 

economic models also employed this design. (107, 128)  The main outcome is 

incremental cost per QALY. The model has a 10-year horizon to capture the 

treatment effect and cost-effectiveness of the antipsychotic discontinuation 

strategy, without being too demanding on memory and time for computation 

which prohibits a life-time horizon. The model also captures the incidence of a 

series of adverse effects and comorbidities, including EPS, CVD and diabetes. I 

also consider public sector costs due to the substantial burden to the CJS. 

Figure 4-1 schematically describes the model structure. Individuals are 

assumed at risk of developing a series of complications and adverse effects, 

including EPS and cardiovascular events upon entering the model and 

transferring between stable and relapsed states. Moreover, I also consider the 

potential benefit of antipsychotic discontinuation, as suggested by the primary 

outcome of RADAR trial. I consider the purported improvement in wellbeing 

upon discontinuation in a series of scenario analyses. Different probabilities of 
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developing these complications and adverse effects depend on the relevant risk 

prediction models or data from the literature, which are described below.  

 

 

The model is parameterised with existing evidence from meta-analyses and 

RCTs where information is relevant. Expert opinions are also referred to if no 

suitable current published resources are available. Some assumptions are 

made for the convenience and simplicity of the decision process. The whole 

decision model is built by R language, in the RStudio environment. I illustrate 

the structure of the iterative model with R implementation in Figure 4-2. The R 

code for the CEA is detailed in Appendix F. 

 

Stable Relapsed 

Dead 

Figure 4-1 A schematic description for the model structure 
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Figure 4-2 The iterative model structure implemented in R 

Abbreviations: i, patient identifier; j, cycle; DM, diabetes mellitus; CVD, cardiovascular disease ; EPS, extrapyramidal symptoms; AE, adverse event  
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The design process involved conceptualising the clinical question and the 

model structure with the RADAR trial operation team as well as the chief 

investigator, through a presentation during a weekly trial team meeting. I took 

some informative feedback from the team, for instance the input parameter 

value of choice, and the antipsychotic prescription data. 

 

4.2.2 Population  
 
A cohort of schizophrenia patients was simulated based on the population used 

in the Prediction and Management of Cardiovascular Risk in People With 

Severe Mental Illnesses (PRIMROSE) study (17, 149). Patients who had a 

schizophrenia diagnosis and having previously taken antipsychotic treatment 

were included into the cohort, from which 1000 individuals were simulated using 

random sampling with replacement. Both PRIMROSE and simulated data 

include basic social demographics (sex and age) and clinical information 

(height, weight, systolic blood pressure, history of hazardous drinking, smoking 

status, antipsychotic prescription status, diagnosis of depression, anti-

depressant prescription status, lipid drug status, cholesterol level, Townsend 

score of deprivation). I simulated a list of antipsychotic prescriptions according 

to these estimates, with the list of investigational drugs described in RADAR 

protocol. Due to the lack of prescription details from the PRIMROSE model, all 

antipsychotics were given equal probabilities of prescription. This is not likely to 

be the case in real clinical settings. Scenario analysis of all patients being 

prescribed the same antipsychotics was performed in 4.3.3.4 to see the likely 

impact of this assumption. As for the case of polypharmacy and clozapine 

augmentation, olanzapine with amisulpride or risperidone, or quetiapine with 
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risperidone are the most commonly prescribed antipsychotic combinations. 

Clozapine is often prescribed with amisulpride, haloperidol or surpiride (150). 

Other baseline risks, such as having EPS or diabetes, were simulated based on 

existing literature on the risks of these conditions in similar populations, or using 

clinical expert opinion. Sensitivity analyses were carried out varying the value of 

these risks to investigate the likely impact of the baseline risk. Table 4-1 shows 

a brief summary of the antipsychotic prescription on patients with schizophrenia 

in the UK, according to the National Audit of Schizophrenia.  

Table 4-1 A brief summary of antipsychotic prescriptions in patients with schizophrenia in the UK  in 2014 

 

 

 

 

 

 

 

 

 

 

 

Each simulated individual enters the model sequentially and remains at one 

health state during each monthly cycle. All patients are assumed to be at stable 

state upon entering the model (cycle 1). Then the risk of relapse will be 

assigned to each individual, based on antipsychotics prescription and the 

intervention patients are receiving (maintenance vs. antipsychotic reduction and 

 
11 LAI = Long-acting injectable 

Prescription type No. Cases % of total 
sample 

One oral 1900 33.9 

One LAI11 1336 23.8 

Clozapine 1135 20.2 

Two orals 241 4.3 

One LAI + one oral 428 7.6 

Two LAIs 1 <0.1 

Three orals 4 0.1 

One LAI + two orals 21 0.4 

Clozapine + one 
oral 

381 6.8 

Clozapine + one LAI 10 0.2 

Clozapine + two 
orals 

7 0.1 

Clozapine + one LAI 
+ one oral 

1 <0.1 
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discontinuation). An individual who is currently in the relapsed state will be 

assigned a probability of symptom remission, returning to the stable state in the 

next cycle, or can stay in the relapse state in the following cycle with a given 

probability. Mortality risks are estimated separately. Cardiovascular death are 

modelled in the PRIMROSE risk prediction model, whereas death of other 

causes are modelled in the supplementary Weibull model in PRIMROSE study. 

(151) Patients in the relapse state are assumed to have elevated risk of self-

inflicted death, which is adjusted using the mortality gap from an 

epidemiological study. (152) 

 

Patients are assigned with probabilities of developing adverse effects and 

comorbidities while they are in the model. According to the economic models 

discussed in the previous chapter, weight gain and EPS, are most commonly 

included adverse effects of antipsychotic treatment. Weight gain and diabetes 

risks were considered significant during first year of any specific antipsychotic 

treatment, but the long-term risks of developing weight gain or diabetes 

amongst patients with antipsychotic treatment are difficult to determine. Such 

events were therefore not modelled in the NICE clinical guideline for 

schizophrenia. (131) Instead, primary cardiovascular events were modelled, 

partly as the diabetes complication. Here I used a similar approach by 

estimating the cardiovascular events in the PRIMROSE model, with the Weibull 

survival model to estimate primary CVD events. (153-155)  

 

Patients’ clinical information, such as age, body mass index (BMI), systolic 

blood pressure and dosage are updated on a yearly basis, then related risks 

and transition parameters are re-calculated annually based on these updated 
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parameters. Sampling from appropriate distributions is applied where data or 

estimates for updating information are not available. All events or state 

transitions are assumed to be randomly sampled based on corresponding 

probabilities, or probability distributions. 

 

4.2.3 Clinical parameters 

The decision model captures the clinical effect of the antipsychotic reduction 

regime, primarily in terms of incidence of recurring symptom exacerbation, and 

also social functioning and quality of life. Results from Wunderink et al. 

suggested that a 2.1-fold increase in relapse incidence occurred in patients who 

were reducing antipsychotics during the study period, in which relapse was 

defined as an exacerbation of symptoms during at least 1 week with at least 1 

relevant PANSS item score above 3. However the definition of relapse was 

different from that used in RADAR, which was defined as serious symptom 

exacerbation and hospitalisation was used as a proxy. Indeed, the definition of 

relapse covers a very broad range and usually varies between studies. In 

RADAR trial, relapse will be assessed as the principal secondary outcome, in 

ways such as admission to inpatient care or any acute care, in addition to 

follow-up assessments and clinical notes. Although many antipsychotic RCTs 

used relapses as a measure of safety profile, one may presume that the nature, 

and the relapse risks of patients who are on maintenance antipsychotic 

treatment reducing and discontinuing, are different from that of patients who 

only start specific antipsychotic treatment or switch to a different antipsychotic in 

antipsychotic RCTs. Hence the relapse risk data from these antipsychotic RCTs 

should be used with caution. Evidence from a meta-analysis of studies 

comparing antipsychotics versus placebo for relapse prevention was used for 
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the clinical input, in which the frequencies of hospital re-admission were pooled 

and compared between antipsychotics and placebo. (20) This estimate has also 

been used to form the treatment effects hypothesis of the RADAR trial, in which 

the sample size calculation was powered on incidence of serious relapses using 

a non-inferiority margin of 10%. Scenario analysis is performed using 

parameters from both studies. The probabilities of relapse are often defined as 

1-year time to event outcome. To fit the parameters into the decision model, 

which requires monthly probabilities, it is assumed that relapse happening in 

each month is independent. Therefore, a monthly risk was calculating, using: 

 𝑝𝑚 = 1 − (1 − 𝑝𝑎)
1

12 , where 𝑝𝑎 is the annual probability of experiencing 

relapse. Alternatively, annual probabilities were transferred to rates using 

formula 

𝑝 = 1 − 𝑒−𝑟𝑡, where p is probability of interest and r is the rate. Table 4-2 

summarises the transition probabilities between states and the risk of other 

events in the model.  

 

The cardiovascular event risk is estimated using the PRIMROSE prediction 

model. (17) The PRIMROSE algorithm is a Weibull model applied to each 

individual to calculate annual risk of primary cardiovascular events respectively.  

Relevant patient level data are updated annually and fed into a separate 

survival model to obtain the annual cardiovascular event risks. Non-fatal 

primary CVD event included coronary heart disease (CHD) and cerebrovascular 

accident (CVA). Primary CHD event included stable angina, unstable angina, 

myocardial infarction (MI), coronary artery surgery unclassified CHD and fatal 

CHD while a primary CVA event consisted of haemorrhagic stroke, ischaemic 

stroke, transient ischaemic attack and fatal stroke. Probabilities of primary CVD 
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events at each year were estimated using Weibull survival models on data from 

the PRIMROSE economic model. All primary CVD events were considered 

mutually exclusive and enduring till the end of the model. Secondary CVD 

events were not considered, Zomer et al. discussed the risk of subsequent 

secondary CVD events in more depth elsewhere. (149) Risk of metabolic 

comorbidities, such as diabetes are referenced from existing literature. It is 

assumed that a patient’s risks of developing diabetes and EPS decrease to 

zero if he or she discontinues antipsychotic medication in that cycle. 

Table 4-2 A summary of transition probabilities and risks of other events in the model 

 
12 PSA – probabilistic sensitivity analysis  

  Base case PSA12 distribution Reference 

Relapse risk 
(maintenance) 

0.0085 Beta (11.06, 1281.9) (20) 

Relapse risk 
(antipsychotic 
reduction) 

0.024 Beta (14.1, 730.4)  (20)  

Adherence 
probability 

0.6 Beta (3, 2) (156)  
Vague distribution for 
PSA 

Diabetes risk 0.01 Beta (10,90) Assumption 
CJS contact risk 0.035 Beta (35,965) (138) 

Court risk given 
CJS contact 

0.203 Beta (203,797) (138) 

Sentence risk 
(given court) 

0.394 Beta (394, 606) (138) 

Monthly 
discharge 
probability 

0.8 Beta (40, 10) Assumption 

EPS risk 
 

   

OLA 0.002 N/A (131) 
AMI 0.0027 N/A 

ZOT 0.0012 N/A 
ARI 0.0019 N/A 

PAL 0.0022 N/A 

RIS 0.003 N/A 
HAL 0.0046 N/A 
LAI 0.0087 N/A 

Mortality from 
PRIMROSE 
model 

N/A (149, 152) 
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Abbreviations: CJS, criminal justice system; EPS, extrapyramidal symptom; PSA, probabilistic sensitivity 
analysis; OLA, olanzapine; AMI, amisulpride; ZOT, zotepine; ARI, aripiprazole; PAL, paliperidone; RIS, 
risperidone; HAL, haloperidol; LAI, long-acting injectable; 

 

4.2.4 Cost data 
 
Direct costs include antipsychotic medication costs, hospitalisation costs due to 

relapse, outpatient primary and psychiatric care costs, costs of care for adverse 

effects and other co-morbidities. Antipsychotic costs are based on the advised 

dose and NHS indicative prices in the British National Formulary (BNF) (12), or 

the dosage and costs from the Cost Comparison Chart developed by Regional 

Drug and Therapeutics Centre (157). Table 4-3 summarises the average dose, 

frequency and acquisition costs for the investigational antipsychotics. The Cost 

Comparison Chart consists of the costs for 21 different second-generation 

antipsychotics treatment strategies. For antipsychotic treatment options which 

are not included in the Cost Comparison Chart but in RADAR’s list of 

investigational medication, I estimated the acquisition cost based on the 

information from BNF using the recommended dosage and medical form. 

 

Table 4-3 A summary of average dose, frequency and annual costs for antipsychotics (2018) 

Antipsychotics strategy 
 

Frequency Dosage 
(mg) 

Annual cost 
(£) 

First generation antipsychotics (FGA) 

Benperidol 
 

OD 1 1407.72 

Chlorpromazine 
 

TD 75 - 300 1350.36 

Flupentixol 
 

BD 9 167.04 

Haloperidol 
 

TD 9 358.8 

Levomepromazine 
 

OD 50 162.08 

Pericyazine 
 

OD 75 - 300 1760 

Perphenazine 
 

OD 10 - 24 600 

Pimozide 
 

OD 2 - 20 406.3248 

Prochlorperazine 
 

BD 25-75 30 

Promazine Hydrochloride 
 

TD 100-200 331.407437 

Surpiride 
 

BD 200-400 105.6 

Cardiovascular from 
PRIMROSE 
model 

N/A (149) 
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Trifluoperazine 
 

BD 10 809.34 

Zuclopenthixol 
 

OD 20-50 108.3936 

Clozapine 
 

OD 200 -- 450 798.36 

Second generation antipsychotics (SGA) 

Paliperidone 
 

OD 12 3161.6 

Quetiapine 
 

OD 600 2062.67 

Paliperidone 
 

OD 9 1876.96 

Paliperidone 
 

OD 3 1264.64 

Paliperidone 
 

OD 6 1264.64 

Lurasidone (Latuda®) 
 

OD 18.5 - 74 1179.36 

Asenapine (Sycrest®) 
 

OD 10 622.44 

Asenapine (Sycrest®) 
 

OD 5 622.44 

Risperidone (disp) 
 

OD 4 606.97 

Olanzapine 
 

OD 20 447.33 

Amisulpride  
 

BD 400 427.21 

Olanzapine oral dispersible 
 

OD 20 400.27 

Aripiprazole 
 

OD 30 136.63 

Olanzapine  
 

OD 5 111.54 

Olanzapine oral dispersible 
 

OD 5 102.83 

Amisulpride  
 

BD 200 54.96 

Risperidone 
 

OD 6 39.78 

Quetiapine 
 

BD 225 38.58 

Quetiapine 
 

BD 150 27.54 

Aripiprazole  
 

OD 15 15.6 

Risperidone 
 

OD 4 10.07 

Depot 
    

Flupentixol decanote (depot 
Depixol®, Depixol 

 
4 weeks 50-600 234.216 

Conc.®, Depixol Low 

Volume®) 

Aripiprazole (depot Abilify 
Maintena®) 

 
monthly 9.75 41.16 

Fluphenazine decanoate 
(depot Modecate®, 

 
monthly 400 3426.24 

Modecate 

Concentrate®) 

Haloperidol (depot) 
 

4 weeks 300 181.872 

Olanzapine embonate 
(depot) 

    

Paliperidone (depot) 
 

3 months 175 - 525 3768.84 

Risperidone (depot) 
 

2 weeks 50 3426.24 

Zuclopenthixol decanoate 
(depot) 

 
2 weeks 200 151.248 

Abbreviations: OD, every daily; BD, twice daily; TD, three times per day 

Average unit costs of hospitalisation, including treatment, inpatient stay costs, 

are estimated from PSSRU (158) or the NHS reference cost (159). For adverse 
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effects and management of co-morbidities, e.g. acute EPS, diabetes, costs 

were obtained from relevant studies.  

 

Indirect costs mainly include CJS costs due to aggression or criminal behaviour 

of patients. Unemployment and loss of productivity are also often included in 

the indirect cost. However estimation of indirect costs in the published models 

considered in the previous chapter shows considerable variability. (160) In the 2 

studies of COI in the UK, both have identified that productivity losses are major 

contributors to the COI of schizophrenia. (161, 162). However, patients with 

long term schizophrenia often have little employability. Plus, evidence 

suggested that although intervention such as Individual placement and support 

model of supportive employment would increase job initiation rates amongst 

patients with SMIs, there was no differences in the length of employment, hourly 

wages, or hours worked with the intervention compared to the psychosocial 

rehabilitation programme, highlighting difficulties in retaining them at their 

jobs.(136) Hence I did not include employment or losses of productivity in the 

model for indirect costs. Table 4-4 summarises the unit costs and average units 

consumed for service costs in patients with schizophrenia. Table 4-5 

summarises the costs for treating primary cardiovascular events, including the 

costs of initial treatment and follow-up treatment throughout the rest of the time 

horizon. 

Table 4-4 A summary of unit cost of service use and criminal justice contacts (2014) 

 Unit 
cost 
(£)  

PSA 
distribution 

Average unit 
consumed (over 6 
months) 

Reference 

   Stable Relapse 

(131, 159) 
 

Outpatient 
psychiatric visits 

283.97 Gamma 1.4 2.1 

Outpatient other 
visits 

119.84 Gamma 0.1 0.3 
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Abbreviations: GP, general practitioner; CJS, criminal justice system; PSA, probabilistic sensitivity 
analysis; N/A, not applicable 
 

Table 4-5 A summary of treatment cost for cardiovascular events 

Abbreviations: MI, myocardial infarction; CHD, coronary heart disease; TIA, transient ischaemic attack; 
CVA, cerebrovascular accident; PSA, probabilistic sensitivity analysis; N/A, not applicable 

 

4.2.5 Antipsychotic reduction strategy 
 
To mimic the nature of antipsychotic reduction, the reduction coefficients, in the 

form of a vector containing percentage of the maintenance dose, e.g. (0, 0.2, 

0.3, 0.5, 0.6, 0.8, 0.9), were set a priori. The choice of the values in the vector 

was  to reflect dosing changes at different stages of the RADAR intervention. 

For instance, a patient may take 100% of the prescribed dosage at the 

beginning of the trial, in month 2 the dosage is reduced to 90%, 80% at month 

3, etc., if the patient remains stable. Patients in the RADAR intervention group 

Day hospital 
visits 

119.84 Gamma 2.3 2.1 

Community 
mental health 
centre 

133 Gamma 2.4 1.4 

Day care centre 
visits 

54 Gamma 5.9 0.9 

Group therapy 54 Gamma 0.4 0.1 
Specialist 
education 

54 Gamma 2.9 0 

Psychiatrist 
visits 

300 Gamma 2.5 2.3 

GP visits 66 Gamma 1.8 1.6 

Cost of CJS 
contact 

540 Gamma N/A N/A (146) 

Cost of tribunal 500 Gamma N/A N/A 
Prison cost 
(month) 

3518 Gamma   

CVD co-
morbidity 

Initial 
treatment 
(£) 

PSA 
Distribution 

Subsequent 
treatment (£, 
annual) 

Reference 

Unstable 
angina  

566  Gamma 220  (149) 

Stable angina  220  Gamma  220  
MI  5,720  Gamma  220  
Surgery  6,008  Gamma  N/A 
Unclassified 
CHD  

2,169  Gamma  220  

TIA  1,368  Gamma  340  
Stroke  10,347  Gamma  2,782  
Unspecified 
CVA  

5,858  Gamma  1,561  
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start with the maintenance dose, then reduce from the next cycle, using a 

random draw from the vector. Risk of relapse is assumed also to depend on the 

reduction coefficients. I then explored a series of possible relationships between 

the reduction coefficients and the adjusted relapse risk, including linear, 

exponential, square root, quadratic, or cubic. I introduced a monotonic function 

which allowed for changes in risk of relapse according to the reduction 

coefficients.  

𝑟𝑐𝑜𝑒𝑓 =  
𝑟𝑑𝑖𝑠𝑐𝑜𝑛𝑡𝑖𝑛𝑢.

𝑒𝛼𝑘𝑟𝑎𝑑𝑎𝑟
 

 

Figure 4-3 Relation between relapse risk and the proportion of original dosage 

In this function, 𝑟𝑑𝑖𝑠𝑐𝑜𝑛𝑡𝑖𝑛𝑢. represents the risk of relapse when under no 

antipsychotic treatment (for instance, 0.0242 according to Leucht et al.) and 
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𝑘𝑟𝑎𝑑𝑎𝑟 is the proportion of original dosage. Consider 𝑟𝑐𝑜𝑒𝑓 should equal the 

relapse risk for antipsychotic maintenance (that is 𝑟𝑐𝑜𝑒𝑓 = 0.0085 𝑖𝑓 𝑘𝑟𝑎𝑑𝑎𝑟 = 1), 

by plugging these values into  

𝑟𝑐𝑜𝑒𝑓 =  
𝑟𝑑𝑖𝑠𝑐𝑜𝑛𝑡𝑖𝑛𝑢.

𝑒𝛼𝑘𝑟𝑎𝑑𝑎𝑟
 

0.0085 =  
0.0242

𝑒𝛼×1
 

𝛼 = log (
0.0242

0.0085
) = 1.046 

 

 

 

 

the value of 𝛼 can be solved 1.046. Similarly, for the RADAR trial design of 10% 

non-inferiority margin, which gives a relapse probability of 0.0094, 𝛼 is solved 

0.041. Other relationships between the two parameters are listed as follows. 

Linear  𝑟𝑐𝑜𝑒𝑓 =  𝛼 × 𝑘𝑟𝑎𝑑𝑎𝑟 +  𝑟𝑑𝑖𝑠𝑐𝑜𝑛𝑡𝑖𝑛𝑢. 

Square root 𝑟𝑐𝑜𝑒𝑓 =  𝛼 × √𝑘𝑟𝑎𝑑𝑎𝑟 + 𝑟𝑑𝑖𝑠𝑐𝑜𝑛𝑡𝑖𝑛𝑢. 

Quadratic 𝑟𝑐𝑜𝑒𝑓 =  𝛼 × 𝑘𝑟𝑎𝑑𝑎𝑟
2

 
+  𝑟𝑑𝑖𝑠𝑐𝑜𝑛𝑡𝑖𝑛𝑢. 

Cubic 𝑟𝑐𝑜𝑒𝑓 =  𝛼 × 𝑘𝑟𝑎𝑑𝑎𝑟
3

 
+  𝑟𝑑𝑖𝑠𝑐𝑜𝑛𝑡𝑖𝑛𝑢. 

Figure 4-3 illustrates the relation between the proportion of original dosage, 

𝑘𝑟𝑎𝑑𝑎𝑟 and 𝑟𝑐𝑜𝑒𝑓 ,under different relation functions. The exponential and the 

square root relations show concave curves, which allows for slower changes of 

the relapse risk at the beginning of reduction, compared with a linear 

relationship between the proportion of original dosage and the relapse risk 

which treats all stages of reduction equally. Quadratic and cubed relationships 

show more rapid change of relapse risk at the beginning of reduction. I explored 

how these relations will change the overall cost effectiveness in a scenario 

analysis.  
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4.2.6 Adherence 
 
Non-adherence with prescribed dosages is reportedly highly associated with 

relapse. (135, 163, 164) The process of manualised antipsychotic reduction and 

discontinuation strategy resembles that of antipsychotic non-adherence, to the 

extent that patients are no longer taking the original prescribed dosages of 

medication, despite the fact that antipsychotic reduction may be more carefully 

managed during the trial. One could speculate that non-adherence may incur 

similar symptom exacerbation during the study and in real world. Therefore, a 

component of non-adherence is built in the model, with an indicator showing 

whether patients are fully adherent with the medication. The risk of relapse is 

then adjusted according to the adherence indicator 𝑐𝑖 for the individual 𝑖, which 

follows binomial distribution with a predefined probability. Then the adjusted 

relapse risk can be calculated as below: 

 

𝑟𝑖,𝑐𝑜𝑚𝑝 = 𝑟𝑖 ×  𝑒(1−𝑐𝑖)      {
𝑐𝑖 = 1, 𝑖𝑓 𝑓𝑢𝑙𝑙𝑦 𝑎𝑑ℎ𝑒𝑟𝑒𝑛𝑡;

𝑐𝑖 = 0, 𝑖𝑓 𝑛𝑜𝑡
 

 

It only becomes active if the RADAR analysis shows an interaction between 

non-adherence and treatment allocation in the subgroup analysis model. (42) 

Sensitivity analysis was also performed regarding different levels of adherence 

(by varying the probability) for patients who were under maintenance treatment.  

 

4.2.7 Criminal Justice System 
 
Patients’ encounters with the CJS are defined as a simple decision tree model 

of criminal behaviour and justice system. Patients will have probabilities of 
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committing criminal behaviour, hence incurring costs for the police force, 

depending on the state of being stable or relapsed. Different probabilities are 

assigned for the likelihood of entering court for a serious criminal offence, thus 

incurring the cost to the court. Subsequently, patients will have probabilities of 

being released after their court hearing or being given a prison sentence. The 

latter will then incur prison costs. A random sentence period (in monthly term) 

will be assigned once the decision of imprisonment is made based on Prison 

population statistics from House of Commons (165). Individuals then remain in 

prison until the end of the assumed sentence period. Both prison and service 

costs are assumed to be incurred while an individual is experiencing relapse 

during a period of incarceration. 

 

4.2.8 Improvement in wellbeing for the reduction intervention 

RADAR trial purports that patients who successfully discontinue antipsychotic 

treatment may achieve improvement in wellbeing, as measured as SFS, which 

is the primary efficacy outcome. The model also captures the purported 

improvement in this aspect, despite the fact that there is a lack of evidence on 

utility value for such improvement in patients with schizophrenia. The model 

assumes that in the reduction intervention, when a patient is in stable state and 

the antipsychotic prescription is discontinued, a utility increase is incurred. I 

then will explore to what amount this increase could help supporting the cost-

effectiveness of the reduction strategy via a series of deterministic sensitivity 

analyses and threshold analysis, using a £30,000/QALY threshold. 

 

4.2.9 Utility data 
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Lenert et al. estimated that a moderate schizophrenia state has a utility of 0.799 

using the standard gamble approach, alongside utility values for different states 

of schizophrenia, as well as disutility of some adverse effects, such as EPS. 

(166) Utility of other adverse effects and comorbidities are obtained from 

relevant literature. For patients who are in either relapsed or stable state, a 

utility reduction will be applied to the utility value of the two states. As for the 

scenarios where more than one AE or comorbidity are presented concomitantly, 

the disutility of only the most debilitating AE or comorbidity is considered. The 

same approach was adopted by Lachaine et al. (119) .  

Table 4-6 summarises the utility values of different health states and utility 

decrements for adverse effects and comorbidities. A discount rate of 3.5% 

annually was applied to both costs and outcomes. 

Table 4-6 A summary of utility values for different health states in the model 

Utility Base case PSA distribution Reference 

Stable 0.799 Beta (799, 211) (166) 

Relapsed 0.27 Beta (54,146) (167) 

Utility reduction 
   

Unstable angina  0.216 Beta (186.4, 676.6)  (149) 

Stable angina  0.216 Beta (186.4, 676.6) 
 

MI  0.072 Beta (192.3, 2479.3)   

Surgery  0.072 Beta (192.3, 2479.3) 
 

Unclassified CHD  0.101 Beta (254.64, 2266.55) 
 

TIA  0.088 Beta (196.09, 2032.24) 
 

Stroke  0.185 Beta (193.52, 582.53) 
 

Unspecified CVA  0.153 Beta (198.12, 1096.79) 
 

Diabetes 0.151 Beta (53.47, 300.65) 
 

EPS 0.074 Beta (41.83, 523.48) 
 

Abbreviations: MI, myocardial infarction; CHD, coronary heart disease; TIA, transient ischaemic attack; 
CVA, cerebrovascular accident; PSA, probabilistic sensitivity analysis 

 
To test the impact of the uncertainty of the input parameters on the overall cost-

effectiveness, one-way sensitivity analysis was performed on all variables, 

including relapse probability in the reduction intervention, probability of being 

discharged within one cycle, risk of CJS contact and the following incidences 

(court contacts and incarceration), probability of being fully adherent with 
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antipsychotic prescriptions in the maintenance intervention, and utility values of 

both being stable and relapsed. All selected parameters were increased and 

decreased by 20% of their original value.  

 

4.3 Results  
 

4.3.1 Baseline characteristics 
 
Patients were simulated from the PRIMROSE decision modelling dataset with 

criteria of antipsychotics medication (typical and atypical) and diagnosis of 

schizophrenia. The dataset is anonymised and originally from The Health 

Improvement Network (THIN) database, with the individual identifier removed. I 

then used random sampling with replacement to expand the sample to 1000 

individuals.(168) Table 4-7 describes the characteristics of the original 

PRIMROSE dataset and simulated datasets. 

 

The simulated data consisted of 587 males and 413 females, and the average 

age at baseline is 49.27 years. 122 individuals were diagnosed with diabetes at 

baseline. 35.1% were prescribed with FGAs and 72.0% were prescribed with 

SGAs.  

Table 4-7 A summary of baseline characteristics of the PRIMROSE dataset and the simulated data 

 PRIMROSE data 
(N=185) 

Simulated data (N=1000) 

Sex (%) Male = 109 (58.92%) 
Female = 76 (41.08%) 

Male = 587 (58.70%) 
Female = 413 (41.30%) 

Age (years, Mean, SD) 49.55 (SD = 12.08) 49.27 (SD = 11.95) 

Weight (kg, Mean, SD) 84.69 (SD = 19.65) 85.08 (SD = 20.01) 
Height (m, Mean, SD) 1.69 (SD = 0.10) 1.70 (SD = 0.10) 
BMI (Mean, SD) 29.29 (SD = 6.22) 29.29 (SD = 6.22) 
Systolic Blood Pressure 
(Mean, SD) 

129.38 (SD = 14.81) 129.25 (SD = 15.25) 

Diabetes diagnosis 
(N, %) 

23 (12.43%) 122 (12.20%) 

Antipsychotic 
prescription (N, %) 

FGA = 70 (37.84%) 
SGA = 129 (69.73%) 

FGA = 351 (35.10%) 
SGA = 720 (72.00%) 

Anti-hypertensive 
prescription (N, %) 

31 (16.76%) 176 (17.60%) 
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Abbreviations: SD, standard deviation; BMI, body mass index; 

4.3.2 Base case 
 

4.3.2.1 Cost effectiveness of the antipsychotic reduction strategy 
 
Over the 10-year period, the cost-effectiveness for antipsychotic reduction and 

discontinuation strategy is dominated by the maintenance strategy. The 

average incremental cost is around £15034.21 (SD = 122383.2) per person 

whereas the average incremental QALYs is -0.048 (SD = 1.221) per person, 

which makes the ICER in the northwest quadrant, meaning that within a 10-year 

horizon, the antipsychotic reduction and discontinuation strategy could incur 

more costs, but less effectiveness (although not by much). (Figure 4-4)  

 
 

High-density lipoprotein 
cholesterol (Mean, SD) 

1.27 (SD = 0.38) 1.28 (SD = 0.37) 

Lipid drug (N, %) 27 (14.60%) 141 (14.10%) 

History of heavy drinking 
(N, %) 

20 (10.81%) 108 (10.80%) 

Depression diagnosis 
(N, %) 

95 (51.35%) 517 (51.70%) 

Antidepressant treatment 
(N, %)  

62 (33.51%) 350 (35.00%) 

Lithium treatment (N, %) 8 (4.32%) 36 (3.60%) 

Townsend score of 
deprivation (N, %) 

  

Score = 1 14 (7.57%) 71 (7.10%) 
2 20 (10.81%) 99 (9.90%) 
3 36 (19.46%) 209 (20.90%) 
4 58 (31.35%) 310 (31.00%)  
5 57 (30.81%) 311 (31.10%) 

Smoking status (N, %)   
Non-smoker 62 (33.51%) 336 (33.60%) 

Ex-smoker 13 (7.03%) 84 (8.40%) 
Smoker 110 (59.46%) 580 (58.00%) 
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Figure 4-4 10-year average cost-effectiveness of the antipsychotic reduction and discontinuation strategy 

versus the maintenance strategy 

Costs from the NHS perspective over 10 years in the maintenance intervention 

are £62018, whereas reduction intervention has incurred £75185 per person 

over 10 years (SD=25102). The overall cycles of serious relapse, the sum of all 

relapse cycles for the 1000 individuals over the 10-year horizon, in the 

maintenance intervention is 1145, whereas the reduction intervention has 2131 

more cycles in which patients were hospitalised. In terms of CJS costs, over 10 

years the maintenance intervention costs £43533 on average (SD = 78633) and 

the reduction intervention costs £45399 (SD = 83871) on average. 10-year 

average service costs for relapse, as part of the service costs, is £9427 per 

individual (SD = 11005.32) for the maintenance intervention and £26912 (SD = 

18749.78) for the reduction intervention. Table 4-8 lists the results for the main 

outcomes. 

Table 4-8 A summary of the results for the main outcomes 

 
Maintenance Reduction 

Total cycles of relapse  1145 3276 

Mean NHS costs (£, per 
person) 

62018.0 (SD = 20716.97) 75185.6 (SD = 
25102.18) 
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Abbreviations: SD, standard deviation; CVD, cardiovascular disease 

In the antipsychotic reduction intervention, all 1000 individuals have had cycles 

in which they discontinued antipsychotics at least once. The median of total 

accumulative discontinuation cycle was 101 cycles, suggesting that more than 

50% of the patients, either intermittently or continuously, are not taking any 

antipsychotics for 8.5 years out of 10 years in the reduction intervention. 

Moreover, the overall amount of antipsychotics prescribed in the reduction 

intervention, were remarkably lower compared with the maintenance strategy 

(on average 7.9% of the amount in the maintenance intervention). Overall there 

are 403 individuals who did not relapse over the 10-year horizon in the 

maintenance intervention and 92 in the reduction intervention. Figure 4-5 

illustrates the antipsychotic reduction pattern for a random selection of 4 

individuals in the population. Except for individual 501 (bottom left), who 

 
13 Relapse costs are a part of the service costs (breakdown). 
14 p-value < 0.00001 based on t-test 

Mean CJS costs (£, per 
person) 

43533.0 (SD = 78633.09) 45399 (SD = 83871.71) 

Mean public sector costs 
(£, per person)  

105551.0 (SD = 83614.8) 120585.6 (SD = 
88941.9) 

Mean relapse costs (£, per 
person)13 

9427.0 (SD = 11005.32) 26912.0 (SD = 
18749.78) 

Mean CVD costs (£, per 
person) 

929.1 (SD = 3862.2) 1517 (SD = 8461) 

Median cycles of 
discontinuation 

N/A 101 

Overall monthly unit 
antipsychotic prescription 

(10-year horizon) 

120 9.50 (SD = 5.06)14 

Number of individuals who 
remain stable (10-year 

horizon)  

403 92 

Total deaths (10-year 
horizon) 

139 155 

10-year median survival 
(month) 

120 120 

Total primary 
cardiovascular event rate 
(per 1000-person years) 

13.4 11 

Total diabetes diagnosis 722 307 
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seemed completely discontinued antipsychotic and remained off treatment for 

the 10-year time horizon, the other three all had similar patterns, in which they 

had intermittent periods of discontinuing antipsychotic treatment, but with 

different frequencies. Individual 301 (top right) had most episodes recurring 

relapses, which may require antipsychotic to control symptoms. 201 (top left) 

and 701 (bottom right) had fewer relapses, indicating some of the more 

successful reduction and discontinuation.

 

Figure 4-5 An illustration of the simulated antipsychotic reduction and discontinuation pattern of a random 
selection of 4 individuals in the simulated population 

 

There were 139 cases of total all-cause death in the maintenance arm and 155 

cases in the reduction arm, although the median of 10-year survival is 120 

cycles, which is the time horizon. Besides, the Kaplan-Meier curve of total 
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survival suggests no meaningful difference in terms of mortality between the 

groups. (Figure 4-6) 

 

 
Figure 4-6 Kaplan-Meier curve for total survival on the two intervention 

Primary cardiovascular events in the reduction intervention showed moderate 

reduction compared to the maintenance intervention. The total primary CVD 

event rate in the maintenance group is 13.4 per 1000-person year whereas that 

in the reduction group is 11.0 per 1000-person year. However, the Kaplan-

Meier of the total CVD event comparison of two interventions almost overlap, 

suggesting insignificant difference in the total CVD events for the 10-year 

horizon. (Figure 4-7) Compared to the baseline of 122 diabetes diagnosis, there 

were 600 more cases of diabetes developed over the 10 year horizon for the 

maintenance and 185 more cases for the reduction intervention. 
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Figure 4-7 Kaplan-Meier curve for total CVD survival on the two intervention 

4.3.3 Scenario analyses 
 

4.3.3.1 RADAR’s Design  
 
I also performed scenario analysis on the hypothesis used in the RADAR 

design. Based on the 10% non-inferiority margin of the event rate on serious 

relapse (hospitalisation), I used 5% and 10% threshold of increase compared to 

the maintenance intervention for some scenario for the relapse risk in the 

reduction intervention for the analysis, which translates to monthly risk of 

0.0089 (5%) and 0.0094 (10%). The results of a 5% increase of the event rate 

yields the results that the reduction intervention is dominating, and the ICER is 

located in the southeast quadrant, meaning less cost and better outcome. On 

the other hand, a 10% increase on the event rates still gives a dominated result. 

 

4.3.3.2 Different relations between proportion of original dosage and risk of 
relapse 

 
In 4.2.5 I introduced a series of different relationships between the risk of 

relapse and the proportion of original dosage. The ICERs remain negative 
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regardless of the relationship, except the square root relationship that gave a 

positive but very high ICER. However, overall the changes in incremental 

QALYs is small-scale where the incremental costs remain positive. This could 

be due to random sampling simulation error. Table 4-9 shows the result of each 

relation in one simulation. 

Table 4-9 ICER, incremental cost and QALY under different relation assumptions between the risk of 
relapse and proportion of original dosage 

Relation ICER ΔQALY ΔCosts 

Exponential Dominated -0.048 15034.21 

Linear Dominated -0.029 11596.1  

Square root 293011.6 0.035 10364.26 

Quadratic Dominated -0.024 9854.34 

Cubic Dominated -0.054 12597.21 

Abbreviation: ICER, incremental cost-effectiveness ratio; QALY, quality adjusted life year 

4.3.3.3 Improvement in social functioning for discontinuation 

I also performed a scenario analysis to consider the purported improvement in 

wellbeing, as measured in SFS in RADAR trial. A utility increase of 0.064 to 

represent the improvement on discontinuation while remaining stable at each 

cycle, could bring the ICER to £36360/QALY. Similarly, an increase in 0.096 

can result in the ICER to £24610/QALY. The threshold of £30000/QALY 

showed that a utility increase of at least 0.0815 can make the overall cost 

effectiveness fall between the £20000 – £30000/QALY region. The benefit of 

the purported wellbeing upon discontinuation, using the 0.0815 threshold value, 

could lead to an ICER that falls in the £20000 – £30000/QALY region, 

compared to the base case dominated results. 

4.3.3.4 All patients prescribed with one antipsychotics 

To test the assumption of equal probability for all antipsychotics to be 

prescribed, a scenario analysis on all patients receiving the risperidone was 

performed. The result was still dominated, with the incremental costs of 

£15931.0 and incremental QALY of -0.089.  
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4.3.4 One-way sensitivity analysis 
 
Table 4-10 summarises the one-way sensitivity results on parameters that has 

most impacts on the results. Except a 20% decrease on the monthly relapse 

risk for the reduction intervention can lead to a positive but high ICER of 

£200405.9/QALY, all other results were still dominated regardless of the 

changes on the parameters, suggesting not cost-effective of the intervention by 

varying key input parameters by 20%. Sensitivity analysis was also run varying 

discount rate for both costs and outcomes at 3% and 4% annually, but the cost-

effectiveness remained dominated. 

Table 4-10 One-way sensitivity analysis results on key parameters 

Variable Inc. Costs (£) Inc. QALY ICER 

-20%    

Relapse (reduction 
intervention) 

8581.004 0.04281813 200405.9 

Diabetes risk 9926.552 -0.03641 Maintenance 
dominates reduction 

CJS risk 16161 -0.0669351 Maintenance 
dominates reduction 

Court risk 12117.75 -0.0087155 Maintenance 
dominates reduction 

Incarceration risk 13766.63 -0.0891034 Maintenance 
dominates reduction 

Probability of 
discharge 

18285.42 -0.0627886 Maintenance 
dominates reduction 

Stable utility 15034.21 -0.0226135 Maintenance 
dominates reduction 

Relapse utility 15034.21 -0.0557909 Maintenance 
dominates reduction 

+20%    

Relapse (reduction 
intervention) 

14166.79 -0.0275159 Maintenance 
dominates reduction 

Diabetes risk 13489.4 -0.0305081 Maintenance 
dominates reduction 

CJS risk 19087.05 -0.0498374 Maintenance 
dominates reduction 

Court risk 16252.32 -0.0610878 Maintenance 
dominates reduction 

Incarceration risk 9400.632 -0.066185 Maintenance 
dominates reduction 

Probability of 
discharge 

6116.89 -0.0237837 Maintenance 
dominates reduction 

Stable utility 15034.21 -0.073166 Maintenance 
dominates reduction 
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4.3.5 Probabilistic sensitivity analysis 
 
Figure 4-8 illustrates the results of probabilistic sensitivity analysis (PSA). The 

ICER estimates were located above the threshold and largely in the north-west 

quadrant, indicating non cost-effectiveness of the intervention. Figure 4-9 

shows the Cost-effectiveness Acceptability Curve (CEAC) of the reduction 

intervention based on the standard PSA result.  The probability of being cost 

effective increases as the WTP threshold increases, only reaching a mere 10% 

at around £10,000,000/QALY. 

  
Figure 4-8 Probabilistic sensitivity analysis 

 

Relapse utility 15034.21 -0.0399886 Maintenance 
dominates reduction 
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Figure 4-9 Cost effectiveness acceptability curve 

 
 

4.4 Discussion 
 
The results of the decision modelling suggest that with the current level of 

evidence available, the reduction and discontinuation strategy leads to a 

dominated result in cost-effectiveness. For the base case, the overall 

incremental costs for the antipsychotic reduction intervention to the 

maintenance intervention remain positive whereas the incremental QALY is 

negative, hence the negative ICERs. This suggests that the intervention may 

incur more costs in the long run while the effectiveness is not meaningful. The 

incremental costs over 10-year horizon may be attributed to the increased 

episodes of relapse, which costs notably more than the stable state. However, 

by varying the risk of relapse in the scenario analysis and sensitivity analysis, it 

showed that the intervention could potentially achieve cost effectiveness if the 

difference in relapse rates between two arms are smaller. Furthermore, it 

showed 21.8% reduction in the primary CVD event rate in the reduction 

intervention compared to the maintenance. The model also showed reduction in 
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risk of developing diabetes for the reduction intervention. Risk of diabetes 

amongst patients who are taking antipsychotics is discussed extensively, 

although most of the studies investigated short-term (maximum 18 months) risk 

of developing diabetes since treatment initiation, whereas the long-term risk for 

antipsychotic-induced diabetes or weight gain requires more research. (169 and 

170) However, the long-term follow-up nature of the risk may be subject to any 

other factors such as diet or lifestyle, in addition to antipsychotic medication. 

Diabetes complications commonly seen as cardiovascular events amongst 

patients with SMIs, are modelled using the PRIMROSE prediction model. (171)  

 

A scenario analysis considering the purported benefit, the improvement in social 

functioning upon discontinuation, shows that an average of 0.0815 increase in 

utility can achieve cost-effectiveness under the £30000/QALY threshold. 

Despite that evidence on social functioning improvement in terms of utility is still 

under developed, it can be a good opportunity for RADAR to provide a precise 

estimate for this. Meanwhile, the CJS costs, are higher in the reduction 

intervention compared with the maintenance intervention. This is due to the 

elevated incidence of relapse episodes, which were suggested to be associated 

with higher risk of criminal offences. (138)  

 

This model takes both public sector perspectives (NHS + CJS) to discuss the 

potential risks and benefits of the antipsychotic reduction and discontinuation 

strategy. The results show potential risks of relapse in the antipsychotic 

reduction intervention may be determinant to the overall cost-effectiveness, as 

the reduction intervention does not seem to show considerable benefits in terms 

of reducing the risk of the co-morbidities or adverse effects, which could 
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potentially compensate for the effect of relapses. The reduction intervention 

suggests there is potential reduced risk of cardiovascular events upon 

discontinuation, although the PRIMROSE cost-effectiveness study had a higher 

prevalence using the same model. This could be due to the difference in data 

source which was fed into the model and the difference in population 

characteristics. The PRIMROSE study used the original THIN data from a 

population with SMIs including bipolar disorder, which I excluded in this chapter. 

A nearly 20% decrease in cardiovascular risk suggests the benefits of reducing 

and discontinuing antipsychotics amongst this population. 

 

Also, the utility value used for relapse is significantly lower compared with stable 

state, with or without comorbidities, which means the effectiveness of one 

relapse cycle can equalise two or three cycles of stable with comorbidities. This 

is due to the definition of relapse in the model as well as in the RADAR trial. 

Serious relapse with hospitalisation is thought to be a more disagreeable state 

than moderate relapse, for which the utility values are reported to be around 0.6 

as discussed in the previous chapter. The one-way sensitivity analysis suggests 

that increasing the utility for relapse may increase the overall incremental 

QALYs, hence making the overall ICER more favourable towards the reduction 

strategy.  

 

The RADAR trial aims to demonstrate that not only is it feasible to reduce and 

discontinue antipsychotics, the potential improvement in wellbeing is also one of 

the benefits of RADAR intervention. One of the limitations of the model is that 

potential improvement in social functioning was only considered in a scenario 

analysis, as there is a lack of body of evidence of projected improvement of 
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wellbeing (SFS) in patients with schizophrenia and its mapping into health-

related quality-of-life outcome measure, which is RADAR primarily seeks to 

investigate. Since the RADAR baseline data was not available by the time this 

thesis is being written, attempt to map the purported improvement in wellbeing 

to health utility was difficult. It could have supported the intervention from a 

perspective where more health benefits might be gained from this intervention 

had it been integrated into the decision model. 

 

There is substantial uncertainty risk of relapse of patients reducing 

antipsychotics in this model as the body of evidence remains to be explored 

further. The trial by Wunderink et al. compared the safety and effectiveness of a 

similar antipsychotic reduction strategy, however the definition of relapse was 

broader compared with the one in RADAR. Hence the relapse risk may not be 

suitable for this model. I instead designed a monotonous function accounting for 

relapse risk and proportion of reducing antipsychotic, based on previous 

conclusion on partial adherence may increase risk of relapse. (172, 173) More 

research should be performed to focus on this aspect and in RADAR it is the 

key safety outcome that will determine the safety profile of the intervention.  

 

The decision model also suggested that it may be possible for patients to 

discontinue antipsychotics for a period of time after gradual reduction. But 

symptom exacerbation could occur, which may again require antipsychotics 

medication to control the symptoms. Many individuals relapse more than once 

in the 10-year horizon. However, for those who did not relapse within 10-year 

horizon (for instance individual 501 in Figure 4-5), it is still possible that patient 

may still be susceptible to symptom exacerbation beyond the 10-year horizon. 
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This could be suggestive to the extent that antipsychotic may be used 

intermittently as means of controlling the symptoms when serious relapse 

occurs, in combination with interventions that can help with early signs of 

moderate relapse symptoms, despite the risk of unpleasant experience of 

serious relapse. (131)  

 

The debate of reducing antipsychotics on patients with SMI is centred around 

primarily, the incidence associated with reduction and withdrawal. Although 

possibly avoidable, rebound psychosis, withdrawal reactions and psychological 

reactions which are often mistaken for relapse, can result in similar aggressive 

behaviour of patients, therefore endangering themselves and others. (174) 

Antipsychotics in this case, perhaps from a broader perspective, can effectively 

control the risk of aggression behaviour amongst patients. (175) The Mental 

Health Act allows compulsory treatment for patients, mainly in form of 

medication under specific circumstances. This in a way deprives patients’ right 

of refusing treatment and treats patients disrespectfully, despite being backed 

up by law and justified by appeals to the patient’s best interest. For patients with 

schizophrenia, some may find their treatment more harmful than helpful, and 

compulsory medication could evoke their negative feelings. This could be 

further supported by measuring health related quality of life using an 

appropriate questionnaire tool. 

 

While the advocacy for antipsychotic treatment is made amongst carers and 

their clinicians, it should not be neglected that unless a case of risk of violence 

or harm, patients have the right of accepting or in this case, refusing the 

treatment they receive, as indicated in NICE’s service user experience in adult 
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mental health clinical guideline. (176) It is above all, many patients’ inclination 

that at some point they do not have to receive long-term antipsychotic 

medication. (177) RADAR trial may find itself in a meaningful position that it 

could potentially provide the solution for both patients and the society. Different 

from majority of the clinical trials which investigate the efficacy, safety and 

effectiveness of a novel treatment, RADAR is one of the few which investigates 

an intervention that “removes” the treatment in patients. The appropriate 

comparison of such a supervised reduction intervention would be to leave the 

patients as they behave in the real world, where more “unsupervised” non-

adherence may occur. However, it would be unethical to randomise patients 

into such an unsupervised intervention. If RADAR can demonstrate the benefits 

of reducing antipsychotics, which outweighs the risk of relapse and the 

associated incidence, the antipsychotic reduction and discontinuation strategy 

may deal with the dilemma. Expectation that patients could safely reduce and 

discontinue antipsychotic is particularly meaningful in the way that antipsychotic 

may no longer be used regularly and long-term. Instead, safely discontinuing 

antipsychotic medication, or the intervention of doing so, could become the 

recommended care after symptom is controlled by antipsychotics. For many 

years antipsychotics work as the invisible strait-jacket and RADAR provides an 

opportunity for patients to eventually remove it safely, to both themselves and 

the rest. 

 

4.5 Conclusion 
 
This chapter described a decision analytic model to estimate the cost-

effectiveness of antipsychotic reduction and discontinuation intervention. The 

intervention did not demonstrate cost-effectiveness compared to the 
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maintenance strategy in the results. The incidence of relapse is determinant in 

the overall cost-effectiveness and more cases of serious relapse appeared in 

the antipsychotic reduction and discontinuation intervention over the 10-year 

horizon. More empirical research could benefit the evidence base in this area, 

as the evidence base for relapse risk when reducing antipsychotics, long term 

effect of weight gain or diabetes risks, and the potential health benefits of 

reducing antipsychotics are still hard to come by. 

 
Although the results suggested the antipsychotic reduction may not be cost-

effective compared to the maintenance strategy, without the support of RADAR 

trial, there can still be uncertainty on the overall cost-effectiveness. It is 

therefore potentially informative of reducing the decision uncertainty by refining 

the estimate of the model parameters. In the next chapter, I will discuss the 

potential benefit and value of conducting future research to reduce the decision 

uncertainty, under the VoI framework. 
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5 Chapter 5 – Value of Information (VoI) analysis to 
determine the extent to which future research is 
worthwhile 

 
In the last chapter, I introduced a decision model to compare the proposed 

antipsychotic reduction and discontinuation strategy to the maintenance 

strategy. The PSA suggested that the RADAR intervention was not cost –

effective. The uncertainty of the decision for reimbursement recommendation 

might be reduced by investing in future research. In this chapter I will use the 

VoI approach to discuss the potential meaning of conducting future research on 

the key parameters in the decision model in Chapter 4 to reduce the risk of 

making the wrong decision for adoption, and further, discuss how the VoI 

approach may also be informative to research design in terms of the net benefit. 

The aim of this chapter is to use VoI approach to discuss what future research 

may be contributing to reducing the decision uncertainty based on the economic 

analysis for two scenarios a) the PSA results; b) based on a hypothetical PSA 

results to demonstrate how VoI may inform future research planning in a 

hypothetical scenario. 

 

5.1 Introduction 
 
In HTA for single payer healthcare systems, answers to whether an innovative 

therapeutic intervention should be adopted do not only depend on the efficacy 

and effectiveness, for which randomised control trials can provide unbiased and 

precise evidence. Moreover, the decision also depends upon the relative value 

for money, which is the incremental cost-effectiveness of the technologies. Trial 

based economic evaluation estimates the ICER for the new intervention versus 

the comparator. In the UK, the conventional threshold to adopting a new 

technology is between £20,000 and £30,000 per QALY. (178) Meanwhile, the 
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ICER may also be interpreted as NMB, in which a WTP, 𝜆 is taken into account, 

together with the incremental effectiveness ∆E and costs ∆C. 

 

𝑁𝑀𝐵 =  𝜆 × ∆𝐸 −  ∆C 

 

When making decisions using the existing evidence, the goal is to maximise the 

health gain for the population as a whole. In this case interventions with highest 

NMB are favourable. When performing decision analytic models or trial-based 

economic evaluations, parameter uncertainties need to be taken into account to 

reflect the decision uncertainties from the analysis. This is often achieved by 

performing PSA, which has become standard practice when performing 

economic analysis. (178, 179) Adoption decision is therefore taken under a 

certain level of uncertainty for the NMB. The risk of making a wrong decision on 

funding a new programme due to the uncertainty, and consequently the 

opportunity cost of making the wrong decision, could be reduced with more 

research carried out on to reduce the uncertainties on the parameters. On the 

other hand, extra research will incur extra cost, so the trade-off between 

investing extra into reducing the decision uncertainty and making the decision 

with current level of certainties but potential higher risk of making a “wrong” 

decision, is what VoI analysis seeks to answer. If the expected value of the 

further research exceeds the cost, then the research should be undertaken.  

The key statistics in the VoI analysis include EVPI, EVSI, expected net ENGS 

and EVPPI. The use of VoI alongside CEA in HTA has been increasing in 

recent years. EVPI is the expected value of learning perfect information about 

all input parameters, ideally by eliminating all parameter uncertainties. This can 

be directly derived from the PSA without any further analytical models. 
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However, it is often unrealistic to gain estimates of all parameters in one study.  

Therefore, interest leans towards obtaining perfect information on a subset of 

parameters. The EVPPI is calculated as the difference in the monetary value of 

health gain when making a decision to fund therapeutic alternatives (and 

represented in an economic model), between when a decision is made on the 

basis of information that is currently available (i.e. uncertainty in parameters of 

interest) and when the decision is made based on perfect information (no 

uncertainty in parameters) on key parameters. Challenges are associated with 

the computational complexity when calculating EVPPI, which involves 

integrating out the rest of the uninteresting parameters. Analytical solutions to 

integrating out random variables that follow complex probability distributions is 

often unachievable. Approximation using 2-level Monte Carlo simulation based 

on the PSA sample is widely used, which often involves intensive computational 

tasks. Methods that seek to simplify the computational burden have been 

proposed in recent years and considerable strides were made into making the 

computation of EVPPI more efficient, although the additional assumptions 

required may not always be appropriate. (180, 181)  On the other hand, it is 

worth bearing in mind that uncertainty, whether in parameters or in the overall 

decision, can only be reduced but not eliminated, hence both EVPI and EVPPI 

always provide the solution for an idealistic situation (that is the “best” case 

scenario, but often unrealistic). EVSI estimates the value of proposed future 

research in order to reduce some of the parameter uncertainty. In this situation, 

EVSI can help determine the optimal research design that can maximise both 

the reduction in uncertainty and the value to the society of conducting the study. 

(182) Similar to EVPPI, numerical solution of EVSI commonly requires a 2-level 

Monte Carlo approach, where an outer loop generates plausible data sets, 
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conditional on the selected parameters of the economic decision model which 

get updated using Bayes theorem and are sampled at the inner loop, where the 

decision model is evaluated and the NMB results are calculated at each 

iteration. (65) This is particularly computationally demanding and may take days 

or even weeks to run on a computer. Generalised additive models (GAM) have 

been introduced in a non-parametric approach in recent years in order to 

simplify the computation process by only using the PSA sample. This takes a 

shorter time to compute. (183)  

 

Recent strides in simplifying the computational intensity of calculating EVPPI 

adopt numerical approximation approaches with statistical tools such as 

Gaussian process (GP) and GAM.  (184) GAM is efficient for single-parameter 

and low-dimensional EVPPI but can become time consuming and unstable for 

larger subsets of parameters (n≥5), in which case GP may be more appropriate. 

(185) However, GP calculations can also be time consuming as the number of 

parameters increases. Heath et al. introduced a fast GP calculation using the 

Stochastic Partial Differential Equations - Integrated Nested Laplace 

Approximations (SPDE-INLA) algorithm, which provided an efficient and stable 

way of estimating EVPPI.  

 

The RADAR trial was designed on a 10% non-inferiority margin for serious 

relapse rates between treatment groups. In the previous chapter I analysed the 

cost-effectiveness of the antipsychotic reduction and discontinuation strategy, 

under different assumptions of the serious relapse risks (best and worst cases 

scenario). Decision of adopting this strategy may benefit from reducing the 

uncertainty on relapse event rate by further research. In this chapter I introduce 
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a series of VoI analyses, to demonstrate how decision risk on adopting 

antipsychotic reduction and discontinuation strategy may be reduced by future 

research into this topic.  

 

5.2 Methods 
 
The calculation of EVPI often involves taking the expectation over all values of 

parameters 𝜃 of interest with regard to the optimal decision in terms of net 

benefit.  

 

𝐸𝑉𝑃𝐼 =  𝐸𝜃 [max
𝑡

𝑁𝐵𝑡(𝜃)] − max
𝑡

𝐸𝜃[𝑁𝐵𝑡(𝜃)]  (60) 

 

Wilson described in fine details as to how EVPI can be calculated using the 

numerical solution with PSA sample. (9) 

EVPPI of a group of parameters 𝜙, within all parameters 𝜃 = (𝜙, 𝜓), where 𝜑 

are parameters we are not interested (also sometimes called “nuisance” 

parameters), is calculated by taking the expectation of the value of the optimal 

decision under the condition where perfect information of 𝜙, across the support 

of 𝜙 and less the value of the current optimal decision.  𝜙 can be a single 

parameter, or a group of different parameters. 

𝐸𝑉𝑃𝑃𝐼 = 𝐸𝜙 [max
𝑡

𝐸 𝜓|𝜙[𝑁𝐵𝑡(𝜙, 𝜓)]] −  max
𝑡

𝐸𝜙,𝜓[𝑁𝐵𝑡(𝜙, 𝜓)]  (181) 

EVSI for a group of parameters, in other word, the value of a study which aims 

to reduce the uncertainty for these parameters, is calculated assuming that 

study may give rise to data Χ, which update the information on model 

parameters by Bayes theorem.  

𝐸𝑉𝑆𝐼 = 𝐸Χ [max
𝑡

𝐸 (𝜃|Χ)[𝑁𝐵𝑡(𝜃)]] −  max
𝑡

𝐸[𝑁𝐵𝑡(𝜃)] (183) 
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EVPI is the difference between the maximum net benefit with the perfect 

information and that with current information, which is the PSA results. 

Numerical approach was calculated according to explanations in the PhD thesis 

by Wilson. (186) The method was incorporated in both Sheffield Accelerated 

Value of Information (SAVI) and Bayesian Cost-Effectiveness Analysis web 

(BCEAweb) applications. I choose £30,000 willingness to pay threshold for 

EVPI. I consider methods developed both Strong et al. and Heath et al. for the 

EVPPI calculation, in their user friendly interface BCEAweb 

(https://egon.stats.ucl.ac.uk/projects/BCEAweb/). Both single parameter EVPPI 

and group EVPPI were calculated on parameters of interest. For EVSI, I use the 

methods proposed by Strong et al., which estimates the EVSI using GAM 

regression. Then 

𝐸𝑉𝑆𝐼̂ =  
1

𝑁
∑ max

𝑑
𝑔̂𝑑

(𝑘)
− 𝑁

𝑘=1 max
𝑑

1

𝐾
∑ 𝑔̂𝑑

(𝑘)𝐾
𝑘=1 ,(183) 

where 𝑔̂𝑑
(𝑘)

 are GAM fitted values for decision option 𝑑. The first part of the 

equation involves taking the mean of all of the maximum between 0 and the 

fitted regression values, the second item on the equation involves taking the 

mean of the regression fitted values and finding the maximum between 0 and 

the mean. 

 

Estimates for EVSI are calculated by running 500 iteration of the GAM model 

and taking the mean as the point estimate of EVSI with regard to sample size N, 

with corresponding 2.5% and 97.5% quantiles calculated in the same fashion. 

Population-level EVPI and EVPPI can be obtained by multiplying the estimate 

by the total number of affected population. Population-level EVSI are obtained 

by multiplying the estimate by the number of population who will in the future 

benefit from the research, which is the total affected population less the number 
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of participants in the proposed study. For ENGS with the proposed study 

design, 𝐸𝑁𝐺𝑆𝑛 = 𝐸𝑉𝑆𝐼𝑛 − 𝑇𝐶𝑛, where 𝑇𝐶𝑛 is the cost of sampling. For single 

arm studies, 𝑇𝐶𝑛 =  𝐶𝑓 +  𝑛𝑠  × 𝐶𝑣, where 𝐶𝑓 is the fixed cost of study and 𝐶𝑣 is 

the variable cost (recruitment) per patient. For parallel group RCTs,  

𝑇𝐶𝑛 =  𝐶𝑓 +  2 × 𝑛𝑠  × 𝐶𝑣 + 𝑛𝑠 ×  |𝑏0 |, where 𝑏0 is the mean net benefit 

calculated from PSA results. (65) The values of 𝐶𝑓 and 𝐶𝑣 for RCTs were 

estimated using the NIHR Open Data Platform. I extracted the observations on 

mental health RCTs with the monetary value of grant awarded and the planned 

sample size and fitted into a simple linear regression 𝐺𝑟𝑎𝑛𝑡 𝑎𝑚𝑜𝑢𝑛𝑡 = 𝐶𝑓  ̂ +

 𝐶𝑣̂ ×  𝑠𝑎𝑚𝑝𝑙𝑒 𝑠𝑖𝑧𝑒 , to get the estimate of 𝐶𝑓 and 𝐶𝑣. The ENGS-maximising n is 

then the optimal sample size for the proposed study. 

In this chapter I conducted the VoI analysis for 2 scenarios: the base-case 

scenario and a hypothetical scenario. For the base-case scenario I used the 

PSA results from 4.3.5, along with its 60 input parameters for the VoI analysis. I 

also used hypothetical PSA results presented below alongside the 

corresponding parameter inputs as a demonstrative case for the hypothetical 

scenario. (Figure 5-1) As shown in the Chapter 4, the PSA results showed that 

it is highly unlikely that the RADAR intervention is going to be cost-effective at 

£30,000 threshold, it is anticipated that the EVPI would be close to zero and 

preclude the need of calculation other quantities (EVPPI, EVSI or ENGS). In 

this Chapter, I used the PSA result in Chapter 4, and the PSA for a hypothetical 

scenario to calculate the VoI for these two different scenarios to demonstrate 

the possible usage of the VoI analysis. In addition to the PSA parameter 

distribution for relapse in the discontinuation group that was derived from the 

meta-analysis, a different PSA was run using a vague uniform distribution 

Unif(0, 0.03) to account for the scenario that the probability distribution for the 
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relapse risk in the discontinuation group is still with greater uncertainty. This 

leads to 34.2% of the strategy being cost-effective under a £30,000/QALY WTP 

threshold. Figure 5-1 illustrates the results for this PSA.

 

Figure 5-1 PSA results for a hypothetical scenario using Unif(0,0.03) for relapse probability 

 

5.3 Results 
 

5.3.1 EVPI 
 
Figure 5-2 illustrates the EVPI based on the base case PSA results. As shown 

in Chapter 4, the cost-effectiveness of the RADAR intervention was dominated 

with little uncertainty at £30,000/QALY WTP threshold using 1000 PSA 

iterations. Therefore, based on the 1000 PSA sample, the estimated EVPI 

under this threshold is approximately zero under WTP up to £50,000/QALY 

(BCAEWeb evaluates EVPI up to thresholds of £50,000/QALY). Further 

analyses on EVPPI and EVSI in this case are not deemed necessary.  
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Figure 5-2 EVPI in relation with WTP based on the PSA results 

On the other hand, using the hypothetical PSA result, at a £30,000/QALY 

gained WTP threshold, the overall EVPI per person affected by the decision is 

estimated at £1084.70 per person. This is equivalent to 0.03616 QALYs per 

person in decision uncertainty when valuing uncertainty on the QALY scale. 

With current annual numbers of patients with schizophrenia, which are to be 

affected by this decision, a total of 210,450 according to McCrone et al., the 

overall EVPI per year is therefore £228.28 million. (96) Figure 5-3 illustrates the 

relationship between the EVPI per patient and WTP threshold. The EVPI per 

patient increases as the WTP threshold increases, and reaches maximum of 

£1,714.19 when the WTP threshold is at £34,000. Then it gradually declines as 

the WTP threshold continues to increase because the decision uncertainty 

diminishes as WTP threshold increases. From this point on, results of EVPPI 

and EVSI in the rest of Section 5.3 are based on the hypothetical PSA results in 

order to show how VoI may be done. 
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Figure 5-3 EVPI relations with changes to WTP in a hypothetical scenario 

5.3.2 Single parameter EVPPI 
 
Single parameter EVPPI was estimated using the BCEAweb algorithms which 

include GAM, GP regression and SPDE-INLA. The resulting EVPPI describes 

the value of learning about a particular parameter in the model described in 

Chapter 4, while all the other parameters remain uncertain at current level of 

knowledge.  

 
Figure 5-4 Information ranking of single parameter EVPPI 
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Figure 5-4 shows the ranking of EVPPI of each parameter in terms of its 

proportion of total EVPI. Under the WTP threshold of £30,000/QALY gained, 

probability of full adherence takes up 40.8% of the total EVPI, yielding EVPPI of 

£93.2 million, followed by the cost of unclassified of CHD, which take up 0.24% 

of the EVPI (EVPPI = £566,000) and risk of relapse in the reduction 

intervention, 0.1% of the total EVPI (EVPPI = £215,000).  

 

5.3.3 Group parameter EVPPI 
 
EVPPI for groups of all transition probabilities, utilities, and costs parameters 

were calculated using GP regression and SPDE-INLA algorithm. All transition 

probabilities and risk parameters make up 48.00% of the overall EVPI, resulting 

in £109 million. EVPPI for cost parameters are 27.5% of the overall EVPI, 

around £62 million. EVPPI for the utility group only takes 0.4% of the overall 

EVPI, translating into £8 million. Figure 5-5 illustrates the EVPPI information 

ranking of 3 different parameter groups. 

 

Figure 5-5 Group EVPPI proportion and rankings 
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5.3.4 EVSI and proposed study designs 

5.3.4.1 Estimation of 𝐶𝑓 and 𝐶𝑣 

 
A total number of 42 trials in mental health were identified on the NIHR Open 

Data Platform, using the filters of funding stream “HTA Clinical Trials and 

Evaluation” and UKCRC health categories 1 & 2 “Mental Health” 

(https://nihr.opendatasoft.com/). Six were excluded because they were either 

meta-analyses, or cohort studies. The planned sample size of each trial was 

obtained in the ISRCTN Registry with the corresponding registration number. A 

total of £48,229,750 was awarded and a total of 12,590 participants were 

included in 36 trials. The point estimate for 𝐶𝑓 is £1,115,841.3 and £640.1 for𝐶𝑣. 

Table 5-1 estimates for fixed trial cost and variable trial cost summarises the 

estimation results. 

Table 5-1 Estimates for fixed trial cost and variable trial cost 

Variable Mean Standard 
Error 

𝑪𝒇 1115841.3 226295.215 

𝑪𝒗 640.1 600.0 

 

5.3.4.2 A single arm trial to investigate the probability of adherence with 

antipsychotics maintenance treatment 

Amongst all the input parameters for the decision model, full-adherence 

probability shows the most value that could be gained via future research. Here 

we propose an observational study to investigate the probability of being fully 

adherent with antipsychotic medication. A binary outcome of fully adherent with 

the prescribed medication could be collected monthly, with 12 months follow up. 

A sample of parameter Χ is generated from binomial distributions, with 

probabilities of adherence generated in the PSA input and different sample 

 
15 P<0.0001 
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sizes N, ranging from 10 to 1000 in steps of 10. Then the NMB is regressed on 

Χ, which is the summary statistic for Χ. Figure 5-6 shows the EVSI (red dashed 

line) and ENGS (black solid line) estimations. Using the previous results on 

estimation of fixed cost of trial, 𝐶𝑣 £1,115,841 and recruitment cost 𝐶𝑣 of £604 

per patient, the maximum ENGS yielded a total of £91,372,999, where the 

sample size is 510. As a single arm observational study can also (perhaps 

better) be in a form of a survey, the cost of setting up such study could be 

significant lower compared to setting up an RCT. Assuming £50,000 for the cost 

of setting-up gave the same ENGS-maximising sample size of 510, whereas the 

ENGS got maximum of £92,438,840. Further reducing the setting-up cost 

showed that the optimum sample size is insensitive to the setting up cost, giving 

the same result. When recruitment costs increase into £2,000 per patient, the 

optimal sample size reduced to 380, giving a maximum ENGS of £90,770,940. 

When recruitment costs reach as low as £300 per patient, the optimal sample 

size raised to 670, which obtained from a maximum ENGS of £91,557,166.  
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Figure 5-6 EVSI (red dashed line) and ENGS (black solid line) estimation for a proposed observational 
study on adherence with regard to sample size N and optimal sample size (vertical dashed line) 

5.3.4.3 A parallel group randomised trial for serious relapse rate between the 

two interventions 

As the results in 5.3.2 indicate, uncertainty in the relapse risk in the reduction 

intervention accounts for 0.1% of the overall EVPI. A study to compare rates of 

serious relapse event between antipsychotic maintenance and the reduction 

strategy within a 2-year timeframe could be proposed, although the overall 

EVPPI of the research will not be high. A transformation from monthly to 2-year 

probability was performed using the function 1 − (1 − 𝑝)24. Samples of the 

parameters Χ𝑀, Χ𝑅 are generated from binomial distributions, with probabilities 

of relapse for each of the two different interventions generated (M for 

maintenance and R for reduction) in the PSA input, and different sample sizes 

N, ranging from 10 to 3000 in steps of 10. The NMB then is regressed on tensor 

product smooth (GAM function in the mgcv R package) of the two summary 

statistics, 
𝑋𝑀

𝑁⁄  and 
𝑋𝑅

𝑁⁄  . Figure 5-7 shows the EVSI of the proposed parallel 
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group RCT with regard to sample size of each arm N. As the EVPPI for the 

relapse probability parameter is only a fraction of the overall EVPI, EVSI of the 

proposed parallel group study did not increase as the sample size did. When 

taking into account the cost of sampling, with variable recruitment costs using 

previous results of £640 per patient, and £1,115,841 per trial for the fixed costs 

of running a trial in the UK, the ENGS of the study became negative regardless 

of the sample size. The maximum value of ENGS for the affected population 

(schizophrenia) is -£890,742, at a sample size of 10 for each arm, indicating 

that the research is pointless from a cost-effectiveness point of view.  

 

Figure 5-7 Sampling costs (TC, blue dashed) EVSI (red dashed) and ENGS (black straight) estimations for 
a proposed parallel group RCT on relapse event rates between maintenance and reduction treatments 

with regard to sample size N per arm 

5.4 Discussion 

5.4.1 Scenario in Chapter 4 
 
For the PSA results from Chapter 4, the overall EVPI is £0 up to £50,000/QALY 

WTP. This implies that no further research is needed to reduce the uncertainty 
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in the adoption decision for the antipsychotic reduction and discontinuation 

strategy. In this scenario the EVPI is zero within an appropriate WTP range (up 

to £50,000/QALY). As the WTP threshold increases to very high values, the 

curve which looks flat at zero will rise. This however will not change the 

conclusion that is reached here as calculating the EVPI at a very large WTP 

threshold is not useful. Hence the main discussion point from here on is based 

on the hypothetical scenario. As the hypothetical scenario is not from the base 

case PSA, the paragraph below only shows a demonstrative case of how the 

results from Section 5.3.3. and Section 5.3.4 may be interpreted hypothetically 

and does not serve as a piece of evidence to inform the future research into 

RADAR programme. 

5.4.2 Hypothetical scenario 
 
For the hypothetical scenario, the overall population EVPI was £228 million, 

indicating a substantial value of future research regarding the antipsychotic 

reduction strategy. The probability of real-world full adherence to the medication 

was a key parameter, whose EVPPI took up more than 40% of the overall EVPI. 

Future research on this could be particularly important to the RADAR trial to the 

extent that non-adherence to antipsychotic treatment in the real world was likely 

to be more prevalent than that in the trial. The point of the RADAR trial itself 

was to provide a “reduced adherence” environment, in which the intervention 

offered active monitoring and support when patients reduce their antipsychotics, 

as compared to the real world, where patients might stop on their own without 

supervision, which might result in a series of withdrawal effects without being 

carefully and actively monitored and could incur higher cost to the NHS and 

society as well as greater distress to the patient. Indeed, previous evidence had 
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suggested that taking antipsychotics is often associated with unpleasant side 

effects and the non-adherent (discontinuation) rate is high. (15)  

 

The computational burden of EVPPI and EVSI has long been a major barrier to 

using these quantities to inform decision making. Strides to improve the 

computational efficiency of EVPPI and EVSI by avoiding running the economic 

model for multiple times rely on using regression techniques including GP 

regression, GAM and SPDE-INLA. (183-185, 187) These methods enable 

relatively fast calculation and accurate estimation. In this chapter, the methods 

we used to compute EVPPI, SPDE-INLA on the BCEAweb took only seconds to 

generate the EVPPI results for each single parameter. As for EVSI, 500 

iterations by the GAM regression methods took 1 hour on an Intel i7 laptop with 

16G RAM. These methods ensure the wider applicability of these methods for 

future research project planning. However, there have not been a gold standard 

to compare the results of using these fast calculation methods. The 

conventional calculation could take up to months, even years, making it almost 

impossible to make comparisons. It is also worth bearing in mind that any of the 

fast calculating methods used in this analysis (BCEA, SAVI) have not been 

thoroughly stress tested, hence using the results require some caution. Cross 

validation using different algorithm can be helpful to ensure the accuracy of the 

results.  

 

The EVSI and ENGS results for the single arm study (the hypothetical scenario) 

to investigate antipsychotics adherence rate amongst patients with 

schizophrenia showed an optimal sample size of 510 as it is the N that gives the 

maximum value of ENGS. However, Figure 5-4 showed that the ENGS value 
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starts to plateau from sample size of around 250, after which the magnitude of 

increase is only moderate. This is due to some of the simulation error which 

could give different results at each time of the simulation. It is therefore 

appropriate to ascertain a sample size at which the ENGS curve starts to 

plateau. In this case a sample size of 250 should achieve a very similar ENGS 

to the sample size that gives the actual maximum ENGS values in the 

simulation. 

 

The value of investigating further into the antipsychotic adherence in real world,  

is to show what the RADAR intervention will be comparing to in reality. Different 

from randomised into the maintenance arm in the RCT, patients in real world 

may receive far less support and supervision when they wish to reduce and 

discontinue the medication. The impact of unsupervised withdrawal, which is 

regarded as non-adherence, may induce serious symptom exacerbation. In this 

case, a proposed study to reduce the uncertainty around real world adherence 

rate can be informative to how the potentially more appropriate comparator to 

RADAR appears, hence there will be less uncertainty of the cost-effectiveness 

under the current WTP threshold. 

 

When calculating the EVSI for the proposed RCT with series relapse rate 

outcome, according to the methods proposed by Strong et al. for a parallel arm 

RCT with binary outcomes, the summary statistics showed were the log odds 

ratio of the two parameters sampled from binomial distributions. However, in 

this case, the risks of relapse with each of the two treatments are small and led 

to many zeroes appearing in the simulation if the proposed sample sizes were 

insufficient, which means that calculating the regression fitted value is 
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impossible as infinite values are generated after taking the log odds ratio. I tried 

using a different value, the proportion of patients who relapsed in each group, 

as the summary statistics, and regressed on the tensor product smooth function 

of the two. As the GAM regression was only used for its fitted regression values, 

the appropriateness of this approach should be appropriate.(183) The result of 

10 participants per arm (total 20 participants) were not comparable to the 

standard sample size calculation with 0.05 type-I error rate and 0.1 type-II rate 

described in the trial protocol, which gives a sample size of 372. In the 

hypothetical scenario, the EVSI analysis showed no values of investing further 

into reducing uncertainty in relapse rate in the intervention arm, which is a key 

question to answer in the RADAR trial, whereas investing in real world 

antipsychotic adherence has substantial value in the possibility of altering 

decision on adopting this intervention. Because the weight of EVPI largely 

concentrates on the non-adherence parameter of the long-term antipsychotic 

maintenance strategy and the differences of relapse rates between arms only 

accounts for a small fraction of the EVPI. In the EVPPI analysis, adherence also 

takes up the majority of EVPI, resulting in the largest potential for uncertainty 

reduction by future research. This mirrors the real-world scenario, where 

patients with antipsychotic medication often fail to comply with their prescribed 

medication, which has been suggested associated with increased risk of 

symptom exacerbation, incurring considerable costs to the NHS as well as the 

society. (173) As for the case of RADAR, in which patients consent to adhere to 

the protocol as well as the intervention, the chance of non-adherence in the trial 

should be lower than in the real world. Patients often find long term 

antipsychotic treatment unpleasant, and discontinue without any supervision or 

supported care environment. Future research on this could be done via survey 
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to collect monthly adherence data, the cost of which should be taken into 

account to calculate the expected net gain of sampling. This study may also 

have been able to imply the evidence base for patients with mental health 

conditions who are on long-term antipsychotic maintenance treatment as 

adherence has been rarely studied in a relatively large cohort to obtain robust 

estimates for the adherence outcome. This ideally may provide more precise 

estimates so as to reduce the uncertainty of decision under £30,000/QALY 

threshold. Meanwhile, as the decision model in Chapter 4 was a pre-trial early 

model, hence the VoI may also be informative as to what the RADAR trial 

programme may need collecting to reduce this uncertainty. This VoI analysis for 

the hypothetical scenario meant that in addition the trial, a single-arm 

observational study in a real-world setting may be worthwhile to reduce the 

uncertainty for the decision. The adherence monitoring between RCT and real-

world settings are very distinctive, hence proposing a separate observational 

study is more appropriate than informing the design perspective of the RADAR 

trial itself. On the other hand, if ENGS for a different, trial-related parameter had 

been meaningful to calculate, it could be seen the optimal sample size for the 

RADAR trial from a VoI point of view. This would work well to the power 

calculation as discussed previously, the procedure of which often follows a rule 

of thumb of the average cost of recruiting one patient and the overall budget of 

the research project. If the ENGS sample size required were smaller than the 

one using power calculation, potentially there may be resource saved for not 

having to over-recruit. 

 

The single parameter EVPPI calculations via SAVI and BCEAweb tools showed 

good agreement between each other. However, when grouping the parameters 
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for group-EVPPI calculation, the level of accuracy still requires improvement. 

There is a trade-off between computation time and accuracy of the estimation 

when performing EVPPI calculation in using these user-friendly web tools. The 

results to an extent could be informative to the decision making. The overall 

EVSI and ENGS framework may also be useful alongside the interim analysis 

as an economic consideration to terminate the trial early for safety, efficacy or 

futility.  For instance the results in 5.3.4.3 could be used during the interim 

analysis of RADAR as an argument for futility in addition to the regular interim 

analysis, as recruiting more patients would not lead to an increase on the 

probability of altering the decision of adopting this intervention under the could 

be used under the £30,000/QALY  threshold. 

 

This chapter showed that at £30,000/QALY threshold, there is no need for 

further study to investigate how uncertainty of decision may be reduced for the 

CEA in Chapter 4. Based on hypothetical demonstrative VoI analysis, a future 

single arm study to investigate the adherence to antipsychotics on patient with 

schizophrenia may benefit the antipsychotic reduction and discontinuation 

strategy for reducing decision uncertainty on cost-effectiveness. The ENGS 

showed that an optimal sample size of 510 patients may be recruited, when 

considering the balance between the benefit of reduction of uncertainty and the 

costs of setting up a new study, under this hypothetical scenario. 

 

In this chapter I used the VoI approach to discuss how decision uncertainties 

may be reduced by conducting more research and more importantly, what 

research may result in better efficiency in terms of the benefit gained. The EVSI 

quantity could be informative to trialists who also consider the economic benefit 
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of conducting a trial. This could potentially be used in line with the standard 

sample size calculation to both ensure generalisability and economic benefits of 

the trial. In the next chapter I will summarise and discuss the findings from 

previous 4 chapters, and highlight some of the area that could be explored in 

the future. 
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6 Chapter 6 – Discussion and conclusion  
 
In previous 4 chapters I introduced a number of studies which could aim to 

improve the efficiency of RCTs. In this chapter I will summarise and discuss 

some of the main findings of the topic based on previous chapters, and highlight 

future research area which may be worth exploring. 

 

6.1 Summary of main findings 
 
Evidence on the efficacy and safety of reducing and discontinuing 

antipsychotics in patients with psychosis has not been broadly developed. 

However, as antipsychotics are, in the beginning, not designed for the purposes 

of treating people with psychosis, the evidence of its ‘efficacy’, therefore, only 

stands in terms of controlling the symptoms. (190) Hence the aim of treating 

patients with psychosis should not only be limited in controlling the symptoms, 

let alone achieving this by altering the brain chemistry, but also more long-term 

health benefits, the RADAR trial was set up to provide good estimates for the 

risks and benefits.  

 

In terms of the hierarchy of medical evidence, RCTs are often considered the 

highest level of proof experimental design for the reason that randomisation 

deals directly with confounding, which is ubiquitous in other non-randomised 

research designs. (23) Despite the merits of providing unbiased statistical 

estimates for the treatment effects (if properly conducted), RCTs often get 

criticisms for their lack of applicability to the real world clinical practice. In order 

to maintain a high standard of scientific validity, many RCTs require narrow 

eligibility criteria, specialised providers and settings and high treatment 

adherence and exclude patients with major co-morbidities, all of which deviate 
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from the real world scenario, bringing the generalisability of the result into 

question. (23) 

 

Meanwhile, the cost of setting up an RCT is also significant, which can also 

explain the use of different stages for trial designs (Phase I, II, III and IV, in 

which the sample size gradually increases in most cases) in a progressive way, 

in addition to the paramount safety question of the intervention. The next phase 

can only be recommended if the current phase shows convincing results in 

terms of efficacy, safety, and feasibility. Certainly, the argument above 

manifests itself in an industrial environment, for instance, an innovative 

therapeutic molecule or biologic product, as industrial development 

programmes should always consider and weigh up the investment and return 

on clinical development. In the case of publicly funded research programmes, 

where complex interventions often cover a significant part, the evidence base 

may not be as progressive as it is in the industry. Evidence may be sought in 

various places and there may not be as formal development “stages” to inform 

what the most appropriate experimental design would be, although there has 

been a proposal of a similar framework. (23) In the case of RADAR, the design 

process largely depended on evidence from previous case series and RCTs on 

similar interventions from outside the UK. (67) 

 

Recruitment often plays a major part in determining the feasibility and reflecting 

whether the appropriate trial design is applied. Only 56% of the publicly funded 

RCTs between 2004 and 2016 reached their targeted sample size, highlighting 

the challenge in recruitment. (35) Methods and strategies that hope to improve 

recruitment were discussed in Chapter 2. The current exercise of assessing the 



 

159 
 

effectiveness of recruitment strategy contains observational and interventional. 

The former records any specific strategies which were used to recruit whereas 

the latter involves a more pre-specified design process. Planning an 

interventional randomised comparison of different recruitment strategies 

requires previous evidence or insights (which are often observational) on what 

might work for a particular trial based on the population, intervention and 

design. It is common practice to apply different strategies in an ad hoc manner 

and the choice of strategies may hugely depend on the trial’s characteristics. 

Although randomised SWATs provide unbiased estimate for the effectiveness of 

the strategy, one superior strategy night not apply to the current trial simply due 

to minor difference in the trial characteristics. Conclusions on the superiority of 

certain recruitment strategy ought to be made with caution, even with the 

evidence from a randomised SWAT. 

 

SWAT can provide unbiased estimate of interventional recruitment or retention 

strategy. On the other hand, however, this design sometimes may inevitably be 

fraught with some pitfalls. For instance, insufficient power can easily become an 

issue in SWATs for retention strategies, as the sample size have already been 

powered to the primary outcomes in the host trial, but may not be enough to 

test a meaningful difference in retention rates. Particularly, by randomising 

participants into 2 different strategies during the follow up period would 

inevitably lead to “more” loss to follow up in the inferior strategy. Therefore it 

may be advisable to use complex strategies such as adding new additional 

strategies to the standard practice, or using allocation ratio different from 1:1 in 

favour of the hypothesised superior strategy to ensure loss to follow up is within 
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acceptable amount, although the latter would inevitably lead to a reduced 

efficiency. 

 

Recruitment SWATs often need a sample size larger than that of their host trial. 

(52) But it is often unknown what the success rates for the comparing 

recruitment strategies are in a SWAT, making the approximate sample size of 

the recruitment SWAT difficult. In order to recruit successfully to the planned 

samples size for the host trial, this may take longer compared with recruiting 

using a superior strategy alone. However on the current level of evidence base, 

it is not yet clear what strategies work for what particular group of patients or 

what kind of interventions, it can be very helpful to lay the fundamentals 

knowledge about the recruitment methodologies in RCTs. 

 

Also, from the results in Chapter 2, it appears that majority of the mental health 

conditions amongst the included studies were more common mental health 

conditions (depression or anxiety related). Different strategies such as recruiting 

via different advertisements, or via different health practitioners were used. 

Interestingly, in my observation, none of these strategies were used during 

RADAR recruitment. It may be explaining that patients with psychosis are frailer 

and have less access to media such as internet. Due to their severe condition, 

more intensive and specific recruitment methods are needed. Examining 

psychiatrists’ case load and outreaching to psychiatrists and patients are used 

intensively during RADAR’s recruitment. It reflects the design and nature of 

recruitment strategy and understanding the motivation for patients to 

participate. Relations between research team and clinicians, as well as patients 

are essential to recruitment’s success in this case and qualitative work in 
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advance may help to understand the cultural cause of patient’s willingness to 

participate into clinical research. This is partly due to the characteristics of 

mental health patients, particularly those with psychosis, who may be 

challenged by the cognitive demands of the informed consent process when 

enrolling in trials. (191) Although it is suggested that patients with psychosis still 

retain a level of understanding of risk of benefits, efforts to improve recruitment 

by facilitating the understanding of consent do not show significant effect on 

recruitment efficiency. (80, 192) While Robert et al. suggested that patients with 

schizophrenia and psychiatrists could make discerning risk assessments and 

participating decision with hypothetical protocols in which variable design 

elements were introduced, this could imply that patients’ perceptions ability may 

be undermined. (193) Literature also suggested that during consent process, 

many participants have reported unwillingness to be randomised. (194) 

Summer et al. discussed the reasons for participation or non-participation for a 

trial in psychological therapy in amongst patients with SMI, suggesting that a 

number of interviewees have expressed preferences on treatment allocation or 

disliked the nature of randomisation. Concerns of being randomised into the 

unfavourable arm (often placebo), or worries of symptoms worsening during 

washout phase are also important reasons for non-participation. (50) Hemminki 

et al. compared recruitment with an open design with a blinded placebo-

controlled design and found open design helped increase recruitment by 

avoiding resentful demoralization. However, the pitfall of an open design is that 

it would inevitably introduce a certain degree of bias  as patients know 

beforehand which treatment they will be receiving. (51) Indeed, many patients 

who are willing to participate in a trial because they are offered a chance of 

receiving the “new” treatment. Consequently, patients may inevitably favour the 
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new, as they perceive that the intervention to be in a way superior to the 

control, which is not always the case. Sometimes patients will even take the risk 

of accepting randomisation, despite the fact that there is an (most usually) 

equal chance of being allocated into a treatment or controlled arm, the latter of 

which they may perceive as a rejection. Investigators try to minimize selection 

bias using inclusion and exclusion criteria so as to ensure the generalisability. 

Judicious and reasonable criteria are essential when balancing recruitment 

challenge and generalizability. Khan et al. explained under an intensive 

recruitment how the usual inclusion and exclusion criteria often used in 

antipsychotic trials narrowed down the eligible population from 3.6 million to a 

mere 655, by applying each item on the selection list. (195) Preskorn et al. 

discussed a similar situation in antidepressant trials to see how each criterion 

selected a population, with a broadly inclusive criteria. (196)  

 

On the other hand, recruitment difficulties also exist from a recruiter or trialist’s 

perspective. Recruitment via primary care faced significant difficulties as some 

GPs worry that referring their patients to mental health trials will affect doctor-

patient relationships. A great number of GPs consider patients with mental 

health illnesses are vulnerable, which leads to their protectiveness towards their 

patients.(70) Some GPs believe that introducing their patients to clinical 

research may give patients more stress and could deteriorate their health. (70) 

But do their GPs get to decide how much psychological stress is too much for 

anyone to bear? Or indeed what level of capacity would one need to have to 

demonstrate that one knew that this is what one was being asked to do? (197) 

For GPs who possess an interest in clinical research, the case is also difficult 

when it comes to the practicality of selection criteria. Jenkinson et al. found 
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noticeable variations amongst GPs in the way they put into practice a mental 

health trial’s selection criteria particularly with regards to comorbidities. (198) 

 

Patients participate in research are based on autonomy and altruistic, 

understanding that research is to benefit the larger group of population and 

society. Everyone has the right to participate and no one should be excluded 

due to a disability. This is particularly an issue in patients with SMI, whom are 

often considered have impaired capacity to consent. (197) But it should not be 

the reason to exclude them in research, or to include them in absence of 

consent. RADAR trial has made substantial effort in order to support, augment 

and respect an individual’s decision-making autonomy during the informed 

consent process, in order to improve recruitment outcome. 

Improving recruitment in mental health trials requires significant efforts in 

various respects and extensive collaborations. Helping potential participants to 

correct their misunderstandings of RCTs in a more encouraging manner would 

make the more discerning in participation. Having more comprehensive criteria 

would help GPs screen patients more confidently for inclusion. (198) Recruiting 

patients with mental health conditions may be more likely to be successful from 

many sites in a short period than at a few sites over a long period. (199) 

Certainly, researchers and trialists would use various strategies to promote 

available trials for a wide range of potential participants. 

 

There is abundant literature discussing factors that affect attrition in clinical 

trials. Participants’ age, gender, level of education and ethnicity are suggested 

to be predictors of dropouts. Condition-specific factors appear to have strong 

relation with co-morbidity and health states. (200) However, a decision on 
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altering inclusion criteria so as to achieve higher retention needs to be made 

with caution. One of the statistical rationales underlying experimental design is 

that the sampling should be an appropriate representation of the study 

population in order to draw a conclusion based on the findings. Not only can 

altering inclusion criteria affect a trial’s external validity and generalisability, it 

may also inevitably increase recruitment difficulty by introducing extra 

restrictions on the eligible population. It seems, looking at the question as a 

whole, more reasonable to encourage participants’ retention to clinical trials 

rather than changing study design, which ought to be determined only by the 

clinical questions in hand.  

 

Similar as strategies to improve recruitment into RCTs, most of the retention 

strategies discussed in the literature aim to counteract the operation and logistic 

complexity that modern trials engender. Brueton et al. summarised retention 

strategies into 6 categories in a review on retention strategies which focus on all 

healthcare, including incentive strategies, communication strategies, new 

questionnaire strategies, behavioural or motivational strategies, case 

management and methodologies strategies. Postal or electronic questionnaire 

response during follow up period were the main measure of retention, however 

strategies to encourage participants' return to trial sites were lacking. Often in a 

form of voucher, incentive was widely used to encourage questionnaire 

response and suggested to be effective and cost-effective. Communication 

strategies in different forms were also discussed. However, the effects varied 

between each specific strategy, suggesting these methods should be used with 

more care. Strategies such as postal questionnaires may no longer be suitable 
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for certain populations while other strategies may be laborious or require 

substantial monetary input. (78) 

 

Another interesting finding in Chapter 2 is the obscure reporting of costing on 

recruitment. Alongside advocates for transparent and comprehensive reporting 

on all trial costs, recruitment costs sometimes may be challenging to pin down 

as co-costing or shared cost can happen within a research project. Even 

though, it should be considered good practice to report detailed methods of 

collecting empirical data. For instance, if recruitment involving a research 

assistant, then the detail of dedicating into recruitment tasks should be specified 

(full time or part time, approximate number of hours spending on recruiting, 

etc.). The included studies in Chapter 2 could date prior to 2000, the difficulty of 

ascertaining the costing becomes more challenging.  

 

In Chapter 3, I reviewed existing decision analytic models on antipsychotics for 

patients with schizophrenia and schizoaffective disorders, the review mainly 

focused on the study design characteristics of the decision modelling and the 

essential clinical events considered in this population. The choice of modelling 

designs varies and depends on clinical questions and data available. In Chapter 

3 a collection of modelling technique was identified in the included studies, 

however cohort Markov models and decision trees still make up the majority of 

the design. With the advancement of computational capacity and data storage, 

more complex and stochastic models have become feasible. DES and patient-

level simulation are more computationally costly methods however more 

suitable to handle populations with considerable heterogeneity. 

Pharmacological intervention on patients with schizophrenia comprise the 



 

166 
 

majority of included studies, which have the main aim of the safety and efficacy 

profile of specific antipsychotics. Parameter inputs in these models often come 

from corresponding RCTs of antipsychotics, such as the CATIE trial, in which 

patients were either antipsychotic-naïve or switching to a different one being 

investigated. These studies were helpful in identifying the nature of 

antipsychotic intervention on patient with schizophrenia in terms of their benefits 

and risks. Patients with schizophrenia who are under long-term antipsychotic 

treatment may already have developed some of the co-morbidities (such as 

weight gain, or diabetes) hence the clinical context is thought to be different. 

Besides summarising the relevant clinical events and potential social costs 

driver for the population and utility values for each health state, the model input 

had little contribution to the design in Chapter 4.  

 

Decision analytic models essentially are trial simulation that provides the most 

possible ‘guess’ without the actual data collection practice (observational 

studies or randomised trials). Information which parameterises the decision 

model is essentially from evidence in the existing literature or sought from 

expert opinion. As for the decision analytic model described in Chapter 4, one 

of the pivotal parameters, relapse risk, had little previous evidence. However, 

the definition of relapse varied in previous RCTs, therefore cannot be used 

directly for the model. The relapse risk (hospitalisation) in the meta-analysis of 

antipsychotics in preventing relapse in a way, resembles the nature of the 

antipsychotic reduction and discontinuation strategy. The assumption made 

with relapse risk monotonously increasing as the antipsychotic dosage 

decreasing originated from previous evidence that suggested that non-

adherence essentially has similar characteristics to antipsychotic reduction to 
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the extent that patients are not taking the originally prescribed antipsychotic 

dosage. (164) The decision model did not show cost-effectiveness at 10-year. 

The time horizon was longer than that was seen on average in the published 

decision models discussed in Chapter 3. This is due to the inclusion of CJS in 

the model, which could take relatively longer than 5 years to model the average 

costs. Besides, different from the antipsychotic cost-effectiveness model 

described in Chapter 3, the population being modelled in Chapter 4 were on 

long-term maintenance treatment, hence in addition to short term effectiveness, 

long term safety and outcome improvement was also considered key to the 

intervention. Meanwhile, one of the main limitation of the CEA in Chapter 4 was 

that the model was based upon relapse, which is not the primary outcome for 

the RADAR trial, improvement in SFS. This was only conducted as a scenario 

analysis as there was not sufficient data to translate SFS into health related 

quality of life measures, particularly for this population. The RADAR trial has a 

planned trial-based economic evaluation at the end of the trial. This could 

provide a more holistic view on how the intervention compares with the 

maintenance strategy, making use of the main trial results and centring around 

the primary outcome, rather than previous related evidence which is subjected 

to considerable uncertainty. In addition, as RADAR is an RCT investigating a 

complex intervention in nature, the question of whether evidence of a purely 

pharmacological perspective is appropriate to use as input for the key 

parameter for effectiveness may be asked as a result of the fundamental 

differences between the interventions. In complex interventions a whole array of 

therapeutically active elements may be operating simultaneously and 

synergistically, and it could be far more complex than trials on pharmacological 

interventions. It is often standard practice that early phase trials may provide 
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preliminary evidence for certain parameters to support the design of a pivotal 

trial. On the other hand the evidence development for complex intervention has 

not been as straight forward. Although NIHR had allocation for resource to 

support feasibility trials of complex interventions, the nature of the intervention 

still pose challenge on informing the design of larger trials. Reduction and 

discontinuation process could be relatively smooth and fewer cases of serious 

relapses may occur than one would fear, if the intervention is being delivered by 

clinicians who have undergone considerable training in psychiatry.(201) Expert 

opinion was also sought, with the overall relapse risk no more than 10% 

compared with maintenance treatment. However, in the sensitivity analysis, the 

relapse risk appears a major drive of the overall cost-effectiveness, along with 

parameters such as adherence probability, utility of stable state or relapse. The 

decision to adopt the antipsychotic reduction intervention, had it become more 

likely to be cost-effective, could be largely affected by the uncertainty of these 

parameters, which could potentially be reduced by conducting future research. 

The impact of future research could be measured in the economic term as to 

how much is worth spending on this population in order to reduce the decision 

risk. The 3 statistics of VoI described in Chapter 5 could provide such 

estimates, as seen in the demonstrative hypothetical scenario. EVSI could be 

used to inform on the value of reducing these parameter uncertainties. By using 

the EVSI together with recruitment cost, the ENGS can provide an estimate on 

the economically optimal sample size. This method may be compared in line 

with the orthodox frequentist sample size calculation approach based on the 

sampling theory. As it is often very easy to back calculate the power of certain 

clinical effect size based on the desired sample size, in practice it is not often 

very meaningful in determining the optimal sample size as it is always the larger 
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the better statistically, despite that there is often budget restrictions to recruit 

indefinitely. Then clinical research, especially RCTs, should set off more than 

just demonstrate comparative in characteristics, but also take into account how 

economically beneficial it might be, within a single payer system in which public 

research funding largely comes from taxpayers.  

 

The RADAR trial investigates such an intervention that aims to remove a class 

of pharmacological intervention from a patient population. The NICE TA 

programme has mainly focused on the opportunity costs of investing in new 

interventions and acknowledged this in the cost-effectiveness threshold that 

NICE makes its recommendations based on. On the other hand, there has not 

been a clearly defined programme on when an intervention needs to be 

removed from the current health care budget.(202) The strategy that universal 

health care plan adopts is to maximise the health of the entire population under 

a constant, or constantly growing budget, there should be elimination process 

for the least effective, or least cost-effective technology.(203) NICE has started 

making disinvestment recommendations, however unlike adopting technologies, 

these recommendations is currently only advisory and not based on cost-

effectiveness. A similarly structured disinvestment programme should be in 

place to help make decisions to support interventions such as RADAR. Given 

the limited published evidence for how disinvestment is carried out, let alone 

those were based on cost-effectiveness, if any, more evidence is imminent in 

this space to stimulate the discussion on what the ideal disinvestment threshold 

NICE should take, in comparison to the £20,000 – £30,000 investment 

threshold. 
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In Chapter 5 I took a series of VoI analyses to demonstrate how the future 

research areas which may reduce the decision risk of the antipsychotic 

reduction and discontinuation strategy in a hypothetical scenario. The VoI 

approach provides a way of foreseeing future research to reduce uncertainty of 

the parameter estimates. The value of future research, from a single payer’s 

point of view, relies on the WTP for the proposed therapeutic intervention. 

EVPPI may be helpful to point out which parameters or group of meaningful 

parameters are worth more future research. EVSI takes this idea further by 

estimating the value of designing particular types of data collection practice 

(research project). This could potentially be a powerful feature to be 

incorporated in the planning stage of the research project. The EVSI less 

sampling cost (recruitment), ENGS, could be informative to the sample size 

determination in line with standard power calculation. Indeed, the sample size 

calculation often involves consideration for all different outcomes included in the 

trial, on which the trialist should make sure to demonstrate sufficient power. 

RADAR’s power calculation considered not only the primary outcome, SFS, but 

also the safety outcome, serious relapse rate during power calculation. As 

recruitment cost (sampling costs) increases, the sample size for maximum 

ENGS decreases, resulting smaller sample to reduce uncertainty for decision 

making. 

 

Furthermore, EVSI may provide a useful information in the DMSC. As data from 

clinical trial accumulate, not only can interim analysis inform trial results, 

emerged data may also carry value of reducing uncertainties from the EVSI’s 

point of view. As more data being included in the analysis, the costs of 

recruiting more patients to reduce uncertainty of outcomes declines, meaning 
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more research participants will not necessarily change the decision of 

reimbursement under the current WTP threshold. This could be used in interim 

analysis in addition to the futility analysis, as an economic argument for 

terminating the trial early. It could be potentially meaningful to the value-based 

reimbursement decision bodies such as NICE, while reviewing clinical 

guidelines and HTA applications.  

Costs for recruitment on the other hand, plays another very important role in 

ascertaining ENGS, which is the EVSI less the recruitment (sampling) cost. The 

optimal sample size maximising ENGS may not be sufficient from EVSI’s point 

of view if expensive recruitment strategies are used. In Chapter 2 I discussed 

the cost-effectiveness of the recruitment strategy, which is an area of research 

expecting more work. Using cost-effective recruitment strategies would help 

with higher ENGS, which results in better approximation of the optimal sample 

size of reducing uncertainty of outcomes. 

 

6.2 Qualitative work 
 
The thesis mainly takes an analytical approach towards the RCTs and 

intervention of antipsychotic reduction and discontinuation. While this approach 

has many merits in providing reasonably accurate information to the question, 

its limitations also cannot be overlooked. Clinical trials, and more broadly 

clinical research, demand collaboration between researchers, clinicians and 

patients. Qualitative approach could be helpful to investigate the underlying 

reasons for some of the findings, and often beneficial and informative to carry 

out beforehand in finding the “why”. (204)  For instance, in determining the best 

optimal strategies for recruitment or retention in a certain population, qualitative 

studies have the advantage to find out the underlying behavioural cause and 
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opinions about patients participating in randomised trials. Previous works have 

investigated reasons for non-participation in clinical trials, and some strategies 

such as improving the clarity and friendliness of trial material, or using 

multimedia approach to introduce RCT, may have emerged as a solution to 

some of the issues. Similar approach could be applicable to retention in trials 

and strategies that attempt to tackle attrition problems may hugely contribute to 

the validity issue and ease the burden of developing missing data analytic 

models using extra assumption.  

 

Also, the RADAR research programme may find it helpful to conduct qualitative 

studies as to the motivations and concerns of clinicians’ and patients’ 

participating in the RADAR trial, as well as the purported quality of life 

improvement by once reducing even coming off antipsychotic treatment in the 

long run. Qualitative evidence-based research may also shed light on the 

patients’ views and experiences for the antipsychotic reduction and 

discontinuation strategy in terms of how the purported improvement in social 

functioning and wellbeing could be manifest.  

 

6.3 Future works 
 
Based on the current finding in the thesis, there are, in the meantime, a number 

of areas worth investigating in the future. First of all, the evidence for SWATs, 

especially recruitment and retention SWATs, have been burgeoning. Efforts to 

integrate the evidence for recruitment strategies have been initiated and 

progressed with more SWATs being now conducted and published. 

Outreaching psychiatrists and nurturing supporting relationships between 

research team and trial sites might be promising to improve recruitment with 
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appropriate SWATs design to demonstrate. Secondly, attention is needed in 

costing RCTs, especially recruitment as well as other conduct. Introducing clear 

financial statement on research projects may be suitable in recording costs and 

such information should be make accessible upon request. It could be 

beneficial with research where economic analysis is needed, for instance, cost-

effectiveness of different strategies to improve recruitment and retention, or 

cost-effectiveness into other strategies which may optimise RCT’s procedure 

and improve efficiency. Furthermore, a guideline on cost reporting of RCTs is 

expected in the future. This can help trialists and methodologists to identify 

recruitment and retention strategies that may be appropriate for a trial.  

 

Furthermore, despite the need of reducing antipsychotics, nearly 25% of the 

patients with schizophrenia take more than one antipsychotic, and more so with 

patients who are under the condition for long time. Common reasons for 

polypharmacy prescribing include pro re nata (prn) use which often act as a 

temporary strategy and controlling aggressive behaviour using antipsychotic 

augmentation. However, the evidence has not yet allowed for any consensus or 

guideline endorsement for antipsychotic polypharmacy in routine practice, nor 

repudiated its possibility of being a favourable intervention for some clinical 

cases. Well-designed studies are called for to investigate the risk and benefit for 

combining antipsychotics and electronic health record should keep update with 

the prescribing so as to improve the quality of evidence base research in this 

area.  

 

In Chapter 4, one of the limitations with the decision modelling is that the model 

does not reflect the purported improvement in wellbeing, as measured by SFS 
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in the RADAR trial. Mapping from SFS to QALY in SMIs using the appropriate 

mapping methodology is absent from the literature. Hence a mapping study 

may contribute to refining the decision model in terms of arguing for the benefit 

of reducing and discontinuing antipsychotics. Moreover, as the EQ-5D is 

criticised with lack of consistency amongst patients with SMIs, ICEpop 

CAPability measure for Adults (ICECAP) was used as measure of quality-of-life 

and mapped into QALY in the RADAR trial. The extent to which EQ-5D and 

ICECAP may be helpful in reflecting the utility and quality of life changes 

amongst this population could be studied in the future. 

 

In Chapter 5, I used some most recent developed methods and web 

applications to calculate the VoI quantities. Despite the remit of enabling fast 

and easily accessible VoI calculation, there is still a lack of a gold standard to 

compare the accuracy of these methods referencing the traditional calculation 

methods. More methodological work is required on the estimation of these 

quantities. Meanwhile, similar to the EVPI and EVPPI quantities, a user friendly 

interface for calculating EVSI and ENGS could make the VoI anlaysis more 

accessible to trialists and health economists, promoting its wider application. 

Based on the hypothetical PSA, there may be a further study to improve the 

precision of estimation for compliance of antipsychotics in routine practice for 

patients with severe mental health illnesses. A prospective cohort study  on the 

same population may be carried out with monthly follow-up on antipsychotic 

adherent status of the patients. The outcome is the average probability of 

adhering the antipsychotic maintenance treatment over time. The outcome may 

also be conditional on patient characteristics, antipsychotic description for more 

precise estimates for each subpopulation of interest. This study could potentially 
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reduce the uncertainty of decision making based on a £30,000/QALY WTP 

threshold, given that the relapse incidence in the RADAR intervention arm are 

well managed.  

 

6.4 The ethics behind RADAR trial 
 
 
The Mental Health Act demands that patients with SMIs can be detained and 

treated without their consent, on the basis that they may be at risk of harm to 

themselves or others. While this considers the greater good of society, it does 

raise the question of whether it is ethical to remove someone’s right in receiving 

treatments, or in this case rejecting them. Moreover, as they start antipsychotic 

treatment, they are usually advised to keep taking them in order to control the 

symptoms. Setting aside the argument of the effectiveness of antipsychotic in 

recovery, the longer patients take antipsychotics, the more they may want to 

discontinue due to the side effects. While it seems that society insists on them 

taking the treatment simply because it could make the others feel safer, this 

may just be an ideal case, as non-adherence rate is high amongst 

schizophrenia patients who are taking antipsychotic medication. (173) The off-

putting experience of long-term antipsychotic treatment may force some 

patients to discontinue, but without notice to their psychiatrists. Withdrawal 

without professional supervision may easily induce an acute episode, rebound 

or withdrawal effects, which are often mistaken for relapse (174). Aggressive 

and violent behaviours may ensue, and CJS involved to section them, which 

they are forced back onto antipsychotic treatment again. The cycle continues. 

The efforts involved into implementing the Mental Health Act in this situation 

could be considerable and a simplistic decision modelling, no matter how 

complex, cannot possibly capture all of it. 
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There is the debate whether antipsychotics are helpful from service users’ 

perspective. Apart from controlling abnormal behaviours, or symptoms, it hardly 

benefits the patients in terms of trying to alter the biological pathology of the 

brain, the idea on which many other pharmacological treatments for different 

conditions are based. Moncrieff summarised drug action into two models, the 

disease centred model and the drug centred model. The former one refers to 

drug actions that exert on specific disease process. (10) For instance, insulin 

reverse the supply deficiency of hormone insulin on patients with diabetes, by 

providing replacement from the medication. On the other hand, the drug centred 

model suggests that psychiatric drugs induce an abnormal state, modify the 

way brain functions and create alterations in sensations. This is particularly 

common in mental health medication. The pathology behind some of mental 

health conditions still requires clarification. The majority of the psychoactive 

drugs focus on creating an abnormal brain state which superimposes on the 

current diseased nervous system, instead of helping to correct the current 

abnormal state. (188) When antipsychotics were first introduced in 1950s, they 

were known as ‘major tranquilisers’ primarily for their sedative effects. This 

drug-centred model for antipsychotic was then replaced by the disease centred 

model by 1970s although in fact there is seldom convincing evidence for 

disease-centred model. There should be more research and debate into 

alternative theories of drug action for antipsychotics, and more other psychiatric 

drugs.  

Since the current antipsychotic maintenance treatment for patients with 

schizophrenia does not provide a scientifically sound and effective therapeutic 

solution, let alone that some psychiatric drugs may lead to brain damage, or 
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CVD, why should patients still keep taking them? (189) It is the “abnormality” in 

patients’ behaviour and emotion that firstly made sedation a choice when it 

comes to keep patients with schizophrenia under control. However, instead of 

stopping taking the medication after the symptom is under control, patients are 

still advised to take them due to the concern that abnormal behaviours may 

occur again, thus putting the safety of themselves and others at stake. Although 

studies did find association between the long-term antipsychotic treatment and 

reduced crime risk, this does not explain the absence of arguments, or 

questions, at least, on the possibility of safely reducing it. There have not been 

enough effort into at least trying to make patients come off antipsychotics 

safely, which is where RADAR trial stands firm. It is after all, ethical to help 

patients come off antipsychotic treatment if they wish to do so, because they 

have every right to decide what treatment they would like or not, just as people 

with any other conditions. However due to the potential negative impact of 

coming off antipsychotic treatment, some believe that it would be safer to keep 

patients on antipsychotics. The RADAR trial provides a great opportunity to 

demonstrate that patients can safely and gradually reduce and discontinue the 

treatment, without causing considerable negative impact to the society. 

Moreover, the intervention is compared with the maintenance treatment, but in 

an RCT environment patients received more monitoring and support even when 

they are in the control group. This makes a difference when in fact RADAR 

should be comparing itself to the real-world scenario, where patients are 

reducing and discontinuing antipsychotics without supervision, close monitoring 

or support. However, it is ethically wrong to randomise patients where they are 

a vulnerable group with potentially high needs and would receive a reduction in 

monitoring and support compared to standard of care, such that it could put 
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them at risk of harm. Hence the real-world scenario cannot be used for 

comparison in an RCT. The economic analysis showed that cost effectiveness 

could be a disadvantage compared to the closely monitored maintenance 

treatment. However this does lead to further questions – when evaluating an 

intervention that tries to remove the existing treatment, in the absence of an 

appropriate comparator (at least in an RCT setting), to what degree can 

standard cost-effectiveness thresholds still be applicable? 

 
 

6.5 Concluding remark 
 
 
My thesis looked at several ways mental health RCTs could conduct with more 

efficiency, using RADAR trial as a case. Using different strategies to improve 

recruitment and retention in RCTs, either via interventional SWATs, or via ad 

hoc observational ways, can both help to maintain the validity of the trial. 

Although the evidence of using SWATs to compare the effectiveness of 

different strategies has not been completely established, the methodology can 

provide a sound basis for recruitment strategies for specific interventions on 

specific cohorts. 

 

Using decision modelling technique to simulate the cost-effectiveness of the 

RADAR intervention, I found that the intervention is not cost effective from base 

case analysis, and has very little chance of being cost effective under the 

£30,000/QALY WTP threshold. However as this was an early model, many 

input parameters were subject to uncertainty. Sensitivity analyses were 

performed on key parameters. Antipsychotic reduction strategy could result in 

some reduced risk of cardiovascular events, despite the risk of relapse and the 
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purported improvement in wellbeing remain unknown until the trial finishes. The 

cost-effectiveness of the RADAR strategy may be decided based upon whether 

patients are adherent to the antipsychotic treatment in real world, which is 

difficult to measure in the RADAR trial due to the difference in patients’ 

behaviour between RCTs and real world.  

The efficiency of mental health RCTs was discussed from various aspects in 

previous chapters. Methods to improve patients recruitment, specifically those 

may reduce average costs per patient recruited, may help with better efficiency 

in terms of having resources saved potentially for more research in the future to 

reduce uncertainty of the decision making. Meanwhile, using the decision model 

approach may help with research programme planning by predicting the 

likelihood cost-effectiveness of the intervention as well as some of the related 

clinical effectiveness. VoI analyses based on cost-effectiveness can help with 

future research planning to conduct research project with sufficient and 

economically optimal sample size to reduce the uncertainty of decision under 

certain WTP threshold.  

 

There are a few weaknesses in this study. The evidence base of recruitment 

strategy comparison in mental health trials were found largely observational 

hence it is difficult to make robust conclusion on the comparative effectiveness 

of each strategy, even so on cost-effectiveness which always adopts an 

incremental approach. Average cost per patients recruited were used as 

outcome but other factors also may need consideration when it comes to 

recruiting patients into mental health RCTs. Secondly, there were not enough 

evidence to support the design of the cost-effectiveness model for RADAR trial 

due to the nature of the intervention, the results presented in Chapter 4 showed 
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a dominated cost-effectiveness based on existing evidence. The trial-based 

CEA for RADAR trial can certainly provide more information on the comparative 

safety and efficacy of the intervention for the model to make a more robust 

conclusion on the cost-effectiveness case. 

 

Different from RCTs on drugs, RCTs for complex intervention often needs less 

of standard. This also applies to RADAR, which does not only investigate a non-

pharmacological intervention, but also takes away the medication which has 

been prescribed based on a yet debatable scientific hypothesis. Similarly, 

the cost effectiveness framework has been widely used with HTA submission 

on funding new medicine from manufactures. However, when it comes to a 

treatment management programme like RADAR, which in fact removes 

medications from patients, what is the evidence from cost-effectiveness 

suggesting? Furthermore, would the same cost-effectiveness threshold for 

decision making still apply? 
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Appendices 
 

Appendix A Protocol for the systematic review in Chapter 2 
 

Objectives 

To investigate and evaluate different approaches to recruiting and retaining 

patients into mental health randomised clinical trials (RCT) and what may be 

done to improve recruitment and retention rate in RCT of such kinds. In 

addition, to discuss how different these strategies used in RCTs for mental 

illness enhance recruitment and retention rate. 

Background 

Recruitment in randomised clinical trials is challenging and delayed recruitment 

can give rise to a series of issues, such as reducing the power of the study and 

additional costs and extension of study period. Inadequate or ineffective 

recruitment may often result in early-termination of a trial and the failure in 

answering an important clinical question. As the gold standard of clinical 

research, randomised clinical trials often fail in recruiting enough subjects, 

particularly in mental health area. Lost to follow-up and patients dropouts can 

also cause a reduced study power in discovering the difference between trial 

arms. Although an increasing amount of research has contributed to dealing 

with missing data in clinical trials using various statistical techniques, the risk of 

bias due to missing data still cannot be avoided by such imputations. It is 

suggested that a less than 5% loss to follow-up may lead to minimum bias, 

while 20% lost to follow-up can pose a threat to a trial's validity. Some modern 

trials aim to reduce this risk by increasing the sample size by 20%, which in 

return increases the recruitment difficulties. 

This review hopes to contribute to improving both the recruitment and retention 

rate for mental illness clinical trials. 
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Searching  

MEDLINE, EMBASE, PsycINFO and Cochrane Methodology Register (CMR) 

are used for search of articles published in English language since inception of 

each database. The search strategy used in MEDLINE includes MeSH terms 

such as exp "bipolar and related disorders"/ or "schizophrenia spectrum and 

other psychotic disorders"/ or exp schizophrenia/, other search keywords 

include (randomi* adj2 clinical trial*).ti  

Study Selection 

 

Randomised controlled trials of interventions to improve recruitment and 

retention for mental illness randomised controlled trials. 

Inclusion 

• Comparative studies in which at least two different recruitment or 

retention strategies were compared in an RCT are eligible for inclusion. 

• RCTs with adults are eligible for inclusion. 

• Mental health illness is defined as conditions that are catogrised in DSM-

5 or ICD-10 criteria.  

• Studies are funded by public healthcare sector as well as ones by 

industry are eligible for inclusion. 

• Studies to improve recruitment to cluster randomised trials, pilot stage of 

trials and feasibility studies need further screening for inclusion.  

• Strategies both in real settings and in hypothetical settings (studies that 

ask potential patients’ consent to participate in a trial if it was run but 

without the trial actually running) are eligible. 

• As for specific recruitment strategies, we include all strategies that aim to 

improve recruitment of participants, mainly below but not limited to: 
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o Newsletters (including mailshots) 

o Regular visits/telephone calls 

o Posters in clinics/wards 

o Amendments on protocol 

o Presentations to appropriate groups 

o Presentations at conferences 

o Extra staffing 

o Investigators’ meeting/recruiting staff meetings 

o Trial material customized to specific sites 

o Investigators’ visits to centers 

o Letter to individuals 

o Advertisement in newspapers 

o Resource manual for recruiters 

o Training 

o Monetary incentives 

 

Exclusion 

• Studies on non-adults (i.e. children) are excluded. 

• Studies that did not randomise patients into different groups are 

excluded. 

• Studies in which mental illness as co-occurrence with primary conditions 

(i.e. CVD) are excluded. 

• Studies which did not report comparison on interventions to improve 

recruitment nor retention for RCTs are excluded. 
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• Studies that focused on people with substance misuse problems where 

comorbid mental health conditions had not been assessed using DSM or 

ICD-10 criteria are excluded. 

Outcome measures 

Primary outcomes 

For recruitment trials: Difference in numbers of patients recruited using each 

strategy 

For retention trials: numbers of patients who were included in the final analysis 

over the numbers of patients who were randomised to each retention arm. 

Secondary outcomes 

• Cost effectiveness of different strategies 

• Difficulties during recruitment 

• Benefits using different strategies 

Analysis will be described in a separate statistical analysis plan. 

Assessment of study quality 
For each included study, their adequacy of allocation concealment will be 

assessed (adequate, unclear and inadequate). Completeness of result 

reporting, loss to follow-up, risk of bias and other aspects will also be assessed. 

Completeness of reporting will be assessed by the quality of information on 

participants, intervention, comparator and outcome, as well as whether 

allocation was concealed. A Consolidated Standards of Reporting Tials 

(CONSORT) diagram will be used to record the flow of participants through the 

trial. 

Data extraction 
A data extraction form will be created to collect the information for the outcomes 

in each eligible study. Data included in the “outcome measures” section will be 
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collected. Authors of the studies will also be contacted for necessary but 

unpublished information. 

 

Appendix B Search strategies for the systematic review in Chapter 2 
 
MEDLINE (Ovid) 
 
1     Patient Selection/ (55467) 
2     ((participat$ or recruit$ or enrol$) adj4 trial?).tw. (20036) 
3     Informed Consent/ (33169) 
4     informed consent.tw. (28318) 
5     recruitment.ab. /freq=2 (21355) 
6     participation.ab. /freq=2 (20980) 
7     (minimi$ adj2 attrition).ab,ti. (85) 
8     (prevent$ adj2 attrition).ab,ti. (89) 
9     (lessen$ adj2 attrition).ab,ti. (2) 
10     (decreas$ adj2 attrition).ab,ti. (97) 
11     (reduc$ adj2 attrition).ab,ti. (387) 
12     (minimi$ adj2 drop-out).ab,ti. (7) 
13     (prevent$ adj2 drop-out).ab,ti. (24) 
14     (lessen$ adj2 drop-out).ab,ti. (1) 
15     (decreas$ adj2 drop-out).ab,ti. (17) 
16     (reduc$ adj2 drop-out).ab,ti. (66) 
17     (minimi$ adj2 drop-out$).ab,ti. (9) 
18     (prevent$ adj2 drop-out$).ab,ti. (26) 
19     (lessen$ adj2 drop-out$).ab,ti. (1) 
20     (decreas$ adj2 drop-out$).ab,ti. (22) 
21     (reduc$ adj2 drop-out$).ab,ti. (82) 
22     (minimi$ adj2 drop$-out).ab,ti. (9) 
23     (prevent$ adj2 drop$-out).ab,ti. (28) 
24     (lessen$ adj2 drop$-out).ab,ti. (1) 
25     (decreas$ adj2 drop$-out).ab,ti. (20) 
26     (reduc$ adj2 drop$-out).ab,ti. (72) 
27     (minimi$ adj2 dropout$).ab,ti. (33) 
28     (prevent$ adj2 dropout$).ab,ti. (111) 
29     (lessen$ adj2 dropout$).ab,ti. (0) 
30     (decreas$ adj2 dropout$).ab,ti. (63) 
31     (reduc$ adj2 dropout$).ab,ti. (203) 
32     (strateg$ adj2 drop$-out).ab,ti. (2) 
33     (strateg$ adj2 dropout$).ab,ti. (8) 
34     (loss adj2 follow-up).ab,ti. (3183) 
35     (lost adj2 follow-up).ab,ti. (14548) 
36     (loss adj2 followup).ab,ti. (48) 
37     (lost adj2 followup).ab,ti. (652) 
38     (minimi$ adj2 withdrawal).ab,ti. (93) 
39     (prevent$ adj2 withdrawal).ab,ti. (404) 
40     (lessen$ adj2 withdrawal).ab,ti. (9) 
41     (decreas$ adj2 withdrawal).ab,ti. (687) 
42     (reduc$ adj2 withdrawal).ab,ti. (1092) 
43     (minimi$ adj2 withdrawal$).ab,ti. (97) 
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44     (prevent$ adj2 withdrawal$).ab,ti. (412) 
45     (lessen$ adj2 withdrawal$).ab,ti. (9) 
46     (decreas$ adj2 withdrawal$).ab,ti. (693) 
47     (reduc$ adj2 withdrawal$).ab,ti. (1114) 
48     (strateg$ adj2 attrition).ab,ti. (17) 
49     (strateg$ adj2 drop-out).ab,ti. (1) 
50     (strateg$ adj2 dropout).ab,ti. (5) 
51     (strateg$ adj2 follow-up).ab,ti. (1092) 
52     (strateg$ adj2 followup).ab,ti. (22) 
53     (increas$ adj2 retention).ab,ti. (4080) 
54     (encourag$ adj2 retention).ab,ti. (77) 
55     (maximi$ adj2 retention).ab,ti. (152) 
56     (promot$ adj2 retention).ab,ti. (727) 
57     (improv$ adj2 retention).ab,ti. (2637) 
58     (strateg$ adj2 response$).ab,ti. (2016) 
59     (strateg$ adj2 (questionnaire$ adj3 response$)).ab,ti. (9) 
60     (increas$ adj2 (questionnaire$ adj3 response$)).ab,ti. (40) 
61     (encourag$ adj2 (questionnaire$ adj3 response$)).ab,ti. (1) 
62     (maximi$ adj2 (questionnaire$ adj3 response$)).ab,ti. (3) 
63     (promot$ adj2 (questionnaire$ adj3 response$)).ab,ti. (1) 
64     (improv$ adj2 (questionnaire$ adj3 response$)).ab,ti. (23) 
65     (increas$ adj2 response$).ab,ti. (36535) 
66     (encourag$ adj2 response$).ab,ti. (601) 
67     (maximi$ adj2 response$).ab,ti. (530) 
68     (promot$ adj2 response$).ab,ti. (3924) 
69     (improv$ adj2 response$).ab,ti. (11236) 
70     (retention adj2 strateg$).ab,ti. (692) 
71     retention rate$.ab,ti. (3246) 
72     (retention adj2 method$).ab,ti. (412) 
73     (retention adj2 technique$).ab,ti. (177) 
74     attrition rate$.ab,ti. (1748) 
75     (questionnaire$ adj3 (response$ adj2 method$)).ab,ti. (29) 
76     (questionnaire$ adj3 (response adj2 technique$)).ab,ti. (3) 
77     (questionnaire adj response rate$).ab,ti. (689) 
78     (difficult$ adj2 (retain$ or retention)).ab,ti. (245) 
79     Patient Dropouts/ (7244) 
80     1 or 2 or 3 or 4 or 5 or 6 or 7 or 8 or 9 or 10 or 11 or 12 or 13 or 14 or 15 
or 16 or 17 or 18 or 19 or 20 or 21 or 22 or 23 or 24 or 25 or 26 or 27 or 28 or 
29 or 30 or 31 or 32 or 33 or 34 or 35 or 36 or 37 or 38 or 39 or 40 or 41 or 42 
or 43 or 44 or 45 or 46 or 47 or 48 or 49 or 50 or 51 or 52 or 53 or 54 or 55 or 
56 or 57 or 58 or 59 or 60 or 61 or 62 or 63 or 64 or 65 or 66 or 67 or 68 or 69 
or 70 or 71 or 72 or 73 or 74 or 75 or 76 or 77 or 78 or 79 (256317) 
81     randomized controlled trial.pt. (425254) 
82     controlled clinical trial.pt. (91288) 
83     randomized.ab. (364059) 
84     placebo.ab. (176659) 
85     clinical trials as topic.sh. (178334) 
86     randomly.ab. (260090) 
87     trial.ti. (158896) 
88     81 or 82 or 83 or 84 or 85 or 86 or 87 (1054276) 
89     exp animals/ not humans.sh. (4280763) 
90     88 not 89 (972053) 
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91     80 and 90 (43387) 
92     exp "Feeding and Eating Disorders"/ (25424) 
93     exp Anorexia nervosa/ (11498) 
94     exp Bulimia Nervosa/ (1865) 
95     exp Suicide, attempted/ (16837) 
96     exp Self mutilation/ (3121) 
97     exp Self-injurious behavior/ (59536) 
98     exp Mood disorders/ (103490) 
99     exp Bipolar disorder/ (34994) 
100     exp Neurotic disorders/ (17974) 
101     exp Depressive disorder/ (92517) 
102     exp Dysthymic disorder/ (1062) 
103     exp depression/ (90326) 
104     exp Seasonal affective disorder/ (1135) 
105     exp anxiety/ or exp anxiety disorders/ or exp anxiety, separation/ or exp 
dental anxiety/ (128930) 
106     exp panic/ or exp panic disorder/ (8717) 
107     exp phobic disorders/ (10008) 
108     exp combat disorders/ or exp stress disorders, post-traumatic/ (26209) 
109     exp Somatoform disorders/ (17354) 
110     exp Hypochondriasis/ (2197) 
111     exp Hysteria/ (3526) 
112     exp Conversion disorder/ (2612) 
113     exp munchausen syndrome/ or munchausen syndrome by proxy/ (1739) 
114     exp Neurasthenia/ (1346) 
115     exp Fatigue syndrome, chronic/ (4796) 
116     exp Obsessive-compulsive disorder/ (12603) 
117     exp Obsessive behavior/ (1195) 
118     exp Compulsive behavior/ (9361) 
119     exp Stress, psychological/ (104897) 
120     *Mental Disorders/ (111864) 
121     exp schizophrenia/ (98181) 
122     exp paranoid disorders/ (3903) 
123     schizo$.mp. (153123) 
124     hebephreni$.mp. (274) 
125     oligophreni$.mp. (1102) 
126     psychotic$.mp. (60934) 
127     psychos#s.mp. (46522) 
128     (chronic$ adj mental$).ti,ab. (1841) 
129     (sever$ adj mental).ti,ab. (7050) 
130     (mental$ adj disorder$).ti,ab. (29226) 
131     (mental$ adj ill$).ti,ab. (28537) 
132     (emotion$ adj disorder$).ti,ab. (2168) 
133     exp "schizophrenia spectrum and other psychotic disorders"/ (137268) 
134     or/92-133 (759610) 
135     91 and 134 (3448) 
136     exp dissociative disorders/ (3797) 
137     exp personality disorders/ (37882) 
138     134 or 136 or 137 (777550) 
139     91 and 138 (3490) 
 
EMBASE(Ovid) 
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1     ((participat$ or recruit$ or enrol$ or enter$ or entry) and (trial? or study)).ti. 
(13443) 
2     (select$ adj3 (participants or patients or controls)).tw. (142299) 
3     recruit$.ab. /freq=2 (60587) 
4     participat$.ab. /freq=2 (73083) 
5     research.tw. (1342128) 
6     2 and (3 or 4 or 5) (9664) 
7     (informed consent or consent process$ or consent procedure?).tw. (53284) 
8     1 or 6 or 7 (75736) 
9     (minimi$ adj2 attrition).ab,ti. (91) 
10     (prevent$ adj2 attrition).ab,ti. (101) 
11     (lessen$ adj2 attrition).ab,ti. (2) 
12     (decreas$ adj2 attrition).ab,ti. (101) 
13     (reduc$ adj2 attrition).ab,ti. (480) 
14     (minimi$ adj2 drop-out).ab,ti. (9) 
15     (prevent$ adj2 drop-out).ab,ti. (39) 
16     (lessen$ adj2 drop-out).ab,ti. (1) 
17     (decreas$ adj2 drop-out).ab,ti. (31) 
18     (reduc$ adj2 drop-out).ab,ti. (101) 
19     (minimi$ adj2 drop-out$).ab,ti. (13) 
20     (prevent$ adj2 drop-out$).ab,ti. (47) 
21     (lessen$ adj2 drop-out$).ab,ti. (1) 
22     (decreas$ adj2 drop-out$).ab,ti. (40) 
23     (reduc$ adj2 drop-out$).ab,ti. (122) 
24     (minimi$ adj2 drop$-out).ab,ti. (10) 
25     (prevent$ adj2 drop$-out).ab,ti. (46) 
26     (lessen$ adj2 drop$-out).ab,ti. (1) 
27     (decreas$ adj2 drop$-out).ab,ti. (36) 
28     (reduc$ adj2 drop$-out).ab,ti. (112) 
29     (minimi$ adj2 dropout$).ab,ti. (40) 
30     (prevent$ adj2 dropout$).ab,ti. (128) 
31     (lessen$ adj2 dropout$).ab,ti. (1) 
32     (decreas$ adj2 dropout$).ab,ti. (77) 
33     (reduc$ adj2 dropout$).ab,ti. (237) 
34     (strateg$ adj2 drop$-out).ab,ti. (4) 
35     (strateg$ adj2 dropout$).ab,ti. (11) 
36     (loss adj2 follow-up).ab,ti. (4737) 
37     (lost adj2 follow-up).ab,ti. (22872) 
38     (loss adj2 followup).ab,ti. (98) 
39     (lost adj2 followup).ab,ti. (891) 
40     (minimi$ adj2 withdrawal).ab,ti. (144) 
41     (prevent$ adj2 withdrawal).ab,ti. (504) 
42     (lessen$ adj2 withdrawal).ab,ti. (9) 
43     (decreas$ adj2 withdrawal).ab,ti. (868) 
44     (reduc$ adj2 withdrawal).ab,ti. (1416) 
45     (minimi$ adj2 withdrawal$).ab,ti. (151) 
46     (prevent$ adj2 withdrawal$).ab,ti. (514) 
47     (lessen$ adj2 withdrawal$).ab,ti. (9) 
48     (decreas$ adj2 withdrawal$).ab,ti. (878) 
49     (reduc$ adj2 withdrawal$).ab,ti. (1443) 
50     (strateg$ adj2 attrition).ab,ti. (17) 
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51     (strateg$ adj2 drop-out).ab,ti. (3) 
52     (strateg$ adj2 dropout).ab,ti. (9) 
53     (strateg$ adj2 follow-up).ab,ti. (1539) 
54     (strateg$ adj2 followup).ab,ti. (31) 
55     (increas$ adj2 retention).ab,ti. (4810) 
56     (encourag$ adj2 retention).ab,ti. (84) 
57     (maximi$ adj2 retention).ab,ti. (169) 
58     (promot$ adj2 retention).ab,ti. (854) 
59     (improv$ adj2 retention).ab,ti. (2932) 
60     (strateg$ adj2 response$).ab,ti. (2259) 
61     (strateg$ adj2 (questionnaire$ adj3 response$)).ab,ti. (10) 
62     (increas$ adj2 (questionnaire$ adj3 
response$)).ab,ti. (53) 
63     (encourag$ adj2 (questionnaire$ adj3 response$)).ab,ti. (1) 
64     (maximi$ adj2 (questionnaire$ adj3 response$)).ab,ti. (5) 
65     (promot$ adj2 (questionnaire$ adj3 response$)).ab,ti. (1) 
66     (improv$ adj2 (questionnaire$ adj3 response$)).ab,ti. (30) 
67     (increas$ adj2 response$).ab,ti. (42610) 
68     (encourag$ adj2 response$).ab,ti. (839) 
69     (maximi$ adj2 response$).ab,ti. (709) 
70     (promot$ adj2 response$).ab,ti. (4797) 
71     (improv$ adj2 response$).ab,ti. (15843) 
72     (retention adj2 strateg$).ab,ti. (723) 
73     retention rate$.ab,ti. (4255) 
74     (retention adj2 method$).ab,ti. (874) 
75     (retention adj2 technique$).ab,ti. (198) 
76     attrition rate$.ab,ti. (2200) 
77     (questionnaire$ adj3 (response$ adj2 method$)).ab,ti. (62) 
78     (questionnaire$ adj3 (response adj2 technique$)).ab,ti. (2) 
79     (questionnaire adj response rate$).ab,ti. (950) 
80     (difficult$ adj2 (retain$ or retention)).ab,ti. (324) 
81     Participant Dropouts/ (0) 
82     9 or 10 or 11 or 12 or 13 or 14 or 15 or 16 or 17 or 18 or 19 or 20 or 21 or 
22 or 23 or 24 or 25 or 26 or 27 or 28 or 29 or 30 or 31 or 32 or 33 or 34 or 35 
or 36 or 37 or 38 or 39 or 40 or 41 or 42 or 43 or 44 or 45 or 46 or 47 or 48 or 
49 or 50 or 51 or 52 or 53 or 54 or 55 or 56 or 57 or 58 or 59 or 60 or 61 or 62 
or 63 or 64 or 65 or 66 or 67 or 68 or 69 or 70 or 71 or 72 or 73 or 74 or 75 or 
76 or 77 or 78 or 79 or 80 or 81 (116847) 
83     8 or 82 (191589) 
84     random$.tw. (1094465) 
85     placebo$.ti,ab,sh. (365359) 
86     double-blind$.tw. (164070) 
87     84 or 85 or 86 (1311578) 
88     eating disorder/ or anorexia nervosa/ or binge eating disorder/ or bulimia/ 
(39306) 
89     exp suicidal behavior/ (78654) 
90     automutilation/ (12559) 
91     exp mood disorder/ (396029) 
92     exp neurosis/ (52551) 
93     exp anxiety disorder/ (176035) 
94     anxiety/ (145205) 
95     dental anxiety/ (2057) 
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96     exp psychosomatic disorder/ (37699) 
97     chronic fatigue syndrome/ (8104) 
98     chronic stress/ or emotional stress/ or mental stress/ (85748) 
99     *mental disease/ (93464) 
100     exp psychosis/ (239967) 
101     schizo$.mp. (195580) 
102     hebephreni$.mp. (776) 
103     oligophreni$.mp. (1526) 
104     psychotic$.mp. (43108) 
105     psychos#s.mp. (110772) 
106     (chronic$ adj mental$).ti,ab. (2162) 
107     (sever$ adj mental).ti,ab. (8886) 
108     (mental$ adj disorder$).ti,ab. (36208) 
109     (mental$ adj ill$).ti,ab. (34176) 
110     (emotion$ adj disorders$).ti,ab. (2345) 
111     or/88-110 (1051509) 
112     83 and 87 and 111 (2861) 
 
PsycINFO(Ovid) 
 
1     Patient Selection/ (186) 
2     ((participat$ or recruit$ or enrol$) adj4 trial?).tw. (3138) 
3     1 or 2 (3320) 
4     Informed Consent/ (3704) 
5     informed consent.tw. (6695) 
6     4 or 5 (7730) 
7     exp Clinical Trial/ (9713) 
8     Experimental Subjects/ (3778) 
9     (trial? or study or studies or research).tw. (2039814) 
10     7 or 8 or 9 (2040228) 
11     3 or (6 and 10) (8130) 
12     (minimi$ adj2 attrition).ab,ti. (49) 
13     (prevent$ adj2 attrition).ab,ti. (66) 
14     (lessen$ adj2 attrition).ab,ti. (2) 
15     (decreas$ adj2 attrition).ab,ti. (95) 
16     (reduc$ adj2 attrition).ab,ti. (271) 
17     (minimi$ adj2 drop-out).ab,ti. (5) 
18     (prevent$ adj2 drop-out).ab,ti. (52) 
19     (lessen$ adj2 drop-out).ab,ti. (0) 
20     (decreas$ adj2 drop-out).ab,ti. (16) 
21     (reduc$ adj2 drop-out).ab,ti. (57) 
22     (minimi$ adj2 drop-out$).ab,ti. (5) 
23     (prevent$ adj2 drop-out$).ab,ti. (55) 
24     (lessen$ adj2 drop-out$).ab,ti. (0) 
25     (decreas$ adj2 drop-out$).ab,ti. (19) 
26     (reduc$ adj2 drop-out$).ab,ti. (67) 
27     (minimi$ adj2 drop$-out).ab,ti. (5) 
28     (prevent$ adj2 drop$-out).ab,ti. (65) 
29     (lessen$ adj2 drop$-out).ab,ti. (0) 
30     (decreas$ adj2 drop$-out).ab,ti. (20) 
31     (reduc$ adj2 drop$-out).ab,ti. (62) 
32     (minimi$ adj2 dropout$).ab,ti. (15) 
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33     (prevent$ adj2 dropout$).ab,ti. (317) 
34     (lessen$ adj2 dropout$).ab,ti. (0) 
35     (decreas$ adj2 dropout$).ab,ti. (99) 
36     (reduc$ adj2 dropout$).ab,ti. (226) 
37     (strateg$ adj2 drop$-out).ab,ti. (6) 
38     (strateg$ adj2 dropout$).ab,ti. (27) 
39     (loss adj2 follow-up).ab,ti. (355) 
40     (lost adj2 follow-up).ab,ti. (597) 
41     (loss adj2 followup).ab,ti. (8) 
42     (lost adj2 followup).ab,ti. (7) 
43     (minimi$ adj2 withdrawal).ab,ti. (18) 
44     (prevent$ adj2 withdrawal).ab,ti. (139) 
45     (lessen$ adj2 withdrawal).ab,ti. (9) 
46     (decreas$ adj2 withdrawal).ab,ti. (298) 
47     (reduc$ adj2 withdrawal).ab,ti. (457) 
48     (minimi$ adj2 withdrawal$).ab,ti. (19) 
49     (prevent$ adj2 withdrawal$).ab,ti. (144) 
50     (lessen$ adj2 withdrawal$).ab,ti. (9) 
51     (decreas$ adj2 withdrawal$).ab,ti. (303) 
52     (reduc$ adj2 withdrawal$).ab,ti. (463) 
53     (strateg$ adj2 attrition).ab,ti. (20) 
54     (strateg$ adj2 drop-out).ab,ti. (3) 
55     (strateg$ adj2 dropout).ab,ti. (26) 
56     (strateg$ adj2 follow-up).ab,ti. (127) 
57     (strateg$ adj2 followup).ab,ti. (2) 
58     (increas$ adj2 retention).ab,ti. (1089) 
59     (encourag$ adj2 retention).ab,ti. (57) 
60     (maximi$ adj2 retention).ab,ti. (64) 
61     (promot$ adj2 retention).ab,ti. (343) 
62     (improv$ adj2 retention).ab,ti. (1261) 
63     (strateg$ adj2 response$).ab,ti. (2034) 
64     (strateg$ adj2 (questionnaire$ adj3 
response$)).ab,ti. (7) 
65     (increas$ adj2 (questionnaire$ adj3 response$)).ab,ti. (16) 
66     (encourag$ adj2 (questionnaire$ adj3 response$)).ab,ti. (1) 
67     (maximi$ adj2 (questionnaire$ adj3 response$)).ab,ti. (4) 
68     (promot$ adj2 (questionnaire$ adj3 response$)).ab,ti. (0) 
69     (improv$ adj2 (questionnaire$ adj3 response$)).ab,ti. (12) 
70     (increas$ adj2 response$).ab,ti. (7838) 
71     (encourag$ adj2 response$).ab,ti. (169) 
72     (maximi$ adj2 response$).ab,ti. (140) 
73     (promot$ adj2 response$).ab,ti. (365) 
74     (improv$ adj2 response$).ab,ti. (1542) 
75     (retention adj2 strateg$).ab,ti. (513) 
76     retention rate$.ab,ti. (1674) 
77     (retention adj2 method$).ab,ti. (172) 
78     (retention adj2 technique$).ab,ti. (16) 
79     attrition rate$.ab,ti. (1192) 
80     (questionnaire$ adj3 (response$ adj2 method$)).ab,ti. (20) 
81     (questionnaire$ adj3 (response adj2 technique$)).ab,ti. (3) 
82     (questionnaire adj response rate$).ab,ti. (175) 
83     (difficult$ adj2 (retain$ or retention)).ab,ti. (147) 
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84     exp Treatment Dropouts/ (2227) 
85     12 or 13 or 14 or 15 or 16 or 17 or 18 or 19 or 20 or 21 or 22 or 23 or 24 
or 25 or 26 or 27 or 28 or 29 or 30 or 31 or 32 or 33 or 34 or 35 or 36 or 37 or 
38 or 39 or 40 or 41 or 42 or 43 or 44 or 45 or 46 or 47 or 48 or 49 or 50 or 51 
or 52 or 53 or 54 or 55 or 56 or 57 or 58 or 59 or 60 or 61 or 62 or 63 or 64 or 
65 or 66 or 67 or 68 or 69 or 70 or 71 or 72 or 73 or 74 or 75 or 76 or 77 or 78 
or 79 or 80 or 81 or 82 or 83 or 84 (22941) 
86     double-blind.ab,ti. (19918) 
87     "random$ assigned.".ab,ti. (28515) 
88     control.ab,ti. (356849) 
89     86 or 87 or 88 (389728) 
90     exp Experimental Attrition/ (365) 
91     85 or 90 (23177) 
92     89 and 91 (3791) 
93     exp eating disorders/ (25722) 
94     exp attempted suicide/ (8675) 
95     self-mutilation/ (1105) 
96     exp Self-Injurious Behavior/ (4198) 
97     exp affective disorders/ (136500) 
98     exp neurosis/ (7571) 
99     anxiety disorders/ (15529) 
100     exp somatoform disorders/ (11519) 
101     exp HYSTERIA/ (1981) 
102     munchausen syndrome/ or munchausen syndrome by proxy/ (321) 
103     exp chronic fatigue syndrome/ (1697) 
104     exp psychological stress/ (8067) 
105     *mental disorders/ (58903) 
106     exp psychosis/ (100398) 
107     schizoaffective disorder/ (2760) 
108     schizo$.mp. (119741) 
109     hebephreni$.mp. (533) 
110     oligophreni$.mp. (520) 
111     psychotic$.mp. (41118) 
112     psychos#s.mp. (54151) 
113     (chronic$ adj mental$).ti,ab. (2443) 
114     (severe adj mental).ti,ab. (6322) 
115     (mental$ adj disorder$).ti,ab. (43030) 
116     (mental$ adj ill$).ti,ab. (40799) 
117     (emotion$ adj disorder$).ti,ab. (3073) 
118     or/93-117 (429478) 
119     92 and 118 (492) 
120     exp dissociative disorders/ (4873) 
121     exp Personality Disorders/ (30149) 
122     118 or 120 or 121 (452579) 
123     122 and 92 (508) 
 
Cochrane Methodology Register(CMR) 
 
#1 (minimi* near/2 attrition):ab,ti  
#2 (prevent* near/2 attrition):ab,ti  
#3 (lessen* near/2 attrition):ab,ti  
#4 (decreas* near/2 attrition):ab,ti  
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#5 (reduc* near/2 attrition):ab,ti  
#6 (minimi* near/2 drop-out):ab,ti  
#7 (prevent* near/2 drop-out):ab,ti  
#8 (lessen* near/2 drop-out):ab,ti  
#9 (decreas* near/2 drop-out):ab,ti  
#10 (reduc* near/2 drop-out):ab,ti  
#11 (minimi* near/2 drop-out*):ab,ti  
#12 (prevent* near/2 drop-out*):ab,ti  
#13 (lessen* near/2 drop-out*):ab,ti  
#14 (decreas* near/2 drop-out*):ab,ti  
#15 (reduc* near/2 drop-out*):ab,ti  
#16 (minimi* near/2 drop*-out):ab,ti  
#17 (prevent* near/2 drop*-out):ab,ti  
#18 (lessen* near/2 drop*-out):ab,ti  
#19 (decreas* near/2 drop*-out):ab,ti  
#20 (reduc* near/2 drop*-out):ab,ti  
#21 (minimi* near/2 dropout*):ab,ti  
#22 (prevent* near/2 dropout*):ab,ti  
#23 (lessen* near/2 dropout*):ab,ti  
#24 (decreas* near/2 dropout*):ab,ti  
#25 (reduc* near/2 dropout*) .ab,ti  
#26 (strateg* near/2 (questionnaire* near/3 response*)):ab,ti  
#27 (increas* near/2 (questionnaire* near/3 response*)):ab,ti  
#28 (encourag* near/2 (questionnaire* near/3 response*)):ab,ti  
#29 (maximi* near/2 (questionnaire* near/3 response*)):ab,ti  
#30 (promot* near/2 (questionnaire* near/3 response*)):ab,ti  
#31 (improv* near/2 (questionnaire* near/3 response*)):ab,ti  
#32 (increas* near/2 response*):ab,ti  
#33 (encourag* near/2 response*):ab,ti  
#34 (maximi* near/2 response*):ab,ti  
#35 (promot* near/2 response*):ab,ti  
#36 (improv* near/2 response*):ab,ti  
#37 (retention near/2 strateg*):ab,ti  
#38 retention rate*:ab,ti  
#39 (retention near/2 method*):ab,ti  
#40 (retention near/2 technique*):ab,ti  
#41 attrition rate*:ab,ti  
#42 (questionnaire* near/3 (response* near/2 method*)):ab,ti  
#43 (questionnaire* near/3 (response near/2 technique*)):ab,ti  
#44 (questionnaire near response rate*):ab,ti (1145)  
#45 (difficult* near/2 (retain* or retention)):ab,ti  
#46 MeSH descriptor: [Patient Dropouts] explode all trees 
#47 (strateg* near/2 drop*-out):ab,ti  
#48 (strateg* near/2 dropout*):ab,ti  
#49 (loss near/2 follow-up):ab,ti  
#50 (lost near/2 follow-up):ab,ti  
#51 (loss near/2 followup):ab,ti  
#52 (lost near/2 followup):ab,ti  
#53 (minimi* near/2 withdrawal):ab,ti  
#54 (prevent* near/2 withdrawal):ab,ti  
#55 (lessen* near/2 withdrawal):ab,ti  
#56 (decreas* near/2 withdrawal):ab,ti  
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#57 (reduc* near/2 withdrawal):ab,ti  
#58 (minimi* near/2 withdrawal*):ab,ti  
#59 (prevent* near/2 withdrawal*):ab,ti  
#60 (lessen* near/2 withdrawal*):ab,ti  
#61 (decreas* near/2 withdrawal*):ab,ti  
#62 (reduc* near/2 withdrawal*):ab,ti  
#63 (strateg* near/2 attrition):ab,ti  
#64 (strateg* near/2 drop-out):ab,ti  
#65 (strateg* near/2 dropout):ab,ti  
#66 (strateg* near/2 follow-up):ab,ti  
#67 (strateg* near/2 followup):ab,ti  
#68 (increas* near/2 retention):ab,ti  
#69 (encourag* near/2 retention):ab,ti  
#70 (maximi* near/2 retention):ab,ti  
#71 (promot* near/2 retention):ab,ti  
#72 (improv* near/2 retention):ab,ti  
#73 (strateg* near/2 response*):ab,ti  
#74 "accrual and sample size":kw or "attitudes to trials":kw or "informed 
consent":kw  
#75 (participat* or recruit* or enrol* or select*) near/8 (trial* or research or 
study):ti or (participat* or recruit* or enrol* or select*) near/8 (trial* or research or 
study):ab  
#76 #1 or #2 or #3 or #4 or #5 or #6 or #7 or #8 or #9 or #10 or #11 or #12 or 
#13 or #14 or #15 or #16 or #17 or #18 or #19 or #20 or #21 or #22 or #23 or 
#24 or #25 or #26 or #27 or #28 or #29 or #30 or #31 or #32 or #33 or #34 or 
#35 or #36 or #37 or #38 or #39 or #40 or #41 or #42 or #43 or #44 or #45 or 
#46 or #47 or #48 or #49 or #50 or #51 or #52 or #53 or #54 or #55 or #56 or 
#57 or #58 or #59 or #60 or #61 or #62 or #63 or #64 or #65 or #66 or #67 or 
#68 or #69 or #70 or #71 or #72 or #73 or #74 or #75  
#77 "accrual and sample size":kw or "attitudes to trials":kw or "informed 
consent":kw  
#78 (participat* or recruit* or enrol* or select*) near/8 (trial* or research or 
study):ti or (participat* or recruit* or enrol* or select*) near/8 (trial* or research or 
study):ab  
#79 (#77 or #78 or #76)  
#80 MeSH descriptor: [Anorexia Nervosa] explode all trees 
#81 MeSH descriptor: [Feeding and Eating Disorders] explode all trees 
#82 MeSH descriptor: [Bulimia Nervosa] explode all trees 
#83 MeSH descriptor: [Suicide, Attempted] explode all trees 
#84 MeSH descriptor: [Self Mutilation] explode all trees 
#85 MeSH descriptor: [Self-Injurious Behavior] explode all trees 
#86 MeSH descriptor: [Mood Disorders] explode all trees 
#87 MeSH descriptor: [Bipolar Disorder] explode all trees 
#88 MeSH descriptor: [Neurotic Disorders] explode all trees 
#89 MeSH descriptor: [Depressive Disorder] explode all trees 
#90 MeSH descriptor: [Depression] explode all trees 
#91 MeSH descriptor: [Depressive Disorder, Major] explode all trees 
#92 MeSH descriptor: [Depression, Postpartum] explode all trees 
#93 MeSH descriptor: [Seasonal Affective Disorder] explode all trees 
#94 MeSH descriptor: [Anxiety] explode all trees 
#95 MeSH descriptor: [Anxiety Disorders] explode all trees 
#96 MeSH descriptor: [Stress, Psychological] explode all trees 
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#97 [mh ^" Mental Disorders " [mj]]  
#98 MeSH descriptor: [Schizophrenia] explode all trees 
#99 MeSH descriptor: [Paranoid Disorders] explode all trees 
#100 schizo*  
#101 psychotic*  
#102 hebephreni*  
#103 oligophreni*  
#104 psychos*s  
#105 (chronic* near mental*):ab,ti  
#106 (sever* near mental):ab,ti  
#107 (mental* near disorder*):ti,ab  
#108 (mental* near ill*):ti,ab  
#109 MeSH descriptor: [Panic] explode all trees 
#110 MeSH descriptor: [Panic Disorder] explode all trees 
#111 MeSH descriptor: [Phobic Disorders] explode all trees 
#112 MeSH descriptor: [Combat Disorders] explode all trees 
#113 MeSH descriptor: [Stress Disorders, Post-Traumatic] explode all trees 
#114 MeSH descriptor: [Somatoform Disorders] explode all trees 
#115 MeSH descriptor: [Hypochondriasis] explode all trees 
#116 MeSH descriptor: [Hysteria] explode all trees 
#117 MeSH descriptor: [Conversion Disorder] explode all trees 
#118 MeSH descriptor: [Munchausen Syndrome] explode all trees 
#119 MeSH descriptor: [Munchausen Syndrome by Proxy] explode all trees 
#120 MeSH descriptor: [Neurasthenia] explode all trees 
#121 MeSH descriptor: [Fatigue Syndrome, Chronic] explode all trees 
#122 MeSH descriptor: [Obsessive-Compulsive Disorder] explode all trees 
#123 MeSH descriptor: [Obsessive Behavior] explode all trees 
#124 MeSH descriptor: [Personality Disorders] explode all trees 
#125 MeSH descriptor: [Dissociative Disorders] explode all trees 
#126 MeSH descriptor: [Compulsive Behavior] explode all trees 
#127 (emotion* near disorder*):ab,ti  
#128 #80 or #81 or #82 or #83 or #84 or #85 or #86 or #87 or #88 or #89 or 
#90 or #91 or #92 or #93 or #94 or #95 or #96 or #97 or #98 or #99 or #100 or 
#101 or #102 or #103 or #104 or #105 or #106 or #107 or #108 or #109 or #110 
or #111 or #112 or #114 or #115 or #116 or #117 or #118 or #119 or #120 or 
#121 or #122 or #123 or #126 or #127 or #124 or #125 
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Appendix C Risk of bias assessment for the included studies in Chapter 2 
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Man 
2015 

Y N/
A 

Y N/
A 

N/A Uncle
ar 

Y N/
A 

Y Y Y Y Y 8 

Jeste 
2009 

Uncle
ar 

N/
A 

Y N/
A 

N/A Uncle
ar 

Y N/
A 

Y Y Y Y Y 7 

McLea
n 2014 

Y N/
A 

Y N/
A 

N/A Uncle
ar 

Uncle
ar 

Y Y Y Y Y Y 8 

Dirmai
er 
2007 

Y N/
A 

Y Y Uncle
ar 

Uncle
ar 

Y N/
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Y Y Y Y Y 9 

Hughe
s-
Morley 
2016 

Y N/
A 

Y N/
A 

Y Uncle
ar 

Y N/
A 

Y Y Y Y Y 9 

 

 
 

Appendix D Costing and sensitivity analysis for the recruitment strategies 
in Chapter 2 
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Study ID Cost resource 
kind 

Description in text Resource used 
for extrapolation 

Cost 
calculation 

Notes Possible 
minimum 

Possible 
maximum  

DeBar 2009 coffee shop 
coupon $5 

"those individuals completing the 
screener online were mailed a 
$5 coffee shop coupon for their 
efforts (no compensation was 
provided for response by mail) " 

$5 $5*1415 
 

7075.00 7075.00 

DeBar 2009 pre-paid return 
envelope mail 
out 

"Respondents had the option of 
completing a paper and pencil 
version of the screener and 
returning it by mail via a pre-paid 
return envelope or completing an 
online version." 

USPS Priority Mail 
Forever Prepaid 
Flat Rate Padded 
Envelope  

£0.73 per 
envelope 
Royal Mail 
1st class 

 
2513.39 2513.39 

DeBar 2009 online 
questionnaire  

"Respondents had the option of 
completing a paper and pencil 
version of the screener and 
returning it by mail via a pre-paid 
return envelope or completing an 
online version." 

Stewart Kirk Social 
Research & 
Evaluation 

$3.50 per 
response 
(however 
the study 
did not 
specify how 
many 
individuals 
completed 
online 
screening) 

 
8519.00 8519.00 

DeBar 2009 telephone 
interview 

"(1–2 h phone interview)" + "$50 
for baseline assessment" 

Stewart Kirk Social 
Research & 
Evaluation 

$50 per 
interview 
*3014 
individuals 
interviewed
= $150,700 

 
301400.00 301400.0

0 
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DeBar 2009 incentives for 
baseline 
assessment 

"$25 for baseline assessment" 
 

25*2863 
 

71575.00 71575.00 

Jeste 2009 Multimedia 
consent 

"The RA provided participants 
assigned to the multimedia 
consent with the printed consent 
form, and rather than listening to 
the RA read the consent aloud, 
subjects watched a DVD that 
explained the protocol. Subjects 
were encouraged to have the RA 
stop the DVD and repeat any 
segments that were unclear. " 

RA manpower, 
DVD material 
development & 
printing of the 
consent form 

1 RA salary 
Band 7 
£38,786(£5
2/hr); DVD 
material 
developmen
t cost 
approximat
ely £1,500; 
consent 
form 
printing (10 
A4 pages)  

No recruitment 
period mentioned, 
for hypothetical 
trial, assuming 
recruitment 
period from 4 
weeks to 3 
months, varies 
from 2 hrs/day to 
full time(7hrs/day) 

3640.00 26130.00 

Jeste 2009 Routine 
consent 

"To control for time spent with an 
RA and the novelty of a DVD, we 
added a 10-minute control DVD 
(describing general information 
about research) to the routine 
consent procedure. Subjects 
assigned to the routine consent 
procedure first met individually 
with a trained RA to view this 
DVD. Next, the RA provided the 
subjects with the printed 
simulated consent form and 
encouraged them to read along 
while the RA read it aloud." 

RA manpower, 
DVD material 
development & 
printing of the 
consent form 

1 RA salary 
Band 7 
£38,786; 
DVD 
material 
developmen
t cost 
approximat
ely £1,300; 
consent 
form 
printing (10 
A4 pages)  

No recruitment 
period mentioned; 
Cost would not 
differ too much 
for the 2 
strategies(B7 & 
B8) 

3440.00 25930.00 
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Morgan 
2013 

online forum "We approached 58 forums 
related to depression and other 
related problems, but only 25 
responded with permission to 
post about the study."; "Although 
some smaller forums gave 
permission to post, this was 
usually a time-consuming 
process involving signing up to 
the forum and creating a user 
account, then identifying the 
forum moderator or administrator 
and contacting them for 
permission to post, and then 
finally submitting the post and 
monitoring responses. " 

manpower assuming 
from 
2hrs/day to 
full time 
responsible 
for mailing 
and posting, 
salary Band 
7 
£38,786.(£5
2/hr) 

recruitment from 
Feb2010 to 
March 2011(13 
months). 
However no 
information on 
how many hours 
dedicated to this 
strategy.  

25740.00 38786.00 

Morgan 
2013 

links from 
webpage 

"A new page of supporters was 
created to accommodate this 
requirement. This page thanked 
each organization or website 
that had helped promote the 
study to participants. Some 
websites were generous and 
included a link and blurb on their 
home page; others listed the 
website within a section of their 
site that contained links to other 
interesting websites." 

more of a design 
feature for the 
website, difficult to 
estimate the cost. 

assuming 
from 
2hrs/day to 
full time 
responsible 
for mailing 
and posting, 
salary Band 
7 
£38,786.(£5
2/hr) 

recruitment from 
Feb2010 to 
March 2011(13 
months). 
However no 
information on 
how many hours 
dedicated to such 
strategy. 

25740.00 38786.00 
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Morgan 
2013 

Online 
community 
noticeboards 

"We explored the effectiveness 
of posting an invitation to 
participate in the study on 
websites that function as online 
community noticeboards (e.g., 
Craigslist  and Gumtree ). It is 
free to post a classified ad on 
these websites, and other 
survey-based studies have 
found them an effective 
recruitment source. However, 
although free, these websites 
are designed to offer products 
and services to local residents 
only."; "We posted the study 
notice 4 times over the 
recruitment period, and 
observed a noticeable increase 
in visits and enrollments 
coinciding with each posting." 

manpower (could 
be an RA) 

assuming 
from 
2hrs/day to 
full time 
responsible 
for mailing 
and posting, 
salary Band 
7 
£38,786.(£5
2/hr) 

recruitment 
period Feb 2010 
till Mar 2011 
However no 
information on 
how many hours 
dedicated to such 
strategy. 

25740.00 38786.00 

Morgan 
2013 

Email Groups 
or Lists 

"Yahoo! and Google provide a 
free service in which individuals 
with shared interests can join an 
online group and share 
messages and information. 
These messages are sent to 
email accounts or can be viewed 
in a Web browser. There are 
hundreds of groups related to 
mental health conditions or risk 
factors, but many of these have 
few members or have been 

manpower (could 
be an RA) 

assuming 
from 
2hrs/day to 
full time 
responsible 
for mailing 
and posting, 
salary Band 
7 
£38,786.(£5
2/hr) 

recruitment 
period Feb 2010 
till Mar 2012 

25740.00 38786.00 
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overtaken by spam messages. 
We contacted 103 relevant 
groups with a reasonable 
number of members to advertise 
the study and 32 gave their 
permission. " 

Rollman 
2008 

Waitroom 
Recruitment  

"A study recruiter stationed in a 
practice waiting room 
administered the PRIME-MD 
patient questionnaire (PQ)11 to 
screen patients for the presence 
of an anxiety disorder. " 

research 
assistants 
manpower (22 
months) 

 
RA Grade7 
salary 
(£52/hr)£38,
786/yr, total 
cost 
£77,572 

assumption: 3 
hrs/day - full time 

77220.00 77572.00 

Rollman 
2008 

EMR 
promoting 

"EpicCare® Ambulatory 
Electronic Medical Record, 
Madison, WI"; "The EMR has an 
integral messaging system that 
permits PCPs and practice staff 
to communicate with each other 
and to document care." 

GP manpower for 
referral (22 
months) 

In 
Krusche_20
14 cost per 
patient 
randomised 
is £407.65 

 
407.65 407.65 

Man 2015 Optimised 
written patient 
information 
material 

"The new versions of the 
Healthlines information sheets 
evaluated in the embedded trials 
were presented as 4-page A4 
booklets and were divided into 8 
sections (as compared with 15 
sections in the original versions), 
with contrasting colour and a 

costs of 
developing the 
optimised material, 
reminder mail & 
prepaid envelope    

According 
to 
commercial 
design 
service(AM
PM 
graphics), 
4-page A4 

 
1007.90 1007.90 
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larger font used for section 
headings, to aid navigation. The 
front page contained a ‘bulleted’ 
list of trial summary information, 
logos, a contents list and contact 
details, which were jointly 
intended to aid reader navigation 
and have visual appeal. The re-
wording of the information 
sheets included greater use of 
lay terms, short sentences and 
paragraphs. Additionally, the 
covering letters were revised by 
shortening them by around one 
third, particularly by removing 
content that was replicated in the 
information sheets, as well as 
adding ‘bullets’ for lists and 
using bold, lower case text for 
emphasis." ; "a reminder letter 
was mailed out to non-
responders after 2 weeks in 
Healthlines Depression" ; "The 
patient was requested to 
respond by returning either a 
valid consent form or a decline 
form in a pre-paid, pre-
addressed envelope. " 

booklet 
design cost 
£195. 1st 
class mail 
price = 64p, 
prepaid 1st 
class 
envelope = 
73p 
(according 
to royal mail 
2016) Total 
cost 
estimation 
682*(0.73+
0.64)+£200(
booklet 
printing 
cost)+195=
£1007.9 
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Man 2015 Original 
consent 
material 

"The original Healthlines patient 
information materials for both 
trials were 8-page A5 patient 
information sheets in booklet 
form, together with an A4 
covering letter from the general 
practitioner (GP)." 

cost of developing 
original materials 

approximat
ely £110 for 
700 A5 
booklets 
from 
commercial 
service, 1st 
class mail 
price = 64p, 
total cost 
estimation 
682*(0.64)+
110= 
£546.48 

 
546.48 546.48 

Woolhouse 
2014 

Research 
assistant 
attending 
antenatal 
booking clinic  

 "A female research assistant 
(HW) approached women 
attending the Royal Women’s 
Hospital antenatal clinic, and 
invited them to take part in the 
MindBabyBody pilot study, 
described as an evaluation of a 
group program designed to ‘help 
you reduce stress and manage 
your mood’ during pregnancy 
and the postnatal period. 
Women who expressed interest 
were provided with a Study 
Recruitment Pack, and invited to 
complete study materials and 
return them directly to the 
research team." ;"HW attended 
the antenatal clinic waiting room 

RA 6*4hr + 50 
information packs 

RA salary 
£52/hr(Ban
d 7, 
according to 
PSSRU ), 
£60 for 50 
A4 
brochures. 
Total cost 
estimation = 
£1,308 

all cost 
information 2016 

1308.00 1308.00 
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on a total of six occasions, for 
four hours on each occasion, 
distributing approximately 50 
Study Information Packs,  a 
recruitment strategy which 
yielded 14 participants." 

Woolhouse 
2014 

Recruitment 
via a study 
brochure 
mailed to 
women at time 
of booking in  

"A study information brochure 
was included with information 
sent to women when they made 
initial contact with the Women’s 
to book in to give birth at the 
hospital. The brochure provided 
information about the study and 
invited women to contact the 
study investigator directly if they 
were interested in participating. 
A Study Recruitment Pack was 
sent to all women who inquired 
about the study, with study 
materials then mailed directly 
back to the research team."; "A 
total of 2500 brochures were 
mailed out in booking in packs 
over the 8-month period, yielding 
16 participants." 

2500 brochures + 
mailing 

about 
£1,500 for 
2500 A4 
brochures, 
mail price = 
£0.73(1st 
class). Total 
cost 
estimation = 
£3,325 

all cost 
information 2016 

3325.00 3325.00 
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Woolhouse 
2014 

Recruitment 
via childbirth 
education and 
physiotherapy 
classes 

"Staff members responsible for 
childbirth education classes, and 
antenatal physiotherapy classes 
were provided with information 
about the program, and 
encouraged to pass on study 
brochures to women attending 
their classes. Through the study 
information brochure, women 
were invited to contact the study 
investigator directly if they were 
interested in participating, and 
were then sent a Study 
Recruitment Pack in the mail, 
which was returned directly to 
the research team via the reply 
paid envelope. " 

prepaid envelope  £0.73 per 
envelope 
Royal Mail 
1st class 

no information 
provided on how 
much envelopes 
were sent, 
assuming range 
from 50 to 200 

36.50 146.00 

Daley 2008 Identified by 
GPs from 
records 

"All general practices within four 
primary care trusts in 
Birmingham were informed by 
letter about the aims of the 
study. They were invited to 
assist with recruitment by 
identifying potentially eligible 
patients." "General practices and 
the mother and baby unit then 
sent invitation letters to eligible 
women and asked them to 
contact the trial team if they 
were interested in participating. " 

GP manpower, 
mailing 

GP London 
salary 
£72,414 
(median); 
1st class 
mail £64 for 
a sheet of 
100 stamps 
(2016). 
Total 
mailing cost 
96/100*64=
£ 61.44 

according to 
Krusche_2014, 
GP referral cost 
407.65/patient 

9845.04 9845.04 
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Daley 2008 Identified by 
‘mother and 
baby unit’ 

" The local specialist mother and 
baby unit was asked to do the 
same." "General practices and 
the mother and baby unit then 
sent invitation letters to eligible 
women and asked them to 
contact the trial team if they 
were interested in participating. " 

Mailing, specialist 
manpower 

total mailing 
cost 
28/100*64=
£17.92 

assuming 1 
community based 
specialist(band 7, 
salary £52/hr, 
38786/yr), 
assuming time 
engaged from 3 
hr/day to full time 

24587.92 49157.92 

Daley 2008 Identified by 
health visitors  

"Presentations about the trial 
were made to health visitors in 
each of the primary care trusts, 
and they were asked to refer 
eligible women." 

 
difficult to 
estimate 
operational 
cost 

   

Le 2007  from bilingual 
and mostly 
bicultural 
family support 
workers 

"At the Mary’s Centre, they are 
trained to 
provide intake appointments, 
conduct psychosocial needs 
assessments, and provide case 
management for their clients. 
All potential clients take a 
pregnancy test, and if positive, 
they were assigned to one of the 
Mary’s Centre family support 
workers who functions as a case 
manager during 
and after pregnancy." 

family support 
workers 

According 
to PSSRU 
2016 cost 
reference, 
Band 3 cost 
£25/hr, 
salary 
£18,640, 
assuming 
similar 
recruitment 
window and 
level of 
manpower, 
total cost 
18640*8*2=
298,240 

no numbers of 
workers 
mentioned, 
assuming full time 

298240.00 298240.0
0 
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Le 2007 from research 
staff who 
recruited 
potential 
participants in 
the waiting 
rooms 

"all staff were trained to be 
sensitive to 
recruiting individuals within a 
busy community health clinic, 
and to be culturally sensitive 
(e.g., using personalismo) 
when approaching women. The 
research staff included two 
advanced undergraduate 
students majoring in psychology, 
two graduate clinical psychology 
students, and four post BA 
and MA level staff." 

8 research staff RA Salary 
Band 7 
£38,786, 
total cost 
(£52/hr) 
38786*2*8=
£620,576 

recruitment from 
Jan 2005 till Dec 
2006(2 yrs.) 
assuming from 3 
hr/day to full time 

524160.00 620576.0
0 

Schlernitza
uer 1998 

Advertisement 
in newspaper 

We further expanded recruitment 
strategies through the use of 
advertisements in local 
newspapers after review and 
approval by the Biomedical 
Institutional Review Board and 
the legal department of the 
University of Pittsburgh Medical 
Center. The advertisement 
was published repeatedly over 
several years, generally 
appearing in the front section of 
the paper, within the first 10 
pages. 

Local newspaper: 
take the Evening 
Standard, the rates 
of  adverts for a 
clinical trial is 
65/scc/day. For the 
message in the 
text, a 2*9 column 
appears to be 
suitable. Assuming 
advertising once a 
week, total cost 
over 5 years = 
52*5*65*18=30420
0 

Assuming 
advertising 
once a 
week, total 
cost over 5 
years = 
52*5*65*18
=304200 

rates for a column 
of similar size 
differs between 
newspapers; 
also, frequency of 
advertising may 
vary  

304200.00 1000000.
00 

HughesMo
rley_2016* 

PPIR leaflet "We then organised 
an expert workshop involving 27 
key stakeholders 
including 10 service users with 

Organising 
workshop: 
assumed no cost. 
Sending leaflet to 

0.73*5382+
60+20 = 
4008.86 

 
4008.86 4088.86 
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severe mental illness and 
two carers of people with severe 
mental illness, who 
were either EQUIP PPIR 
members or belonged to the 
EQUIP trial target population." 
"Once the 
initial version was developed, we 
asked for contributions 
from the EQUIP host trial 
researchers (chiefly to check 
for accuracy); their input did not 
change the content or 
format of the leaflet. The leaflet 
was then sent to a professional 
graphic designer in a company 
with significant 
expertise in designing patient 
communication materials 
(www.makingsense.co.uk)." 

professional 
graphic designer : 
consultation costs 
assumed £20 to 
£60 /hr, 1-2 hr 
spent.  Cost of 
printing leaflets 
(n=5382): £60 - 
£100 
(https://www.afford
ableleaflets.co.uk/l
eaflets/a5-
leaflets.html) . 
Mailing cost 
£0.73/stamp 

HughesMo
rley_2016* 

Mailing 
invitation 

 
Mailing cost 
£0.73/stamp 

0.73 * 2800 
= 2044 

 
2044.00 2044.00 
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Appendix E Search strategies for Chapter 3 
 
MEDLINE (Ovid) 
 
1. *Mental Disorders/  
2. exp schizophrenia/  
3. exp paranoid disorders/  
4. schizo$.mp.  
5. hebephreni$.mp.  
6. oligophreni$.mp.  
7. psychotic$.mp.  
8. psychos#s.mp.  
9. (chronic$ adj mental$).ti,ab.  
10. (sever$ adj mental).ti,ab.  
11. (mental$ adj disorder$).ti,ab.  
12. (emotion$ adj disorder$).ti,ab.  
13. exp "schizophrenia spectrum and other psychotic disorders"/  
14. or/1-13  
15. economics/  
16. exp "Costs and Cost Analysis"/  
17. cost of illness/  
18. exp health care costs/  
19. economic value of life/  
20. exp economics medical/  
21. exp economics hospital/  
22. economics pharmaceutical/  
23. exp "Fees and Charges"/  
24. (econom$or cost or costs or costly or costing or price or pricing or 
pharmacoeconomic$).tw.  
25. (value adj1 money).tw.  
26. expenditure$not energy.tw.  
27. budget$.tw.  
28. cost benefit analysis/  
29. cost effectiveness analysis/  
30. cost minimization analysis/  
31. cost utility analysis/  
32. economic evaluation/  
33. or/15-32  
34. 14 and 33 
 
University of York Centre for Reviews and Dissemination database 
 
1. MeSH DESCRIPTOR Mental Disorders EXPLODE ALL TREES  
2. MeSH DESCRIPTOR Antipsychotic Agents EXPLODE ALL TREES IN 
NHSEED  
3. MeSH DESCRIPTOR Schizophrenia EXPLODE 1 IN NHSEED 
4. MeSH DESCRIPTOR Psychotic Disorders EXPLODE 1 IN NHSEED 
5. MeSH DESCRIPTOR Antipsychotic Agents EXPLODE ALL TREES  
6. MeSH DESCRIPTOR Antipsychotic Agents EXPLODE ALL TREES IN 
NHSEED  
7. 3 OR #4 OR #6  
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Appendix F Analysis code script for the cost-effectiveness model in 
Chapter 4 and Chapter 5 (implemented in R) 
 

R code for Chapter 4 
 
nYr <- 10 

nPt <- 1000 

##Setting the model structure / reset model parameters 

timeseq <- seq(0, nYr, 1/12) #cycle sequence 

nCycle <- length(timeseq) #number of cycles 

nStates <- c(1,2,3) #Health States 'Stable' == 1, 'Relapsed' == 2,'Death' == 3 

CVDstates <- c(0,1,2) #Cardiovascular events 'no CVD' == 0, 'Primary CHD' == 

1, 'Primary CAV' == 2 

CHDstates <- c(1,2,3,4,5) #CHD subtype "stable angina" == 1, "unstable angina" 

== 2, "MI" == 3, "Surgery"==4, others == 5, fatal==6 

CVAstates <- c(1,2,3,4) #CVA subtype "TIA"==1, "haemorrhagic stroke" == 2, 

"ischaemic stoke" == 3, others == 4, fatal == 5s 

trans_array <- array(0,dim = c(nCycle,length(nStates),1000))#setting initial 

transition probability matrix, using a 3-d array 

Stateno <- matrix(0, nrow=nCycle+1, ncol = 1000) #retruns which health state 

individual is in at current cycle 

Stateno [1,] <- 1 

Stateno [2,] <- 1 #all individual starts at stable 

i_compli <- rep(0,1000) #compliance indicator 

 

#initiating other comorbidities - CJS 

r_DMII <- rep(0,1000) 

r_CJS <- rep(0,1000) 

r_court <- rep(0,1000) 

r_prison <- rep(0,1000) 

r_EPS <- rep(0,1000) 

r_relapse <- rep(0,1000) 

state_CVD <- matrix(0, nrow=1000, ncol = nCycle) 

state_CHD <- matrix(0, nrow=1000, ncol = nCycle) 

state_CVA <- matrix(0, nrow=1000, ncol = nCycle) 

state_EPS <-rep(0,1000) 

state_DMII <- rep(0,1000) 

state_CJS <- rep(0,1000) 

state_court <- rep(0,1000) 

state_prison <- rep(0,1000) 

cycle_prison <- rep(0,1000) 

rel_prison <- rep(0,1000) 

r_CVA <- rep(0,1000) 

r_CHD <- rep(0,1000) 

servicecost_month <- matrix(0,nrow=nPt, ncol=nCycle) 

societalcost_month <- matrix(0,nrow=nPt, ncol=nCycle) 

relapsecost_month <- matrix(0, nrow=nPt, ncol=nCycle) 

CVDcost_month <- matrix(0,nrow=nPt, ncol=nCycle) 

CVDcost <- matrix(0,nrow=nPt, ncol=nYr) 

relapsecost <- matrix(0,nrow=nPt, ncol=nYr) 

servicecost <- matrix(0,nrow=nPt, ncol=nYr) 

societalcost <- matrix(0,nrow=nPt, ncol=nYr) 

psychinpat_month <- matrix(0,nrow=nPt, ncol=nCycle) 

psychinpat_yr <- matrix(0,nrow=nPt, ncol=nYr) 

utility <- matrix(0, nrow=1000, ncol = nCycle) 

QALY<-matrix(0, nrow=1000, ncol=nYr) 

discount <- 0.035 

r_radar <- matrix(0, nrow=nPt, ncol=nCycle+1) 

extra<-as.data.frame(matrix(0,1,1000)) 

extracol <- rep(0,1000) 

 

 

############################################################################## 

############################################################################## 

###################################### Variable list  

############################################################################## 

############################################################################## 
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#############################  Transition probabilities 

########################### 

 

#monthly relapse risk 

  r_relapse <- rep(0.008558231, 1000) #base case maintenance relapse 

  #r_relapse <- rep(0.009414,1000) #base case RADAR relapse (best case 

scenario, 10% non-inferiority margin) 

  #r_relapse <- rep(0.0242348, 1000) #base case RADAR relapse (worst case 

scenario) 

  #monthly mortality (adjusted from annual, predefined and update each year. * 

non-PSA) 

  alpha <- log(r_relapse[1]/0.00855) 

  r_morta <- rep(0,1000)#morality matrix 

 

 

#compliance probability 

r_compli <- 1 

  #monthly risk of Diebetes 

  r_DMII <- rep(0.01, 1000) 

  #criminal justice contact risk (monthly, adjusted from annual) 

  r_CJS <- rep(0.035,1000) 

  #chance of a court charge after criminal justice contact 

  r_court <- rep(0.203,1000) 

  #chance of imprisonment after court charge 

  r_prison <- rep(0.394,1000) #base case Lin 2014 

  #chance of being discharged from hospitalisation within a month (1 cycle) 

  r_recover <- rep(0.8,1000) #recover rates (predefined, vector) 

 

  #############################  Utilities & disutilities  

################################### 

 

#Stable schizophrenia 

  u_stable <- 0.799 

  #Serious relapse schizophrenia (hospitalisation) 

  u_relapse <- 0.27 

  #disutility with CHD (all absolute value, positive) 

  u_SF <- 0 

  #social fuction improvement (purported, assumption) 

  du_UA <- 0.216 

  du_SA <- 0.216 

  du_MI <- 0.072 

  du_CAS <- 0.072 

  du_unclassCHD <- 0.101 

  #disutility with CVA 

  du_TIA <- 0.088 

  du_HS <- 0.185 

  du_IS <- 0.185 

  du_unclassCVA <- 0.153 

  #disutility with DMII 

  du_DMII <- 0.151 

  #disutility with EPS 

  du_EPS <- 0.074 

 

  disu_EPS <- 0 

  disu_DMII <- 0 

  disu_CVD <- 0 

 

  ############################ Cost components ############################# 

#For PSA, all cost take 70% of the mean as SE for Gamma distribution 

#CVD event cost (PRIMROSE economic model) 

##CHD 

c_UA <- 220 

  ci_UA <- 566 

  c_SA <- 220 

  ci_SA <- 220 

  ci_MI <- 5720 

  c_MI <- 220 

  ci_CAS <- 6008 

  ci_unclassCHD <- 2169 

  c_unclassCHD <- 220 
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  ##CVA 

  ci_TIA <- 1368 

  c_TIA <- 340 

  ci_HS <- 10347 

  c_HS <- 2782 

  ci_IS <- 10347 

  c_IS <- 2782 

  ci_unclassCVA <- 5858 

  c_unclassCVA <- 1561 

  #DMII treatment cost (UKPDS cost) 

  c_DMII <- 199 

  #EPS treatment cost (Procyclidine, 5mg/day for 3 months + 1 psychiatist 

visit) 

  c_EPS <- 177 

  #Relapse cost (acute hospital) 

  ##Acute hospital (per day) 

  c_hospital <-259 

  ##Olanzapine (included in DATA) 

  #Service use cost () 

  ##Outpatient psychiatric visits 

  c_outpatpsyvist <- 283.97 

  ##Outpatient other visits 

  c_outpatothvist <- 119.84 

  ##Day hospital visits 

  c_Dayhospvist <- 119.84 

  ## Community mental health centre visits 

  c_Commhcvist  <- 133 

  ## Day care centre visits 

  c_dayccvist <-54 

  ## Specialist ed54ucation 

  c_spedu <-54 

  ## Psychiatrist visits 

  c_psycvit <-300 

  ## CPN visits 

  c_cpnvist <- 26 

  ## GP visits <- 

  c_gpvist <- 66 

  #AP cost () 

  #Societal cost (criminal justice) 

  c_prison <- 3518 

  c_court <- 500 

  c_CJS <- 540 

 

 

 

 

  aprelapse <- read.csv(file = "AP_nice_para.csv", header = T) 

 

 

  AP.ab <- as.vector(aprelapse$AP) 

  popAP1<- as.vector(pop$AP1.abbr) 

  r_EPS_ola <- grep(AP.ab[1], popAP1, value = FALSE) 

  r_EPS_ami <- grep(AP.ab[2], popAP1, value = FALSE) 

  r_EPS_zot <- grep(AP.ab[3], popAP1, value = FALSE) 

  r_EPS_ari <- grep(AP.ab[4], popAP1, value = FALSE) 

  r_EPS_pal <- grep(AP.ab[5], popAP1, value = FALSE) 

  r_EPS_ris <- grep(AP.ab[6], popAP1, value = FALSE) 

  r_EPS_hal <- grep(AP.ab[7], popAP1, value = FALSE) 

  r_EPS[r_EPS_ola] <- aprelapse$monthly[1] 

  r_EPS[r_EPS_ami] <- aprelapse$monthly[2] 

  r_EPS[r_EPS_zot] <- aprelapse$monthly[3] 

  r_EPS[r_EPS_ari] <- aprelapse$monthly[4] 

  r_EPS[r_EPS_pal] <- aprelapse$monthly[5] 

  r_EPS[r_EPS_ris] <- aprelapse$monthly[6] 

  r_EPS[r_EPS_hal] <- aprelapse$monthly[7] 

  r_lai <- grep("-D", popAP1, value = FALSE) 

  r_EPS[r_lai] <- aprelapse$monthly[9] 

 

  #Assuming other APs has same relapse risk to Paliperidone 
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  for (i in 1:1000){ 

    if (r_EPS[i] == 0){ 

      r_EPS[i] <- aprelapse$monthly[4] 

    } 

  } 

 

APstatus <- data.frame(pop$Latest_atypical_drug, pop$Latest_typical_drug) 

 

 

############################################################################ 

############################################################################ 

##########  10 years Simulated Patient-Level Markov Model  Maintenance v 3.0     

############################################################################ 

############################################################################ 

 

set.seed(135) 

for (i in 1:1000) { #individual simulation from data 

 

  for (j in 2:nCycle){ 

 

    #determining patient path in the model 

    #algorithm for transition probability matrix 

    r_CVA <- 0.000181546271 *1.151 * ((j-

1)/12)^(0.151)*(exp(0.072*pop$Latest_age-

0.004*pop$Sex_recoded+0.011*pop$Latest_sbp+0.296*pop$Latest_antiht+ 

                                                        

0.043*pop$Lastest_tc-1.108*pop$Latest_hdl+1.241*pop$Latest_lipid_drug-

0.015*pop$Latest_weight- 

                                                        

0.399*pop$Latest_height+0.171*pop$Latest_diabetes-

0.021*pop$Ex_Smoker+0.176*pop$Smoker+0.123*pop$Latest_any_antidepressant+ 

                                                        

0.380*pop$Latest_Hx_of_heavy_drinking-

0.051+0.270*pop$Latest_typical_drug+0.129*pop$Latest_atypical_drug)) 

 

    ### CVA, TIA, haemorrhagic stroke, ischaemic/unclassified stroke and 

unspecified CVA 

 

    r_CHD <- 0.00092658942 * 1.058* ((j-1)/12) ^(0.058) * 

(exp(0.05*pop$Latest_age-

0.764*pop$Sex_recoded+0.006*pop$Latest_sbp+0.629*pop$Latest_antiht+ 

                                                          

0.282*pop$Lastest_tc-0.771*pop$Latest_hdl+1.287*pop$Latest_lipid_drug-

0.002*pop$Latest_weight- 

                                                          

1.59*pop$Latest_height+0.492*pop$Latest_diabetes+0.113*pop$Ex_Smoker+0.416*pop

$Smoker+0.194*pop$Latest_any_antidepressant+ 

                                                          

0.327*pop$Latest_Hx_of_heavy_drinking+0.006+0.045*pop$Latest_typical_drug-

0.303*pop$Latest_atypical_drug)) 

    #r_CHD <- 1-(1-r_CHD)^(1/12) 

    if (Stateno[j,i]==1) { #if patient is stable 

      if(pop$Sex_men[i]==1){ #calculating mortality based on sex and gender, 

by the CVD death mutiplyer 

        r_morta[i] <- lifetb[pop$Latest_age[i],(pop$Sex_recoded[i]+2)]*2.5 

#mortality rate from the life table by age&sex 

      } 

      else if(pop$Sex_men[i]==0){ #calculating mortality 

        r_morta[i] <- lifetb[pop$Latest_age[i],(pop$Sex_recoded[i]+2)]*1.78 

      } 

      i_compli[i]<-rbinom(1,1,r_compli) 

      trans_array[j,,i] <- c(1-r_relapse[i]*exp(1-i_compli[i])-r_morta[i], 

r_relapse[i]*exp(1-i_compli[i]), r_morta[i]) 

      #CVD risk already predefined in the primrose model 

      if (pop$latest_CHD[i] + pop$latest_CVA[i] == 0){ 

        state_CVD[i,j] <- sample(CVDstates, size = 1, replace = TRUE, prob = 

c(1-r_CHD[i]-r_CVA[i], r_CHD[i], r_CVA[i])) 

      } 

      else {state_CVD[i,j] <- state_CVD[i, j-1]}   

      if(pop$Latest_diabetes[i] == 1){ 
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        state_DMII[i]<-1 

      } 

      else if(pop$Latest_diabetes[i] == 0){ 

        state_DMII[i] <- rbinom(1,1,r_DMII[i]) 

      } 

 

      state_EPS[i] <- rbinom(1,1,r_EPS[i]) 

      state_CJS[i] <- rbinom(1,1,r_CJS[i]) 

 

      #calculate the utility and cost 

 

      utility[i,j] <- u_stable/12 #schizophrenia stable utility 

      if (state_CVD[i,j] == 1) { 

        pop$latest_CHD[i] <- 1 #marking in baseline data CHD 

        if (state_CHD[i,j-1] == 0){ #check whether this is initiation of 

events 

 

          state_CHD[i,j] <- sample(CHDstates, size=1, replace = T, prob = 

c(r_UA, r_SA, r_MI, r_CAS, r_unclassCHD)) 

        } 

        else { 

          state_CHD[i,j] <- state_CHD[i,j-1] 

        } 

        if(state_CHD[i,j] == 1){ 

          disu_CVD <- du_UA/12 

 

          if(state_CHD[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_UA #if 

initiation, treatment cost applies 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_UA/12} 

        } 

        if(state_CHD[i,j] == 2){ 

            disu_CVD <- du_SA/12 

            if(state_CHD[i,j-1]==0){ 

              servicecost_month[i,j] <- servicecost_month[i,j] + ci_SA #if 

initiation, treatment cost applies 

            } 

            else {servicecost_month[i,j]<- servicecost_month[i,j] + c_SA/12} 

        } 

        if(state_CHD[i,j] == 3){ 

          disu_CVD <- du_MI/12 

          if(state_CHD[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_MI #if 

initiation, treatment cost applies 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_MI/12} 

        } 

        if(state_CHD[i,j] == 4){ 

          disu_CVD <- du_CAS/12 

          if(state_CHD[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_CAS #if 

initiation, treatment cost applies 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j]} 

        } 

        if(state_CHD[i,j] == 5){ 

          disu_CVD <- du_unclassCHD/12 

          if(state_CHD[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_unclassCHD 

#if initiation, treatment cost applies 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + 

c_unclassCHD/12} 

        } 

      } 

      else if (state_CVD[i,j] == 2){ 

        pop$latest_CVA [i] <- 1 

        if (state_CVA[i,j-1] == 0){ #check whether this is initiation of 

events 
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          state_CVA[i,j] <- sample(CVAstates, 1, replace=T, prob = c(r_TIA, 

r_HS, r_IS, r_unclassCVA)) 

        } 

        else { 

          state_CVA[i,j] <- state_CVA[i,j-1] 

        } 

 

        if(state_CVA[i,j] == 1){ 

          disu_CVD<-du_TIA/12 

          if(state_CVA[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_TIA #if 

initiation, treatment cost applies 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_TIA/12} 

        } 

        if(state_CVA[i,j] == 2){ 

          disu_CVD<-du_HS/12 

          if(state_CVA[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_HS #if 

initiation, treatment cost applies 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_HS/12} 

        } 

        if(state_CVA[i,j] == 3){ 

          disu_CVD<-du_IS/12 

          if(state_CVA[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_IS #if 

initiation, treatment cost applies 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_IS/12} 

        } 

        if(state_CVA[i,j] == 4){ 

          disu_CVD<-du_unclassCVA/12 

          if(state_CVA[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_unclassCVA 

#if initiation, treatment cost applies 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + 

c_unclassCVA/12} 

        } 

      } 

      if (state_DMII[i] == 1) { 

        pop$Latest_diabetes[i]<-1 

        servicecost_month[i,j]<- servicecost_month[i,j]+c_DMII/12 

        disu_DMII <- du_DMII/12 

      } 

      if (state_EPS[i] == 1){ 

        disu_EPS <- du_EPS/12 

        servicecost_month[i,j]<- servicecost_month[i,j]+c_EPS/12 

      } 

 

      utility[i,j]<- utility[i,j] - max(disu_CVD,disu_DMII,disu_EPS) 

#(absolute value here) 

 

      if (state_prison[i]==1){ #registering whether patient's in Prison 

        if (j == rel_prison[i]){ 

          state_prison[i] <- 0 

        } 

        else {state_prison[i] <- 1} 

      } 

      else if (state_prison[i]==0){ 

        if (state_CJS[i] == 1) { 

          societalcost_month[i,j] <- societalcost_month[i,j] + c_CJS 

          state_court[i]<-rbinom(1,1, r_court[i]) 

          if (state_court[i] == 1) { 

            societalcost_month[i,j] <- societalcost_month[i,j] + c_court 

            state_prison[i] <- rbinom(1,1, r_prison[i]) 

            if (state_prison[i] ==1){ 

              cycle_prison[i] <- round(rgamma(n = 1,shape = 3, scale = 16)) 

#asuumption average 4 years length sentences #UK Prison Population Statistics 
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              rel_prison[i] <- j+cycle_prison[i] 

              societalcost_month[i,j] <- societalcost_month[i,j] + 

c_prison*cycle_prison[i] 

            } 

          } 

        } 

      }#print(utility[i,j]) 

      servicecost_month[i,j] <- 

servicecost_month[i,j]+(pop$Annual.cost.1[i]+pop$Annual.cost.2[i])/12 + 

        

(c_outpatpsyvist/6*1.4+c_outpatothvist/6*0.1+c_Dayhospvist/6*2.3+c_Commhcvist/

6*2.4+c_dayccvist/6*5.9+c_spedu/6*2.9+ c_cpnvist/6*12.6 + c_psycvit/6*2.5 

+c_gpvist/6*1.8) 

    } 

 

 

    else if (Stateno[j,i]==2) { 

      if(pop$Sex_men[i]==1){ 

        r_morta[i] <- lifetb[pop$Latest_age[i],(pop$Sex_recoded[i]+2)]*6.91 

#mortality rate from the life table by age&sex 

      } 

      else if(pop$Sex_men[i]==0){ 

        r_morta[i] <- lifetb[pop$Latest_age[i],(pop$Sex_recoded[i]+2)]*7.9 

      } 

      trans_array[j,,i] <- c(r_recover[i], 1-r_recover[i]-r_morta[i], 

r_morta[i]) 

      if (1-r_recover[i]-r_morta[i] <0) {trans_array[j,2,i] <- 0}  #### 

check if the remaining probabilty smaller than 0 

      #criminal justice 

 

      if (pop$latest_CHD[i] + pop$latest_CVA[i] == 0){ 

 

      state_CVD[i,j] <- sample(CVDstates, size = 1, replace = T, prob = c(1-

r_CHD[i]-r_CVA[i], r_CHD[i], r_CVA[i])) 

      } 

      else {state_CVD[i,j] <-state_CVD[i, j-1]} 

 

      if(pop$Latest_diabetes[i] == 1){ 

        state_DMII[i]<-1 

      } 

      else if(pop$Latest_diabetes[i] == 0){ 

        state_DMII[i] <- rbinom(1,1,r_DMII[i]) 

      } 

 

      state_EPS[i] <- rbinom(1,1,r_EPS[i]) 

      state_CJS[i] <- rbinom(1,1,(r_CJS[i]* 1.53)) 

 

      #calculate the utility (how to get a composite utility for 

comorbidities?) 

 

      utility[i,j] <- u_relapse/12 #schizophrenia relapse utility 

      if (state_CVD[i,j] == 1) { 

        pop$latest_CHD[i] <- 1 

        if (state_CHD[i,j-1] == 0){ #check whether this is initiation of 

events 

          state_CHD[i,j] <- sample(CHDstates, 1, replace = T, prob = c(r_UA, 

r_SA, r_MI, r_CAS, r_unclassCHD)) 

        } 

        else { 

          state_CHD[i,j] <- state_CHD[i,j-1] 

        } 

        if(state_CHD[i,j] == 1){ 

          disu_CVD <- du_UA/12 

 

          if(state_CHD[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_UA #if 

initiation, treatment cost applies 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_UA/12} 

        } 
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        if(state_CHD[i,j] == 2){ 

          disu_CVD <- du_SA/12 

          if(state_CHD[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_SA #if 

initiation, treatment cost applies 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_SA/12} 

        } 

        if(state_CHD[i,j] == 3){ 

          disu_CVD <- du_MI/12 

          if(state_CHD[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_MI #if 

initiation, treatment cost applies 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_MI/12} 

        } 

        if(state_CHD[i,j] == 4){ 

          disu_CVD <- du_CAS/12 

          if(state_CHD[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_CAS #if 

initiation, treatment cost applies 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j]} 

        } 

        if(state_CHD[i,j] == 5){ 

          disu_CVD <- du_unclassCHD/12 

          if(state_CHD[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_unclassCHD 

#if initiation, treatment cost applies 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + 

c_unclassCHD/12} 

        } 

      } 

      else if (state_CVD[i,j] == 2){ 

        pop$latest_CVA [i] <- 1 

        if (state_CVA[i,j-1] == 0){ #check whether this is initiation of 

events 

          state_CVA[i,j] <- sample(CVAstates, 1, replace=T, prob = c(r_TIA, 

r_HS, r_IS, r_unclassCVA)) 

        } 

        else { 

          state_CVA[i,j] <- state_CVA[i,j-1] 

        } 

 

        if(state_CVA[i,j] == 1){ 

          disu_CVD<-du_TIA/12 

          if(state_CVA[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_TIA #if 

initiation, treatment cost applies 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_TIA/12} 

        } 

        if(state_CVA[i,j] == 2){ 

          disu_CVD<-du_HS/12 

          if(state_CVA[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_HS #if 

initiation, treatment cost applies 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_HS/12} 

        } 

        if(state_CVA[i,j] == 3){ 

          disu_CVD<-du_IS/12 

          if(state_CVA[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_IS #if 

initiation, treatment cost applies 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_IS/12} 

        } 

        if(state_CVA[i,j] == 4){ 
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          disu_CVD<-du_unclassCVA/12 

          if(state_CVA[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_unclassCVA 

#if initiation, treatment cost applies 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + 

c_unclassCVA/12} 

        } 

      } 

      if (state_DMII[i] == 1) { 

        pop$Latest_diabetes[i]<-1 

        servicecost_month[i,j]<- servicecost_month[i,j]+c_DMII/12 

        disu_DMII <- du_DMII/12 

      } 

      if (state_EPS[i] ==1){ 

        disu_EPS <- du_EPS/12 

        servicecost_month[i,j]<- servicecost_month[i,j]+c_EPS/12 

      } 

 

      utility[i,j]<- utility[i,j] + min(disu_CVD,disu_DMII,disu_EPS) 

 

      if (state_prison[i]==1){ #registering whether patient's in Prison 

        if (j == rel_prison[i]){ 

          state_prison[i] <- 0 

        } 

        else {state_prison[i] <- 1} 

      } 

      else if (state_prison[i]==0){ 

        if (state_CJS[i] == 1) { 

          societalcost_month[i,j] <- societalcost_month[i,j] + c_CJS 

          state_court[i]<-rbinom(1,1, r_court[i]) 

          if (state_court[i] == 1) { 

            societalcost_month[i,j] <- societalcost_month[i,j] + c_court 

            state_prison[i] <- rbinom(1,1, r_prison[i]) 

            if (state_prison[i] ==1){ 

              cycle_prison[i] <- round(rgamma(n = 1,shape = 3, scale = 16)) 

#asuumption average 4 years length sentences #UK Prison Population Statistics 

              rel_prison[i] <- j+cycle_prison[i] 

              societalcost_month[i,j] <- societalcost_month[i,j] + 

c_prison*cycle_prison[i] 

            } 

          } 

        } 

      }#print(utility[i,j]) 

      servicecost_month[i,j] <- 

servicecost_month[i,j]+(pop$Annual.cost.1[i]+pop$Annual.cost.2[i]+as.numeric(A

Plist$Annual.cost....[10]))/12 + 

        

(c_outpatpsyvist/6*2.1+c_outpatothvist/6*0.3+c_Dayhospvist/6*2.1+c_Commhcvist/

6*1.4+c_dayccvist/6*0.9+c_psycvit/6*2.3+ c_cpnvist/6*5.2 + c_gpvist/6*1.6) + 

c_hospital *30 

      relapsecost_month[i,j] <- 

(pop$Annual.cost.1[i]+pop$Annual.cost.2[i]+as.numeric(APlist$Annual.cost....[1

0]))/12 + 

        

(c_outpatpsyvist/6*2.1+c_outpatothvist/6*0.3+c_Dayhospvist/6*2.1+c_Commhcvist/

6*1.4+c_dayccvist/6*0.9+c_psycvit/6*2.3+ c_cpnvist/6*5.2 + c_gpvist/6*1.6) + 

c_hospital *30 

    } 

    else if (Stateno[j,i]==3) {utility[i,j] <- 0 ; break} 

 

    #print(utility[i,j]) 

    #sampling the next health states from trans vector 

    #print(trans_array[j,,i]) 

    if (j >= nCycle) break 

    set.seed(135) 

    Stateno[j+1,i] <- sample(nStates, size = 1, replace = TRUE, prob = 

trans_array[j,,i]) 

    #print(Stateno[j+1,i]) 
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    #creating parameters of co-morbidity -- a different set of probabilities 

from which it is sample every circle 

    if (j %% 12 == 0) { 

      pop$Latest_age[i] <- pop$Latest_age[i] + 1 #every calendar year, 

calculating the yearly cost and utility 

      societalcost[,j/12]<-(rowSums(societalcost_month[,c((j-

11):j)]))/(1+discount)^(j/12) 

      servicecost[,j/12]<-(rowSums(servicecost_month[,c((j-

11):j)]))/(1+discount)^(j/12) 

      QALY[ ,j/12] <- rowSums(utility[ ,c((j-11):j)])/(1+discount)^(j/12) 

      #cost_maintenance <- societalcost + servicecost 

      print(c(i,j))#print(QALY) 

    } 

  }#treatment allocation --> antipsychotic mantainance 

 

  #print(i) 

  write.csv(Stateno, file = '~/Documents/Markov 

Tutorial/results/Transtrajec.csv', row.names = T) 

  write.csv(servicecost, file = '~/Documents/Markov 

Tutorial/results/servicecost.csv', row.names = T) 

  write.csv(societalcost, file = '~/Documents/Markov 

Tutorial/results/societalcost.csv', row.names = T) 

  write.csv(QALY, file ='~/Documents/Markov Tutorial/results/QALY.csv', 

row.names = T) 

  #} 

} 

totalcost <- servicecost+societalcost 

cost_10yr_M<- rowSums(totalcost) 

QALY_10yr_M<- rowSums(QALY) 

 

 

 

############################################################################ 

############################################################################ 

################ 10 YEARS  Simulated Patient-Level Markov Model -  RADAR  

############################################################################ 

############################################################################ 

 

c_radar<-c(0.2,0.3,0.4,0.5,0.75,0.8,1,0) 

set.seed(122) 

for (i in 1:1000) { #individual simulation from data 

 

  for (j in 2:nCycle){ 

    if (j == 2){ 

    r_radar[i,2] <- 1 #r_radar, radar indicator 1 full maintanance, 0 

discontinuation 

    } 

    r_CVA <- 1-(1-(0.000181546271 *1.151 * ((j-

1)/12)^(0.151)*(exp(0.072*pop$Latest_age-

0.004*pop$Sex_recoded+0.011*pop$Latest_sbp+0.296*pop$Latest_antiht+ 

                                                        

0.043*pop$Lastest_tc-1.108*pop$Latest_hdl+1.241*pop$Latest_lipid_drug-

0.015*pop$Latest_weight- 

                                                        

0.399*pop$Latest_height+0.171*pop$Latest_diabetes-

0.021*pop$Ex_Smoker+0.176*pop$Smoker+0.123*pop$Latest_any_antidepressant+ 

                                                        

0.380*pop$Latest_Hx_of_heavy_drinking-

0.051+0.270*pop$Latest_typical_drug+0.129*pop$Latest_atypical_drug))))^(1/12) 

    #r_CVA <- 1-(1-r_CVA)^(1/12) 

    ### CVA, TIA, haemorrhagic stroke, ischaemic/unclassified stroke and 

unspecified CVA 

 

    r_CHD <- 1-(1-(0.00092658942 * 1.058* ((j-1)/12) ^(0.058) * 

(exp(0.05*pop$Latest_age-

0.764*pop$Sex_recoded+0.006*pop$Latest_sbp+0.629*pop$Latest_antiht+ 

                                                          

0.282*pop$Lastest_tc-0.771*pop$Latest_hdl+1.287*pop$Latest_lipid_drug-

0.002*pop$Latest_weight- 
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1.59*pop$Latest_height+0.492*pop$Latest_diabetes+0.113*pop$Ex_Smoker+0.416*pop

$Smoker+0.194*pop$Latest_any_antidepressant+ 

                                                          

0.327*pop$Latest_Hx_of_heavy_drinking+0.006+0.045*pop$Latest_typical_drug-

0.303*pop$Latest_atypical_drug))))^(1/12) 

    #r_CHD <- 1-(1-r_CHD)^(1/12) 

    if (Stateno[j,i]==1) { 

      if(pop$Sex_men[i]==1){ 

        r_morta[i] <- lifetb[pop$Latest_age[i],(pop$Sex_recoded[i]+2)]*2.5 

#mortality rate from the life table by age&sex 

      } 

      else if(pop$Sex_men[i]==0){ 

        r_morta[i] <- lifetb[pop$Latest_age[i],(pop$Sex_recoded[i]+2)]*1.78 

      } 

      trans_array[j,,i] <- c(1-r_relapse[i]*exp(alpha*(1-r_radar[i,j]))-

r_morta[i], r_relapse[i]*exp(alpha*(1-r_radar[i,j])), r_morta[i])  #exp 

      #trans_array[j,,i] <- c(1-(r_relapse[i]-0.0156*r_radar[i,j])-

r_morta[i], r_relapse[i]-0.0156*r_radar[i,j], r_morta[i]) #linear 

      #trans_array[j,,i] <- c(1-(r_relapse[i]-0.0156*sqrt(r_radar[i,j]))-

r_morta[i], r_relapse[i]-0.0156*sqrt(r_radar[i,j]), r_morta[i]) #sqrt 

      #trans_array[j,,i] <- c(1-(r_relapse[i]-0.0156*r_radar[i,j]^2)-

r_morta[i], r_relapse[i]-0.0156*r_radar[i,j]^2, r_morta[i]) #quadratic 

      #trans_array[j,,i] <- c(1-(r_relapse[i]-0.0156*r_radar[i,j]^3)-

r_morta[i], r_relapse[i]-0.0156*r_radar[i,j]^3, r_morta[i]) #cubed 

 

      #CVD risk already predefined in the primrose model 

      if (pop$latest_CHD[i] + pop$latest_CVA[i] == 0){ 

        state_CVD[i,j] <- sample(CVDstates, size = 1, replace = TRUE, prob = 

c(1-r_CHD[i]-r_CVA[i], r_CHD[i], r_CVA[i])) 

      } 

      else {state_CVD[i,j] <-state_CVD[i, j-1]} 

      if(pop$Latest_diabetes[i] == 1){ 

        state_DMII[i]<-1 

      } 

      else if(pop$Latest_diabetes[i] == 0){ 

        if (r_radar[i,j] != 0 ) {state_DMII[i] <- rbinom(1,1,r_DMII[i])} 

        else if (r_radar[i,j] == 0) {state_DMII[i] <- 0} 

      } 

 

      if (r_radar[i,j] != 0 ){ 

      state_EPS[i] <- rbinom(1,1,r_EPS[i])} 

      else if (r_radar[i,j]==0){ 

        state_EPS[i] <- 0 

      } 

 

      state_CJS[i] <- rbinom(1,1,r_CJS[i]) 

 

      #calculate the utility and cost 

 

      utility[i,j] <- u_stable/12 #schizophrenia stable utility 

      if (state_CVD[i,j] == 1) {#CHD events 

        pop$latest_CHD[i] <- 1 #marking in baseline data CHD 

        if (state_CHD[i,j-1] == 0){ #check whether this is initiation of 

events 

          state_CHD[i,j] <- sample(CHDstates, size=1, replace = T, prob = 

c(r_UA, r_SA, r_MI, r_CAS, r_unclassCHD)) 

        } 

        else { 

          state_CHD[i,j] <- state_CHD[i,j-1] 

        } 

        if(state_CHD[i,j] == 1){ 

          disu_CVD <- du_UA/12 

 

          if(state_CHD[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_UA #if 

initiation, treatment cost applies 

            CVDcost_month[i,j] <- CVDcost_month[i,j]+ci_UA 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_UA/12 
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          CVDcost_month[i,j] <- CVDcost_month[i,j]+c_UA/12} 

        } 

        if(state_CHD[i,j] == 2){ 

            disu_CVD <- du_SA/12 

            if(state_CHD[i,j-1]==0){ 

              servicecost_month[i,j] <- servicecost_month[i,j] + ci_SA #if 

initiation, treatment cost applies 

              CVDcost_month[i,j] <- CVDcost_month[i,j] + ci_SA 

                          } 

            else {servicecost_month[i,j]<- servicecost_month[i,j] + c_SA/12 

            CVDcost_month[i,j] <- CVDcost_month[i,j]+c_SA/12} 

        } 

        if(state_CHD[i,j] == 3){ 

          disu_CVD <- du_MI/12 

          if(state_CHD[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_MI #if 

initiation, treatment cost applies 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_MI/12} 

        } 

        if(state_CHD[i,j] == 4){ 

          disu_CVD <- du_CAS/12 

          if(state_CHD[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_CAS #if 

initiation, treatment cost applies 

            CVDcost_month[i,j] <- CVDcost_month[i,j] + ci_CAS 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j]} 

        } 

        if(state_CHD[i,j] == 5){ 

          disu_CVD <- du_unclassCHD/12 

          if(state_CHD[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_unclassCHD 

#if initiation, treatment cost applies 

            CVDcost_month[i,j] <- CVDcost_month[i,j] + ci_unclassCHD 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + 

c_unclassCHD/12 

          CVDcost_month[i,j] <- CVDcost_month[i,j] +c_unclassCHD/12} 

        } 

      } 

      else if (state_CVD[i,j] == 2){ 

        pop$latest_CVA [i] <- 1 

        if (state_CVA[i,j-1] == 0){ #check whether this is initiation of 

events 

          state_CVA[i,j] <- sample(CVAstates, 1, replace=T, prob = c(r_TIA, 

r_HS, r_IS, r_unclassCVA)) 

        } 

        else { 

          state_CVA[i,j] <- state_CVA[i,j-1] 

        } 

 

        if(state_CVA[i,j] == 1){ 

          disu_CVD<-du_TIA/12 

          if(state_CVA[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_TIA #if 

initiation, treatment cost applies 

            CVDcost_month[i,j] <- CVDcost_month[i,j] +ci_TIA 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_TIA/12 

          CVDcost_month[i,j] <- CVDcost_month[i,j] + c_TIA/12} 

        } 

        if(state_CVA[i,j] == 2){ 

          disu_CVD<-du_HS/12 

          if(state_CVA[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_HS #if 

initiation, treatment cost applies 

            CVDcost_month[i,j] <- CVDcost_month[i,j] +ci_HS 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_HS/12 
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          CVDcost_month[i,j] <- CVDcost_month[i,j] + c_HS/12} 

        } 

        if(state_CVA[i,j] == 3){ 

          disu_CVD<-du_IS/12 

          if(state_CVA[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_IS #if 

initiation, treatment cost applies 

            CVDcost_month[i,j] <- CVDcost_month[i,j] +ci_IS 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_IS/12 

          CVDcost_month[i,j] <- CVDcost_month[i,j] + ci_IS/12} 

        } 

        if(state_CVA[i,j] == 4){ 

          disu_CVD<-du_unclassCVA/12 

          if(state_CVA[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_unclassCVA 

#if initiation, treatment cost applies 

            CVDcost_month[i,j] <- CVDcost_month[i,j] + ci_unclassCVA 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + 

c_unclassCVA/12 

          CVDcost_month[i,j] <- CVDcost_month[i,j] + c_unclassCVA/12} 

        } 

      } 

      if (state_DMII[i] == 1) { 

        pop$Latest_diabetes[i]<-1 

        servicecost_month[i,j]<- servicecost_month[i,j]+c_DMII/12 

        disu_DMII <- du_DMII/12 

      } 

      if (state_EPS[i] == 1){ 

        disu_EPS <- du_EPS/12 

        servicecost_month[i,j]<- servicecost_month[i,j]+c_EPS/12 

      } 

 

      if (r_radar[i,j]!=0){ 

      utility[i,j]<- utility[i,j] - max(disu_CVD,disu_DMII,disu_EPS) 

#(absolute value here) 

    } 

      else if (r_radar[i,j]==0){ 

        utility[i,j]<- min((utility[i,j] - max(disu_CVD,disu_DMII,disu_EPS) 

+ u_SF/12),1) #(RADAR social function improvement) 

      } 

 

      if (state_prison[i]==1){ #registering whether patient's in Prison 

        if (j == rel_prison[i]){ 

          state_prison[i] <- 0 

        } 

        else {state_prison[i] <- 1} 

      } 

      else if (state_prison[i]==0){ 

        if (state_CJS[i] == 1) { 

          societalcost_month[i,j] <- societalcost_month[i,j] + c_CJS 

          state_court[i]<-rbinom(1,1, r_court[i]) 

          if (state_court[i] == 1) { 

            societalcost_month[i,j] <- societalcost_month[i,j] + c_court 

            state_prison[i] <- rbinom(1,1, r_prison[i]) 

            if (state_prison[i] ==1){ 

              cycle_prison[i] <- round(rgamma(n = 1,shape = 3, scale = 16)) 

#asuumption average 4 years length sentences #UK Prison Population Statistics 

              rel_prison[i] <- j+cycle_prison[i] 

              societalcost_month[i,j] <- societalcost_month[i,j] + 

c_prison*cycle_prison[i] 

            } 

          } 

        } 

      }#print(utility[i,j]) 

      servicecost_month[i,j] <- 

servicecost_month[i,j]+(pop$Annual.cost.1[i]+pop$Annual.cost.2[i])/12 + 

        

(c_outpatpsyvist/6*1.4+c_outpatothvist/6*0.1+c_Dayhospvist/6*2.3+c_Commhcvist/
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6*2.4+c_dayccvist/6*5.9+c_spedu/6*2.9+ c_cpnvist/6*12.6 + c_psycvit/6*2.5 

+c_gpvist/6*1.8) 

      if (r_radar[i,j] == sort(c_radar,partial=length(c_radar)-

1)[2]){#second last 

        r_radar[i,j+1] <- sample(c_radar[c_radar<=r_radar[i,j]],size = 1) 

      } 

      else if (r_radar[i,j] == 0) { 

        r_radar[i, j+1] <- 0 

      } 

      else { 

        r_radar[i,j+1] <- sample(c_radar[c_radar<=r_radar[i,j]],size = 1, 

prob = c_radar[c_radar<=r_radar[i,j]]) 

        } 

    } 

 

    else if (Stateno[j,i]==2) { 

      if(pop$Sex_men[i]==1){ 

        r_morta[i] <- lifetb[pop$Latest_age[i],(pop$Sex_recoded[i]+2)]*6.91 

#mortality rate from the life table by age&sex 

      } 

      else if(pop$Sex_men[i]==0){ 

        r_morta[i] <- lifetb[pop$Latest_age[i],(pop$Sex_recoded[i]+2)]*7.9 

      } 

      trans_array[j,,i] <- c(r_recover[i], 1-r_recover[i]-r_morta[i], 

r_morta[i]) 

      if (1-r_recover[i]-r_morta[i] <0) {trans_array[j,2,i] <- 0}  #### 

check if the remaining probabilty smaller than 0 

 

      if (pop$latest_CHD[i] + pop$latest_CVA[i] == 0){ 

      state_CVD[i,j] <- sample(CVDstates, size = 1, replace = T, prob = c(1-

r_CHD[i]-r_CVA[i], r_CHD[i], r_CVA[i])) 

      } 

      else {state_CVD[i,j] <-state_CVD[i, j-1]} 

 

      if(pop$Latest_diabetes[i] == 1){ 

        state_DMII[i]<-1 

      } 

      else if(pop$Latest_diabetes[i] == 0){ 

        if (r_radar[i,j] != 0 ) {state_DMII[i] <- rbinom(1,1,r_DMII[i])} 

        else if (r_radar[i,j] == 0) {state_DMII[i] <- 0} 

      } 

 

      if (r_radar[i,j] != 0 ){ 

        state_EPS[i] <- rbinom(1,1,r_EPS[i])} 

      else if (r_radar[i,j]==0){ 

        state_EPS[i] <- 0 

      } 

 

      state_CJS[i] <- rbinom(1,1,(1.53 *r_CJS[i]))#base case according to 

Lin 2014 (US data) increased 53% when hospitalised 

 

      #calculate the utility (how to get a composite utility for 

comorbidities?) 

 

      utility[i,j] <- u_relapse/12 #schizophrenia relapse utility 

      if (state_CVD[i,j] == 1) { 

        pop$latest_CHD[i] <- 1 

        if (state_CHD[i,j-1] == 0){ #check whether this is initiation of 

events 

          state_CHD[i,j] <- sample(CHDstates, 1, replace = T, prob = c(r_UA, 

r_SA, r_MI, r_CAS, r_unclassCHD)) 

        } 

        else { 

          state_CHD[i,j] <- state_CHD[i,j-1] 

        } 

        if(state_CHD[i,j] == 1){ 

          disu_CVD <- du_UA/12 

 

          if(state_CHD[i,j-1]==0){ 



 

236 
 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_UA #if 

initiation, treatment cost applies 

            CVDcost_month[i,j] <- CVDcost_month[i,j] +ci_UA 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_UA/12 

          CVDcost_month[i,j] <- CVDcost_month[i,j]+ci_UA/12} 

        } 

        if(state_CHD[i,j] == 2){ 

          disu_CVD <- du_SA/12 

          if(state_CHD[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_SA #if 

initiation, treatment cost applies 

            CVDcost_month[i,j] <- CVDcost_month[i,j]+ci_SA 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_SA/12 

          CVDcost_month[i,j] <- CVDcost_month[i,j]+c_SA/12} 

        } 

        if(state_CHD[i,j] == 3){ 

          disu_CVD <- du_MI/12 

          if(state_CHD[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_MI #if 

initiation, treatment cost applies 

            CVDcost_month[i,j] <- CVDcost_month[i,j] +ci_MI 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_MI/12 

          CVDcost_month[i,j] <- CVDcost_month[i,j]+ c_MI/12} 

        } 

        if(state_CHD[i,j] == 4){ 

          disu_CVD <- du_CAS/12 

          if(state_CHD[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_CAS #if 

initiation, treatment cost applies 

            CVDcost_month[i,j] <- CVDcost_month[i,j] +ci_CAS 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j]} 

        } 

        if(state_CHD[i,j] == 5){ 

          disu_CVD <- du_unclassCHD/12 

          if(state_CHD[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_unclassCHD 

#if initiation, treatment cost applies 

            CVDcost_month[i,j] <- CVDcost_month[i,j] + ci_unclassCHD 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + 

c_unclassCHD/12 

          CVDcost_month[i,j] <- CVDcost_month[i,j] +c_unclassCHD/12} 

        } 

      } 

      else if (state_CVD[i,j] == 2){ 

        pop$latest_CVA [i] <- 1 

        if (state_CVA[i,j-1] == 0){ #check whether this is initiation of 

events 

          state_CVA[i,j] <- sample(CVAstates, 1, replace=T, prob = c(r_TIA, 

r_HS, r_IS, r_unclassCVA)) 

        } 

        else { 

          state_CVA[i,j] <- state_CVA[i,j-1] 

        } 

 

        if(state_CVA[i,j] == 1){ 

          disu_CVD<-du_TIA/12 

          if(state_CVA[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_TIA #if 

initiation, treatment cost applies 

            CVDcost_month[i,j] <- CVDcost_month[i,j]+ci_TIA 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_TIA/12 

          CVDcost_month[i,j] <- CVDcost_month[i,j]+c_TIA/12} 

        } 

        if(state_CVA[i,j] == 2){ 
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          disu_CVD<-du_HS/12 

          if(state_CVA[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_HS #if 

initiation, treatment cost applies 

            CVDcost_month[i,j] <- CVDcost_month[i,j] + ci_HS 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_HS/12 

          CVDcost_month[i,j] <- CVDcost_month[i,j] + c_HS/12} 

        } 

        if(state_CVA[i,j] == 3){ 

          disu_CVD<-du_IS/12 

          if(state_CVA[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_IS #if 

initiation, treatment cost applies 

            CVDcost_month[i,j] <- CVDcost_month[i,j]+ci_IS 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + c_IS/12 

          CVDcost_month[i,j] <- CVDcost_month[i,j]+ c_IS/12} 

        } 

        if(state_CVA[i,j] == 4){ 

          disu_CVD<-du_unclassCVA/12 

          if(state_CVA[i,j-1]==0){ 

            servicecost_month[i,j] <- servicecost_month[i,j] + ci_unclassCVA 

#if initiation, treatment cost applies 

            CVDcost_month[i,j] <- CVDcost_month[i,j] + ci_unclassCVA 

          } 

          else {servicecost_month[i,j]<- servicecost_month[i,j] + 

c_unclassCVA/12 

          CVDcost_month[i,j] <- CVDcost_month[i,j]+ c_unclassCVA/12} 

        } 

      } 

      if (state_DMII[i] == 1) { 

        pop$Latest_diabetes[i]<-1 

        servicecost_month[i,j]<- servicecost_month[i,j]+c_DMII/12 

        disu_DMII <- du_DMII/12 

      } 

      if (state_EPS[i] ==1){ 

        disu_EPS <- du_EPS/12 

        servicecost_month[i,j]<- servicecost_month[i,j]+c_EPS/12 

      } 

 

      utility[i,j]<- utility[i,j] + min(disu_CVD,disu_DMII,disu_EPS) 

 

      if (state_prison[i]==1){ #registering whether patient's in Prison 

        if (j == rel_prison[i]){ 

          state_prison[i] <- 0 

        } 

        else {state_prison[i] <- 1} 

      } 

      else if (state_prison[i]==0){ 

        if (state_CJS[i] == 1) { 

          societalcost_month[i,j] <- societalcost_month[i,j] + c_CJS 

          state_court[i]<-rbinom(1,1, r_court[i]) 

          if (state_court[i] == 1) { 

            societalcost_month[i,j] <- societalcost_month[i,j] + c_court 

            state_prison[i] <- rbinom(1,1, r_prison[i]) 

            if (state_prison[i] ==1){ 

              cycle_prison[i] <- round(rgamma(n = 1,shape = 3, scale = 16)) 

#asuumption average 4 years length sentences #UK Prison Population Statistics 

              rel_prison[i] <- j+cycle_prison[i] 

              societalcost_month[i,j] <- societalcost_month[i,j] + 

c_prison*cycle_prison[i] 

            } 

          } 

        } 

      }#print(utility[i,j]) 

      servicecost_month[i,j] <- 

servicecost_month[i,j]+(pop$Annual.cost.1[i]+pop$Annual.cost.2[i]+as.numeric(A

Plist$Annual.cost....[10]))/12 + 
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(c_outpatpsyvist/6*2.1+c_outpatothvist/6*0.3+c_Dayhospvist/6*2.1+c_Commhcvist/

6*1.4+c_dayccvist/6*0.9+c_psycvit/6*2.3+ c_cpnvist/6*5.2 + c_gpvist/6*1.6) + 

c_hospital *30 

      relapsecost_month[i,j] <- 

(pop$Annual.cost.1[i]+pop$Annual.cost.2[i]+as.numeric(APlist$Annual.cost....[1

0]))/12 + 

        

(c_outpatpsyvist/6*2.1+c_outpatothvist/6*0.3+c_Dayhospvist/6*2.1+c_Commhcvist/

6*1.4+c_dayccvist/6*0.9+c_psycvit/6*2.3+ c_cpnvist/6*5.2 + c_gpvist/6*1.6) + 

c_hospital *30 

      r_radar[i,j+1] <- sample(c_radar[c_radar>=r_radar[i,j]],size = 1, prob 

= c_radar[c_radar>=r_radar[i,j]]) 

      if (r_radar[i,j+1]==0){ 

        pop$Latest_typical_drug[i] <- 0 

        pop$Latest_atypical_drug[i] <- 0 

      } 

      else { 

        pop$Latest_atypical_drug[i]<-APstatus$pop.Latest_atypical_drug[i] 

        pop$Latest_typical_drug[i]<-APstatus$pop.Latest_typical_drug[i] 

      } 

    } 

    else if (Stateno[j,i]==3) {utility[i,j] <- 0 ; break} 

 

    #print(utility[i,j]) 

    #sampling the next health states from trans vector 

    #print(trans_array[j,,i]) 

    if (j >= nCycle) break 

    Stateno[j+1,i] <- sample(nStates, size = 1, replace = TRUE, prob = 

trans_array[j,,i]) 

 

    #print(Stateno[j+1,i]) 

    #creating parameters of co-morbidity -- a different set of probabilities 

from which it is sample every circle 

    if (j %% 12 == 0) { 

      pop$Latest_age[i] <- pop$Latest_age[i] + 1 #every calendar year, 

calculating the yearly cost and utility 

      societalcost[,j/12]<-(rowSums(societalcost_month[,c((j-

11):j)]))/(1+discount)^(j/12) 

      servicecost[,j/12]<-(rowSums(servicecost_month[,c((j-

11):j)]))/(1+discount)^(j/12) 

      relapsecost[,j/12]<-(rowSums(relapsecost_month[,c((j-

11):j)]))/(1+discount)^(j/12) 

      CVDcost[,j/12]<-(rowSums(CVDcost_month[,c((j-

11):j)]))/(1+discount)^(j/12) 

      QALY[ ,j/12] <- rowSums(utility[ ,c((j-11):j)])/(1+discount)^(j/12) 

      #print(QALY) 

    } 

    print(r_radar[i,j]) 

    print(c(i,j)) 

  }#treatment allocation --> antipsychotic mantainance 

 

  #print(QALY) 

  #} 

} 

write.csv(Stateno, file = '~/Documents/Markov 

Tutorial/results/TranstrajecRADAR.csv', row.names = T) 

write.csv(servicecost, file = '~/Documents/Markov 

Tutorial/results/servicecostRADAR.csv', row.names = T) 

write.csv(societalcost, file = '~/Documents/Markov 

Tutorial/results/societalcostRADAR.csv', row.names = T) 

write.csv(QALY, file ='~/Documents/Markov Tutorial/results/QALYRADAR.csv', 

row.names = T) 

write.csv(r_radar, file='~/Documents/Markov Tutorial/results/reduction10yr', 

row.names = T) 

 

totalcost <- servicecost+societalcost 

cost_10yr_R<- rowSums(totalcost) 

QALY_10yr_R<- rowSums(QALY) 
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R code for Chapter 5 
 
#######################EXAMPLE -- Single arm 

collection################################## 

x <- NULL 

evsi <- NULL 

evsi_t <- NULL 

evsi_n <- NULL 

for (n in 1:1000){ 

for (j in seq(10, 1000, 10)){ 

for (i in 1:length(r_compli)){ #generating an observational study sample size 

of 50 with the compliance probability in the parameter 

  x[i] <- rbinom(1, j, r_compli[i]) 

  } 

  model <- gam(BCEApsa$NMB ~ s(x)) #fit spline with the Net benefit and x  

  evsi<- mean(pmax(0,model$fitted))-max(0,mean(model$fitted)) 

  evsi_t <- c(evsi_t, evsi) 

} 

} 

 

 evsi_n <- matrix(evsi_t,nrow = 100, ncol = 1000) 

 mean_evsi <- rowMeans(evsi_n) 

 #max_evsi <- rowMaxs(evsi_n) 

 #min_evsi <- rowMins(evsi_n) 

  

CI <- apply(evsi_n, 1, quantile, probs = c(0.025,0.975)) 

 

N <- seq(from=10, to=1000, by = 10) 

data.frame(evsi_n) 

 

total_EVSI <- rowMeans(evsi_n)*(210450-N) 

sample_c <- 604*N + 1115841.3 #(183.24 / patient recruited from the systematic 

review, 769637 median cost of setting up a trial in UK),  Hind paper) 

 

plot(x = N, y=total_EVSI, type = 'l', main = "EVSI with regard to sample 

size", xlab = 'Sample size N', ylab='EVSI(N)') 

lines(N, CI[1,], col="red",lty=3) 

lines(N, CI[2,], col="red", lty=3) 

 

ENGS_n <- total_EVSI-sample_c 

 

plot(x = N, y=total_EVSI, type = 'l', main = "ENGS and EVSI with regard to 

sample size", xlab = 'Sample size N', ylab = 'Value (£)', col='red', lty=2) 

lines(x = N, y=ENGS_n) 

lines(x = N, y=sample_c, col='blue', lty=2) 

abline(v = ENGS$N[which.max(ENGS$ENGS_n)], lty=2) 

max(ENGS_n) 

ENGS$N[which.max(ENGS$ENGS_n)] 

ENGS<- data.frame(cbind(N, ENGS_n)) 

 

ENGS$N[which.max(ENGS$ENGS_n)] 

 

 

modmean <- gam(mean_evsi ~ N) 

 

 

modU <- gam(CI[1,]~N) 

modL <- gam(CI[2,]~N) 

 

predmean<-predict(modmean, newdata=N) 

predU<-predict(modU, newdata=N) 

predL<-predict(modL, newdata=N) 

 

##################EXAMPLE -- parallel group on safety outcome 

########################### 

x <- NULL 

x_M <- NULL 

x_R <- NULL 

evsi <- NULL 

evsi_t <- NULL 
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for (j in seq(5000,50000, 200)){ 

  for (i in 1:length(r_compli)){ #generating an observational study sample 

size of 50 with the compliance probability in the parameter 

    x_M[i] <- rbinom(1, j, r_relapse_M[i]) 

    x_R[i] <- rbinom(1, j, r_relapse_R[i]) 

    x[i] <- log(((x_R[i])/(j-x_R[i]))/((x_M[i])/(j-x_M[i]))) 

  } 

  impute.mean <- function(x) replace(x, is.na(x) | is.nan(x) | is.infinite(x), 

mean(x[!is.na(x) & !is.nan(x) & !is.infinite(x)])) #cleaning log odds ratio 

due to some zeros (perfect prediction) 

  x <- sapply(x, impute.mean) 

  model <- gam(BCEApsa$NMB ~ s(x)) #fit spline with the Net benefit and x  

  evsi<- mean(pmax(0,model$fitted))-max(0,mean(model$fitted)) 

  evsi_t<- c(evsi_t, evsi) 

} 

 

N <- seq(5000,50000, 200) 

 

evsi <- cbind(N, evsi_t) 

 

plot(x = N, y=evsi_t, type = 'l', main = "EVSI with regard to sample size", 

xlab = 'Sample size N', ylab='EVSI(N)') 

 

############################# two key statistics 

################################################### 

 

x <- NULL 

x_M <- NULL 

x_R <- NULL 

r_M <- NULL 

r_R <- NULL 

evsi <- NULL 

evsi_t <- NULL 

for (n in 1:500){ 

for (j in seq(10,3000, 10)){ 

  for (i in 1:length(r_compli)){ #generating an observational study sample 

size of 50 with the compliance probability in the parameter 

    x_M[i] <- rbinom(1, j, r_relapse_M[i]) 

    x_R[i] <- rbinom(1, j, r_relapse_R[i]) 

    r_M[i] <- x_M[i]/j 

    r_R[i] <- x_R[i]/j 

  } 

  model <- gam(BCEApsa$NMB ~ te(r_M, r_R)) #fit spline with the Net benefit 

and x  

  evsi<- mean(pmax(0,model$fitted))-max(0,mean(model$fitted)) 

  evsi_t<- c(evsi_t, evsi) 

} 

  print(n) 

} 

 

evsi_n <- matrix(evsi_t,nrow = length(seq(10,3000,10)), ncol = 500) 

 

N <- seq(10,3000, 10) 

 

mean_evsi <- rowMeans(evsi_n) 

#max_evsi <- rowMaxs(evsi_n) 

#min_evsi <- rowMins(evsi_n) 

 

CI <- apply(evsi_n, 1, quantile, probs = c(0.025,0.975)) 

 

df <- data.frame(N, evsi_n) 

plot(x = N, y=rowMeans(evsi_n)*((210450-2*N)), type = 'l', main = "EVSI with 

regard to sample size", xlab = 'Sample size N', ylab='EVSI(N)') 

lines(N, CI[1,], col="red",lty=3) 

lines(N, CI[2,], col="red", lty=3) 

 

sample_c <-  640.1*N*2 + 1115841.3+abs(N*mean(BCEApsa$NMB)) #(183.24 / patient 

recruited from the systematic review, 769637 median cost of setting up a trial 

in UK),  Hind paper) 
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total_EVSI <- rowMeans(evsi_n)*(210450-2*N) 

 

max(total_EVSI) 

 

ENGS_n <- total_EVSI-sample_c #For a parallel group trial, total evsi-sampling 

cost + oppotunity costs for the control arm (mean Incremental net benefit*N) 

 

plot(x = N, y=ENGS_n, type = 'l', main = "EVSI, TC and ENGS with regard to 

sample size", xlab = 'Sample size N', ylab='Value (£)', xlim=c(0,1000), 

ylim=c(-4000000, 4000000)) 

lines(x = N, y=total_EVSI, col='red', lty=2) 

lines(x = N, y= sample_c, col='blue', lty=2) 

abline(h=0, lty=2) 

abline(v=ENGS$N[which.max(ENGS$ENGS_n)], lty=2) 

max(ENGS_n) 

 

 

ENGS<- data.frame(cbind(N, ENGS_n)) 

 

ENGS$N[which.max(ENGS$ENGS_n)] 

 

model <- gam(BCEApsa$NMB ~ s(x)) #fit spline with the Net benefit and x  

model$fitted #fitted value of NMB 

 

############## ploygon plot with 

interval######################################### 

 

# predicts + interval 

newx <- seq(min(df$x), max(df$x), length.out=100) 

preds <- predict(mod, newdata = data.frame(x=newx),  

                 interval = 'confidence') 

 
 
 
 


