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Abstract. Water vapor, arguably the most important trace gas constituent of Earth
atmospheric physics, is also both a retrieval goal and a hindrance in the retrievals
of other trace gases from nadir-measuring satellite spectrometers. This is because the
atmospherically-attenuated solar spectrum in the visible and shortwave infrared is littered
with water vapor bands. The recent plethora of water vapor spectroscopy databases in this
spectral region has prompted us to study their utility in satellite retrievals. We consider
water vapor spectroscopy compiled from four sources including new spectroscopy due to
University College London and Imperial College London. Radiative transfer models of
satellite measurements, in combination with accurate retrieval techniques, are quite sen-
sitive to the accuracy and completeness of the water vapor spectroscopy. Notwithstanding
the high degree of variability of a number of di�erent factors in satellite measurements
we show that retrievals are sensitive to database di�erences which suggests that our
knowledge of water vapor spectroscopy is not as yet complete. In addition, new laboratory
measurements indicate that the role of both the far-line wings of water vapor and the
cumulative e�ect of many weak lines each have an important role to play in forming the
so-called continuum.
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1. Introduction

Oddly enough, a quanti�cation of broadband absorption e�ects in atmo-
spheric radiative transfer modeling is closely linked to an accurate knowl-
edge of line spectra, especially those of water vapor which absorbs sig-
ni�cantly in the atmosphere at most wavelengths longward of about 400
nm.

Many instances of water vapor line signatures may be found in visi-
ble and shortwave infrared spectra taken by nadir-sounding instruments
such as the European Space Agency's Global Ozone Monitoring Experi-
ment (GOME) on board the ERS-2 platform (No�el et al., 2002) and the
Scanning Imaging Absorption Spectrometer for Atmospheric Chartogra-
phy (SCIAMACHY) on board ESA's recently-launched ENVISAT platform
(Bovensmann et al., 1999). In this work we present retrieval simulations for
these instruments using rovibrational overtone bands of water vapor in the
visible and shortwave infrared and spectroscopy from four di�erent sources:

� new data (hereafter UCL-IC) due to a collaboration between Univer-
sity College London and Imperial College, and based on new labora-
tory measurements at the Molecular Spectroscopy Facility, Rutherford
Appleton Laboratory (RAL) (Schermaul et al., 2002);

� new data (hereafter ULB-UFR) due to a collaboration between Labora-
toire de Chimie Physique Mol�eculaire at the Universit�e Libre de Brux-
elles, the Institut d'A�eronomie Spatiale de Belgique, and the Groupe
de Spectrom�etrie Mol�eculaire et Atmosph�erique, UFR Sciences, Reims
(Carleer et al., 1999; Coheur et al., 2002).

� the HITRAN-1996 (Rothman et al., 1998) and HITRAN-2000 (Giver
et al., 2000) databases;

� the ESA-WV- (B) and (R) databases (Learner et al., 2000; Schermaul
et al., 2001);

We show here that synthetic spectra generated from these line parame-
ter databases and a knowledge of the background atmosphere may be used
in combination with satellite-measured spectra to �x requirements for line
intensity accuracies in spectral databases. Thus it becomes possible to use
the atmosphere as a long pathlength laboratory in order to place limits on
the levels of spectroscopic accuracy required for water vapor retrieval. This
has additional, important consequences for our understanding of the water
vapor continuum which are supported by other modeling e�orts as well as
by recent laboratory measurements of the water vapor continuum at RAL.
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2. The Atmosphere as Laboratory

In order to compare modeled and satellite-measured earth-backscattered
solar radiances we de�ne a correction to the ratio between modeled and
measured reectivity spectra in terms of uncertainties in cross-section line
intensities, averaged over the spectral region covered by each detector pixel
in the focal plane of a grating spectrometer array. First we assume that
the relative error in the cross-section corresponding to the spectral region
covered by the satellite detector pixel, �̂, is dominated by the relative error
in the pixel-averaged line intensity so that

��̂

�̂
=

�S

S
� ��� . (1)

The quantity �� represents the correction required to bring the cross-
section using the line intensity values of the spectral database into agree-
ment with the satellite-measured average cross section. Thus (Lang et al.,
2002)

Rsat = Rmod exp

�
�

�S

S

Z
s

�̂mod(s)n(s)ds

�
, (2)

where Rsat is the measured reectivity. The modeled reectivity and cross-
section are given by Rmod and �mod, respectively.

Figures 1 and 2 show how this quantity may be used to distinguish
directly between spectral databases. There is a caveat; this approach does
not exclude the possibility that detector pixel electronics o�sets could also
contribute a residual signature which is comparable to that of the spectral
database uncertainties. There is no way to exclude this possibility in the
case of GOME. However SCIAMACHY has the capability to make so-called
\dark" measurements which can be used to \at�eld" each detector pixel
to high precision.

3. Retrieval Theory

Standard retrieval theory (Eriksson, 2000), begins with a forward model
T which dictates the passage of radiation through the atmosphere and
instrument, viz.

y = T (x; b; S) + " , (3)

where y is the measured spectrum, x reects the true state of the atmo-
sphere, " is the shotnoise on the measurement, and the two other arguments
of the forward model constitute a set of instrumental parameters b and
spectroscopic parameters S. Retrieval is the process of formally inverting
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Figure 1. Left Panel Comparison of a GOME-measured reectivity (solid curve) with
the results of a line-by-line calculation (dashed curve). The background consists of the
(O2)2 collision-induced absorption complex (broad feature centered at 577 nm), part of
the O3 Chappuis band throughout the spectral window and a sharp feature at about
590 nm due to the sodium lines. Right Panel Pixel-to-pixel variation of the residual
mismatch �� calculated for three di�erent GOME measurements using a line-by-line for-
ward model (Lang et al., 2002) corresponding to a high (solid line), medium (dashed line)
and low (dotted line) water vapor column. The measurements were taken at signi�cantly
di�erent geolocations and very di�erent solar zenith angles (37Æ, 23Æ, 73Æ, respectively).
Notwithstanding di�erences in surface albedo, aerosol content and the contribution of
multiple scattering to the measurements the three curves show similar patterns which
could imply either detector biases or spectroscopic biases are present in the modeling.

Eqn. (3) in order to determine a set of trace gas pro�les, notated by x̂,
which satisfy a modeled spectrum

ŷ = T (x̂; b; S) . (4)

The problem is generally ill-posed, since the number of elements in the
measurement vector is usually much larger than the number of retrievable
pro�le points (see DFS below). Thus even though jŷ � yj � " may result
from a good inversion, x̂ will almost never be identical to x simply because
there may be insuÆcient information in the measurement or because in-
formation has been lost due to the spatial and spectral discretization of
the model as well as any spectral smoothing caused by the spectrometer
(so-called nullspace errors). In addition, there may be uncertainties in the
radiation transport model and errors in instrumental parameters b which,
at least in the latter case, are predictable through careful calibration of
the instrument. Both of the last two errors are avoided in what follows by
carrying out retrievals from simulated spectra which are generated using
the same atmospheric and instrument physics as the retrieval. This allows
us to focus primarily in this work on the error in the forward model due
to spectroscopic uncertainties, in particular, the e�ects of uncertainty (ÆS)
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Figure 2. Determination of cross-section correction for di�erent spectral databases in
the region of the 5� polyad using real GOME data, as per Figure 1 and Eqn. (2). This
con�rms the sensitivity of the retrieval to small spectroscopic di�erences on the order of
10%. Each plot shows the correction derived from a model �t to the data which uses a
di�erent source of line parameters: HITRAN-1996; HITRAN-2000; ESA-WV (B only);
ULB-UFR. The number of water vapor lines contained in each database in this spectral
window is also shown. At least for the 5� polyad HITRAN data appears to fare reasonably
well, though the ULB data comes out better. The ESA-WV(B) data fares poorly, as
expected, since this portion of the ESA-WV database mixes theoretical values and data
derived from other studies independent of the ESA-WV study. In addition, it should be
noted that the databases are not entirely independent of one another. ULB-UFR lines
have intensities from (Carleer et al., 1999; Coheur et al., 2002) but are assigned from
(Partridge and Schwenke, 1997; Polyansky et al., 1998; Zobov et al., 2000) and ESA-WV
(R). ESA-WV(B) line assignments are made using (Zobov et al., 2000) but intensities
are taken from HITRAN 2000 with some assignments from (Carleer et al., 1999).

in S (mean line intensity per wavelength grid cell as in Eqn. (1)). The net
contribution to the total retrieval errors may then be written as

Æx = [A� I] (x̂� x) +
@x̂

@y
"+

@x̂

@y

@T

@S
ÆS . (5)

Here the �rst term encompasses the contribution to retrieval uncertainty
of the nullspace errors, the second the shotnoise error and the third the
mean line intensity parameter error. The �rst term includes the so-called
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Figure 3. Pro�le retrieval errors (cf. Eqn. (5)) derived from simulations assuming a
single nadir-gazing measurement and using the spectroscopy in three of the databases
for the 3� + Æ polyad. Although a single nadir measurement in a single absorption band
would seldom be deemed suÆcient for a good pro�le retrieval it is nonetheless useful
to simulate the resulting errors as a function of altitude. The solid line indicates the
e�ect of nullspace errors, the dotted line the e�ect of the detector shotnoise error and
the many colored lines the e�ect of line intensity uncertainties on the order of 10% for
each of an array of simulated detector pixels. The e�ects of spectroscopic uncertainties
are still more signi�cant than other sources of error, especially for altitudes below 15
km, where the bulk of the water vapor column is situated. The much higher relative
uncertainties at altitudes above 15 km derive from the much lower water vapor densities
at these altitudes.

averaging kernel of the inversion

A =
@x̂

@y

@T

@x
. (6)

A wavelength grid cell is assumed, for the purposes of this discussion, to be
the wavelength region covered by a detector pixel. Matrix A can also be used
to calculate the degrees of freedom for signal in the retrieval (abbreviated
to DFS), via

DFS = trace(A) . (7)

The pro�le weighting function (or dependence of the forward model on
the pro�le) @T =@x may be calculated trivially as a function of altitude if
one assumes a simple Beer's law for atmospheric extinction of light. The
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spectroscopic parameter weighting function @T =@S is harder to calculate in
general. However, if one assumes that the total spectral structure sampled
by a detector pixel may be represented by a giant-line approximation such
as the Spectral Structure Parameterization (Maurellis et al., 2000) then one
may express the mean transmittance corresponding to each detector pixel
as

T = 1 + w exp(�SN)� w (8)

where S is the line intensity of the giant line for a layer of absorbing gas with
column N and w is the line width. The spectroscopic parameter weighting
functions follow immediately on partial di�erentiation with respect to S or
w. Finally, the mean transmittance must be further smoothed in order to
simulate the spectrometer slit and so to obtain the modeled reectivity, ŷ.

4. Results of Simulations

Figure 3 summarizes some nadir pro�le retrieval simulation results for the
di�erent databases. The implicit assumption is that each database is com-
plete for the simulated atmosphere. The black curves show the e�ect on
the retrieved pro�le, in percentage of the true pro�le and as a function
of altitude, of the nullspace and shotnoise uncertainties induced by the
errors included in Eqn. (5). The colored lines correspond to the e�ect of a
10% average line intensity S uncertainty for each detector pixel wavelength
grid cell in the 3� + Æ polyad (11,600 { 12,750 cm�1) (i.e. ÆS = 0:1S,
cf. Eqn. (1) and the maximum uncertainties in Figure 2 ). The forward
model assumes simple Beer's law extinction, a surface albedo of 30%, a
solar zenith angle of 30Æ and a mid-latitude summer water vapor pro�le,
with total column of 1:24�1023 molecules cm�2. The simulated spectra are
smoothed with a Gaussian function with FWHM corresponding to a slit of
0.2 nm, typical for satellite grating spectrometers in this wavenumber range.
Clearly the e�ects of spectroscopic uncertainty (colored lines) are frequently
comparable to and occasionally exceed the other sources of error, especially
at the important lower altitudes which correspond to the bulk of the water
vapor column.

An increase in the requirement on spectral uncertainty from 10% to
1% would place all the colored curves a factor of 10 lower, with the result
that the retrieval would be optimal, i.e. nullspace- and shotnoise-limited.
There is also a change in the shape of the averaging kernels (see Figure
4) as lines are removed from the retrieval (assuming a full set of lines in
each simulated measurement). The sensitivity of the retrieved water vapor
pro�le to the true pro�le at higher altitudes drops dramatically when lines
with intensity levels less than 5�10�25 cm/molecule are excluded from the
retrieval (but not from the forward model used to calculate the simulated
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Figure 4. Two sets of averaging kernels (row vectors of the matrix A) for a set of
simulations using the ESA-WV database. (The averaging kernels give an indication of
the sensitivity of the retrieved pro�le to the true pro�le.) Successive levels of weak line
intensity were removed from the ESA-WV database starting with all the lines in the
database until a signi�cant change in the averaging kernels resulted (a drop in the retrieval
sensitivity above 7 km). This change dictates a level in line intensity above which line
intensities have to be known to high accuracy and below which the completeness of the
spectral database will contribute to a continuum signal but for which a high accuracy of
line intensity parameters is probably not crucial.

measurement). Together these indicate that line intensities greater than
about 5 � 10�25 cm/molecule should be known to an accuracy on the
order of 1% or better and the completeness of the databases below this
level should be well established since this will contribute to the overall
level of the assumed broadband or continuum signal. We note in passing
that this level corresponds roughly to the range, 1{6 �10�24 cm/molecule,
below which line intensity di�erences between UCL-IC and HITRAN-2000
become signi�cant (Schermaul et al., 2002)). In addition the increase in
total number of weak lines in the new databases yields an increase in DFS
value from approximately 3 (when using the HITRAN2000 database) to
5{7 (for the ESA-WV and UCL-IC databases) which implies that the new
databases have the potential to substantially enhance retrievals. Figure 5
shows the results of doing column retrievals from real GOME data using
two of the databases, HITRAN-1996 and UCL-IC. Notwithstanding diÆcult
remote sensing issues to be dealt with in this wavelength region (not least
of which is a considerable change in the surface albedo of vegetation at
approximately 720 nm) the e�ects on column retrieval of using di�erent
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Figure 5. Water vapor column retrievals (upper panel) using the HITRAN-1996 (�lled
diamonds) and UCL-IC (circles) databases for the 4� polyad (centered at approximately
720 nm). The columns have been retrieved from measurements across a single north-south
track of GOME data (see horizontal axis). The solid line shows water vapor columns
taken from the European Center for Medium-Range Weather Forecasting (ECMWF)
and is provided purely for comparison purposes, as is the measure of cloud cover (lower
panel) (from 0 for no cloud cover to 1 for fully-clouded) inferred from other GOME data.

spectral databases are quite signi�cant. However it is still too early to
decide whether or not using the new database constitutes an improvement.

5. New Laboratory Measurements of theWater Vapor Continuum

The distinction between broadband e�ects due to large numbers of low
intensity lines on the one hand and true continuum e�ects on the other
has been alluded to, above, in terms of completeness of the spectral line
list used in a given radiative transfer model. Recently this distinction was
made in the laboratory using a combination of a high-resolution Fourier
transform spectrometer and two variable path-length absorption cells at
RAL. Comparisons between modeled and measured laboratory transmit-
tance spectra at two temperatures (296 and 342K) in the spectral region
4400 { 6000 cm�1 (1.6 { 2.3 �m) indicate that absorption by pure water
vapor is underestimated between 4900 cm�1 and 5700 cm�1. Figure 6 shows
results from the short path-length absorption cell (SPAC) operated at an
optical path length of 9.74 m and a temperature of 342.1 K. The measure-
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ments were modeled using the Reference Forward Model line-by-line code
(Dudhia, 1997) in conjunction with one or the other of the CKD version
2.4 continuum (cf. Clough, this volume and (Clough et al., 1989)) and the
continuum cross sections from new far-line wing calculations for water vapor
(Ma & Tipping, 2002). Observed and calculated absorbances were compared
by subdividing each absorption band into 5 cm�1 wide intervals. In each
interval a baseline o�set was determined by a non-linear least squares �t
of the modeled spectrum to the measurement. Only those data where the
calculated and observed Napierian absorbances were below 1.0 were used in
the comparisons to avoid introducing spectral saturation errors. As shown
in Figure 6 neither of the two water vapor continuum treatments fully
accounts for the observed additional absorption. The residual absorption
is ostensibly reduced the most by the use of the CKD continuum in the
forward model. Future investigations at RAL will center on the role of meta-
stable water vapor dimers as a possible cause for the discrepancy between
observations and calculations. However, since the CKD continuum is an
empirically-adjusted broadband o�set rather than a continuum calculation
derived from �rst principles, one likely conclusion is that CKD accounts

for the net contribution of many missing water vapor lines, the cumulative

e�ect of which swamps any true continuum e�ect.

6. Conclusions

Thus it turns out that the addition of weak lines to the current databases
is probably crucial for explaining inconsistences between laboratory mea-
surements and models as well as improving the accuracy of retrievals in
general. The role of weak lines in contributing, e�ectively, to a continuum
was further corroborated recently by a study of the radiative forcing e�ect
due to di�erent water vapor spectral databases (Zhong et al., 2001). This
study concluded that large numbers of weak water vapor lines such as those
included in the ESA-WV database (but not in the HITRAN databases)
could account for as much as 90% of the CKD continuum.

Retrievals, both real and simulated, have shown that suÆcient levels
of cross-section accuracy have not yet been attained. The indication is
that strong lines should be known to accuracies of 1% or better. This will
hopefully be met by future improvements to the UCL-IC database due to
the availability of new, more accurate potential surfaces and dipole moment
calculations. The temperature dependence of air-broadening coeÆcients,
although not discussed here, is also important and will be addressed in a
future study.

Thus it is possible to verify spectroscopic databases using high-resolution
laboratory as well as medium-resolution satellite measurements. Another
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Figure 6. Residuals in absorption cross-sections between RAL SPAC measurements and
spectra generated by the RFM/HITRAN line-by-line model in 5 cm�1 intervals between
4900 cm�1 and 5700 cm�1 for 100 hPa of pure water vapor at 342 K. Top panel

Results from a pure line-by-line calculation. Error bars indicate all known experimental
uncertainties.Center panel Results from a RFM/HITRAN calculation assuming a Voigt
line shape up to 25 cm�1 on either side of the line centre and the CKD 2.4 water
vapor continuum. Lower panel As in the other panels except that the RFM/HITRAN
calculation assumed a Voigt line shape up to 10 cm�1 on either side of the line centre
and the far-line wing continuum due to Tipping and Ma beyond 10 cm�1.
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way is to use high-resolution ground-based measurements of atmospheric
absorption (Smith et al., 2001; Veihelmann et al., 2002). In any case,
we have at our disposal a unique long pathlength laboratory setup|the
atmosphere|providing we can use it correctly!
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