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Abstract 

 

This project aims at understanding how cell fate decision emerges from 

the overall intracellular network connectivity and dynamics. To achieve this goal 

both small paradigmatic signalling-gene regulatory networks and their 

generalization to highdimensional space were tested. Particularly, we drew 

special attention to the importance of the effects of time varying parameters in 

the decision genetic switch with external stimulation. The most striking feature of 

our findings is the clear and crucial impact of the rate with which the time-

dependent parameters are changed. In the presence of small asymmetries and 

fluctuations, slow passage through the critical region increases substantially 

specific attractor selection by external transient perturbations. This has strong 

implications for the cell fate decision problem since cell phenotype in stem cell 

differentiation, cell cycle progression, or apoptosis studies, has been successfully 

identified as attractors of a whole network expression process induced by 

signalling events. Moreover, asymmetry and noise naturally exist in any 

integrative intracellular decision network. To further clarify the importance of the 

rate of parameter sweeping, we also studied models from non-equilibrium 

systems theory. These are traditional in the study of phase transitions in 

statistical physics and stood as a fundamental tool to extrapolate key results to 

intracellular network dynamics. Specifically, we analysed the effects of a time-

dependent asymmetry in the canonical supercritical pitchfork bifurcation model, 

both by numerical simulations and analytical solutions. We complemented the 

discussion of cell fate decision with a study of the effects of non-specific targets 

of drugs on the Epidermal Growth Factor Receptor pathway. Pathway output has 

long been correlated with qualitative cell phenotype. Cancer network 

multitargeting therapies were assessed in the context of whole network attractor 

phenotypes and the importance of parameter sweeping speed. 
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1 Introduction 

This introductory chapter will mostly describe general properties of 

intracellular networks which will be relevant for the remaining chapters of this 

Thesis (see Thesis overview).   

1.1 Thesis overview 
 

Section 1.2 of the introductory chapter will be necessary to contextualize 

the investigations performed on the paradigmatic Epidermal Growth Factor 

Receptor Pathway (section 4). Section 1.3 encompasses a discussion on the 

rationale behind network multitargeting and contextualizes section 4. Section 1.4 

reviews important modelling approaches in network systems biology and justifies 

the modelling techniques used in chapter 2, chapter 3 and chapter 4. 

In chapter 2 we perform an extended simulation study and analytical 

treatment on a parametrically driven one dimensional system with both time-

dependent bifurcation parameter and external field. Typical phenomena such as 

bifurcation delay and dynamical hysteresis will be studied (section 2.2). The 

effects of time-dependent characteristics of the forcing such as the sweeping 

speed and amplitude will be extensively analysed.  Strong extrapolation of the 

importance of these effects to the sensitivity of genetic networks to external 

combinatorial signals will be formulated.  Further numerical investigations on the 

synthetic/systems biology paradigmatic decision genetic switch (section 2.3) will 

help clarify and consolidate the significance of the speed of passage through the 

critical region for cell fate commitment, under the presence of transient 

asymmetries. We will also extend the findings of previous sections (section 2.2 

and section 2.3) to a generalization high-dimensional of the decision genetic 

switch (chapter 3). 

  In chapter 4 the focus will be shifted to the upstream signalling processing 

module and the effects, on cell fate decision, of non-specific targeting common in 

a current class of therapies. A study of approved targeting therapies is performed 
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on a fully parameterized model of the Epidermal Growth Factor Receptor (EGFR) 

pathway (section 4). The EGFR and other members of its family have been 

successfully selected for targeting in therapies against cancer. This family of 

receptors continues to be a fundamental source of landmark discoveries on cell 

signalling mechanisms inherent to developmental programs, tissue homeostasis 

and disease. Small molecule kinase inhibitors of the EGFR have been developed 

and two of them, Gefitinib and Erlotinib, have already been licensed for clinical 

use in Non Small Cell Lung Carcinoma (NSCLC).  Further investigations will be 

performed on modelling the dynamics of a large intracellular signalling network 

known as Map of Human Cancer Signalling (section 4.3.2). Insights into aspects 

of multitargeted therapies using high-order synergistic effects to circumvent 

biological robustness will be reported. Connections to the importance of whole 

network targeting inducing the appropriate gene regulatory network attractor 

selection will be highlighted.  

 

1.2 Integrative intracellular network function: review of most 

common mechanisms 

Cancer arises from uncontrolled cell proliferation. Several pathways have 

been observed with mutations that drive this abnormal scenario: EGFR, Ras, 

AKT/PKB and mTOR, PKC, to name a few (28). Because of this striking feature 

of abnormal tissue, one might expect that cancer cells reprogram severely, to 

their own advantage, the control circuitry regulating healthy cells. In fact, the 

control circuitry used by both types of cells is not drastically different. The 

outcome of subtle changes is on the other hand striking. Cancerous cells tweak 

existing controls rather than eliminate or corrupt them completely (115, 221). 

Several stages are thought to characterize the path to tumourigenesis and 

carcinogenesis as was elegantly highlighted by Weinberg and coworkers (115): 

evasion of apoptosis, onset of self-sufficiency in growth signals, insensitivity to 

anti-growth signals, capacity for tissue invasion and metastasis, unlimited 

replicative potential and sustained angiogenesis. The “robust yet fragile” current 



   

 20 

approach to systems biology, proposed within the “highly optimized tolerance” 

(HOT) theoretical framework (47-49, 74), demands to be complemented by a 

“robust yet subtle” (192, 203) understanding of how cancer distributes disruption 

across pathway networks and how this correlates with the path to 

tumourigenesis.  An adequate characterization of the main features of the 

signalling process, e.g. type of molecules involved, structure of pathways, basic 

modules composing intricate pathways and timescales of the inherent dynamical 

process, is crucial for optimizing therapeutic targeting strategies of networks with 

distributed disturbance and mutation (64). Recently another interesting approach 

for characterizing intracellular network functioning and activation in cancer has 

focused on pathway gene expression signatures (30, 134, 262). This is motivated 

by the very distributed nature of observed mutations in pathways that demands a 

further downstream (gene expression level) investigation of system behaviour. 

This comes in line with one of the problems analysed in this thesis: how does 

signalling affect transcription and where drugs should strike as to induce the 

desired expression program. In the following section we will describe the main 

processes involved in signal transduction, highlighting where reported cancer 

associated mutations occur and how this affects normal pathway functioning. 

1.2.1 Typical mechanisms of intracellular signal tr ansduction: the 
main players of the Epidermal Growth Factor Pathway  

 
The remarkable structural complexity and functional capacity of 

multicellular organisms stems from the striking ability of cell-cell biochemical 

reaction coordination. Currently, several forms of communication between cells 

are known: cell-cell interaction via surface proteins, via gap junctions, via 

electrical processes and chemical messengers. Our work focuses on particular 

aspects of how a cell reacts internally, e.g. which transcriptional program or 

response is initiated or enhanced, when a  chemical stimulus is induced at its 

surface by chemical messengers (receptor ligands) (Figure 1).  
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Figure 1 Simplified representation of intercellular  communication through soluble 
messengers and intracellular signalling response. R ed filled circles represent soluble 
messengers. Green components generically represent receptors. Receptor activation and 
transduction of external signals is a complex proce ss involving other stages that will be 
described ahead (see also Figure 2). 

 

Cells in higher multicellular systems operate through hundreds of kinds of 

signalling molecules to establish efficient communication. Among the used 

signals we have proteins and  small peptides to dissolved gases, e.g. nitric oxide 

and carbon monoxide (6). A great percentage of these molecules are secreted 

from the cell initiating the signal and migrate, by exocytosis, to the extracellular 

space. Diffusion through the plasma membrane is another common process. 

Some others are exposed to the extracellular space but remain strongly attached 

to the cell's surface.  

The sequence of events in the process of extracellular signal generation and 

response of the target cell to extracellular ligands are roughly the following (see 

also Figure 1): 

• Formation of the signal in the original cell as a consequence of an external 

trigger; 

• Signal transport to the target cell; 

• Signal registration on the target cell; 
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• Signal transduction and information processing  through a biochemical 

network; 

• Termination of the signal. 

The signal registration and information processing in the target cell is done 

through intracellular pathways forming an intricate network. The intracellular 

pathways can be characterized by several aspects: 

• Nature of the external trigger signal; 

• Mechanism of registration of the signal; 

• Mechanism underlying the complex web responsible for signal 

transmission and termination; 

• Nature of the reaction promoted in the target cell. 

 

 

Figure 2  Simplified Epidermal Growth Factor Recept or pathway. Only main players and 
main processes are shown. For details see www.bioca rta.com . 
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The reception of the extracellular signal is performed by specialized proteins 

termed receptors. The largest classes of receptors commonly identified are G-

protein linked receptors, ion-channel linked receptors and enzyme linked 

receptors (6). Extracellular signalling molecules commonly activate, at very low 

concentrations ([L] ≤ 10-8 M), their respective target cells. The receptors that 

recognize these molecules typically bind them with high affinity, usually with Kd 

≥108 l/mole (6). Binding of an extracellular molecule induces activation of, for 

example, a transmembrane receptor and, subsequently, of a cascade of 

intracellular events that eventually affect the cell’s behaviour. Other cases exist 

where we have receptors inside the target cell. In these particular scenarios the 

signal molecule, suitably small and hydrophobic, has to enter the cell to activate 

them (6). 

Two important classes of receptors, G-protein-linked and enzyme-linked, 

after being stimulated by extracellular signals relay the information into the cell 

interior through a wealth of small and large intracellular signalling molecules. 

Figure 2 shows a paradigmatic cascade of reactions for an enzyme-linked 

pathway, the Epidermal Growth Factor Receptor (EGFR) network. The chain of 

intracellular signaling events operates on specific target proteins such as 

transcription factors that alter gene expression, metabolic enzymes or a 

cytoskeletal protein inducing cell shape changes and/or movement.  Receptor 

tyrosine kinases (RTKs), i.e. enzyme-linked, play an essential role in several 

cellular functions, from regulation of embryogenesis and cell survival to motility. 

Their malfunction is considered to be one of the most common causes of various 

diseases such as: cancer, chronic inflammatory syndromes and diabetes (10, 56, 

232, 276). We will focus throughout this thesis, and particular in chapter 4, on 

enzyme-linked pathways, particularly on the EGFR pathway. 

Figure 2, taken as a guide for intracellular molecules and processes 

participating in signal transduction, shows also small signalling molecules called 

small intracellular mediators, or second messengers (e.g. cyclic AMP and Ca 2+), 

that also perform important functions. Second messengers are generated in large 

numbers upon receptor activation and communicate the signal to other parts of 
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the cell mainly by rapid diffusion. Throughout this thesis we will not address this 

type o signal transduction mechanism. We will centre most of our investigations 

on aspects of intracellular protein cascades mediated by protein-protein (chapter 

4) interactions or protein-gene interactions (section 2.3 and chapter 3).  

The large intracellular signalling molecules represented in Figure 2 , e.g. 

Ras and Raf, are intracellular signalling proteins. Many of these transmit the 

signal further into the cell by activating “the first” signalling protein of a cascade 

culminating in the nucleus or through other processes such as generation of 

small intracellular mediators (see below).  

 

The Epidermal Growth Factor Receptor Pathway 

The Epidermal Growth Factor Receptor (EGFR or ERBB1) signalling 

pathway is one of the fundamental pathways regulating growth, survival, 

proliferation, and differentiation in mammalian cells (57, 173) and has been a 

paradigmatic network for pathway biology. It is the best studied RTK pathway 

and in synergy with other members of the ERBB family plays a critical role in 

carcinogenesis (10, 56, 81). It is also involved in phenomena associated with cell 

plasticity, such as the epidermal to mesenchymal transition (EMT) (106, 177), 

crucial in embryonic development but also extremely important in late stage 

events in cancer such as metastasis, one of the hallmarks of cancer (115).  

The family of ERBB proteins is made of 4 receptors, ERBB1-4 (HER1-4), 

and additionally 13 polypeptide extracellular ligands. All of these have a 

conserved EGF domain. An interesting characteristic of the ERBB family network 

lies in the fact that two of its members, ERBB2 and ERBB3, do not have 

autonomy in their signalling functionality. The first is deficient in its capacity to 

interact with a growth ligand and the second has defective kinase activity. This 

lack of autonomy doesn’t weight on their ability to heterodimerize to form 

complexes with other ERBB family members that generate potent intracellular 

signals.  

Due to its importance in cell behaviour the EGFR pathway has been the 

focus of several computational models. The first mechanistic description of the 
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temporal dynamics of the signalling responses was with parameters extracted 

from experiments in liver cells stimulated by EGF (151). These models have 

looked into a range of aspects of EGFR dependent signalling such as: 

• transient versus sustained signal response of the GTPases Ras and 

Rap1 to a number of growth factors (38, 183, 226); 

• the non-linearity in amplitude response of MAPK activation reaction due 

to variation in EGFR numbers (151, 230);  

• autocrine positive feedback loops (235); 

• crosstalk between MAPK and Akt pathways (119); 

• synergistic EGFR signalling from the plasma membrane and membrane 

bound internal compartments (endosomes) (51, 220, 230). 

1.2.1.1 Cascade of events in the Epidermal Growth F actor pathway 
 
EGF binding, receptor dimerization and cross-activation 
 

Binding of the EGF mitogen ligand contributes to EGFR receptor 

dimerization and autophosphorylation of intracellular domains (see Figure 2). 

Following this reaction, the phosphorylation of multiple receptor tyrosine residues 

enables the transmission of a biochemical signal to several cytoplasmic proteins 

(adaptors and enzymes) that are mobilized to the receptor. The cellular response 

to these stimuli is due to an elaborate biological circuitry. For any individual 

receptor pathway there isn’t a unique single protein or gene that determines 

specificity in physiological responses. Nevertheless, one can identify key players 

in the receptor pathway with the intent of simplifying the modelling task. The 

major downstream targets of the EGFR signalling are the PI3K 

(phosphatidylinositol 3-kinase)a and Raf kinases (via Grb2, SOS and Ras, Figure 

2). 

 

 
                                            
a Phosphorylates phosphatidylinositol bisphosphate (PIP2) to generate PIP3( intensely charged 

lipid). PIP3 recruits proteins with PH domains like PKB (6) 
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Ras activation and downstream targets 

Ras is recruited by several receptors. It belongs to the large Ras 

superfamily of monomeric GTPasesb and is fundamentally linked to other 

proteins in the cell. The Ras superfamily also contains two other families: the Rho 

(ras homolog gene) family which participates in signal transduction and 

cascading to the actin cytoskeleton, and the Rab family which regulates transport 

vesicles traffic. Ras crucially participates in transmitting signals from the cell 

surface to other parts of the cell. It is frequently necessary for receptor tyrosine 

kinase signal relay to the nucleus to induce, through differential gene expression, 

cell proliferation or differentiation. 

Two major pathways lead to activation of Ras-GTP: Shc-dependent and 

Shc-independent (Figure 2). A number of activated RTKs do not exhibit the 

specific necessary phosphotyrosines for Grb-2 dockingc (6). These recruit 

another adaptor protein called Src homology and collagen domain protein (Shc). 

This particular protein has the capacity to equally bind to activated receptors and 

Grb-2, thus coupling RTKs to Sos by an alternative more indirect route (6). The 

complex RTK-Grb-2-Sos, or alternatively RTK-Shc-Grb-2-Sos, allows for nearby 

Ras molecules to be activated by Sos through an exchange of bound GDP for 

GTP. Very frequently the capacity of these receptors to initiate a cascade of 

events depends on relay chains of protein-protein interactions. The cytoplasmic 

tyrosine kinase Src, for example, also binds these receptors and phosphorylates 

other signalling proteins on tyrosines. Similar circuitry and proteins activating the 

GTPase Ras are thought to operate in all animals (6). 

 

 

                                            
b GTPases are enzymes that hydrolyze GTP (guanosine triphosphate). The name is usually restricted 
to the family of proteins that bind GTP which induces a new conformation capable of activating target 
proteins. In order to return to their original form they need to hydrolyze the bound GTP (6). The 
process of activation and deactivation of GTPases is performed with the help of guanine exchange 
nucleotide factor (GEF) and the GTPase-activating protein (GAP) (6). 
 
c The Grb-2 protein in mammalian cells binds through an SH2 domain to specific phosphotyrosines on 
activated RTKs and through SH3 domains to proline-rich motifs on a GEF called Son of sevenless 
(Sos) (6).  
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Mitogen Activated Protein Kinase (MAPK) network activation and end targets 

In order to induce any cell phenotype such as proliferation or 

differentiation, the short-lived signalling events described above have to initiate a 

cascade of longer signals to reach the nucleus and change the pattern of gene 

expression. Activated Ras is fundamental in eliciting this conversion by starting a 

sequence of downstream serine/threonine phosphorylations. These are 

sustained for longer periods than tyrosine phosphorylations. A number of 

serine/threonine kinases are involved in these long phosphorylation cascades. 

Nevertheless, three types are central to the cascade: MAPKKK (or Raf), MAPKK 

(or MEK) and MAPK (6).  In molecular biology the MAPK pathway is considered 

to be a paradigm for signal transduction. Multiple manifestations of the pathway 

(see Figure 5) have been found in all eukaryotic cells and have been studied in 

organisms ranging from yeast to humans. The system of three kinases is 

activated by sequential phosphorylation in response to a multitude of stimuli such 

as: cytokines, growth factors (e.g. EGF, see Figure 2), neurotransmitters, cellular, 

etc. The MAPK pathway utilizes a generic signalling design characteristic of 

biological transduction: a cycle made by a kinase that phosphorylates a target 

protein and a phosphatase responsible for dephosphorylation. The characteristic 

dynamics will be discussed in following sections. 

An unusual feature of MAP-kinase cascade participating proteins such as 

Raf and Mek (Figure 2), is that for its activation to be complete and the protein to 

be able to relay signals to downstream components, it requires both threonine 

and tyrosine residues to be phosphorylated. These particular residues are 

separated in the protein structure by a single amino acid (6).  

The MAPK pathway has been found to be constitutively activate by 

mutation in many human tumours (126, 221). Hyperactive mutant Ras has also 

seen has one of the forms for enhanced or aberrant signalling through the MAPK 

cascade (6). 

Activation of the MAPK pathway by Ras ultimately (through the output 

kinase ERK which migrates to the nucleus) causes the phosphorylation of 

several cytoplasmic and nuclear targets such as transcription factors (c-Fos to 
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create AP-1 and ELK-1) that are involved in cell cycle progression (173). 

Eukaryotic cells contain possibly more than 12 different MAPKKKs, seven 

MAPKKs and eight MAPKs (see also Figure 5 for links between receptors and 

end targets). These can be associated with four different MAPK modules that 

have evolved by gene duplication. Another important set of targets of EGF that 

are represented in Figure 2 are STAT-1 (latent gene regulatory protein, Signal 

Transducer and Activators of Transcription) and STAT-3. Activation of these 

transcription factors by the set of JAK kinases in response to EGF stimulation 

adds to the set of preconditions inducing cell proliferation (6).  

 

Phosphatidylinositol 3-kinase network activation (PI3K) 

The EGFR also targets the PI3K which is involved in activating pro-

survival kinases such as PKB/Akt and pro-growth/survival kinases such as PKC. 

PKB/Akt is activated by PIP3 when recruited to the plasma membrane. It then 

returns to the cytoplasm and phosphorylates a variety of serine/threonine target 

proteins. One of these targets, known as BAD, is a protein that usually is 

adjuvant to programmed cell death (apoptosis). Phosphorylated BAD is inactive 

(it then is able to associate with 14-3-3). 

 

Ca2+ level response 

The EGFR also has an impact in cytosolic Ca2+ levels (see Figure 2) 

through the action of Phospholipase C-γ (PLC- γ, activated by tyrosine 

phosphorylation). This enzyme hydrolyses PIP2, generating IP3 (inositol 

triphosphate). Through this pathway, receptor tyrosine kinases are able to 

increase cytosolic Ca2+ levels (IP3 acts on the endoplasmic reticulum and the 

latter releases calcium) (6). 

1.2.1.2  Timescales for intracellular network funct ioning 
 

Signal transduction biochemical circuits transmit information on the state 

of the cell and its surroundings to other regulatory networks. They are essential in 

the complex cellular decision making that induces diverse cell phenotypes such 



   

 29 

as cell division, apoptosis and differentiation(122). Gene regulatory networks 

(also known as transcription factor networks (7)) play a fundamental part in this 

phenotype selection and are influenced by signal transduction networks. 

Moreover, they exert feedback on the pathway. This could be crucial for signal 

spreading in the cell in normal cases or in the presence of deleterious mutations. 

On a more qualitative level, attempts to deal with the pathway signalling 

complexity like comprehensive signalling pathway diagrams (157, 158) have 

been decisive in clarifying molecules in the cell machinery to be modelled. Yet, 

cellular interactions are highly dynamical and non-linear and cell processes occur 

on different time-scales (Table 1). Therefore, a more resourceful approach is 

necessary to deal with intracellular network complexity involving dynamical 

behaviour. We will review and use modelling approaches, throughout this thesis, 

that respond accurately to these issues and take into account the wealth of time-

scales in cellular processes. 

 

Cellular signalling process 

(Human fibroblast) 

Time 

Kinase/phosphatase reactions ∼10-3sec 

Protein conformational changes ∼10-3sec 

Cell-scale protein diffusion (passive) ∼100sec 

Cell-scale protein diffusion (active) <100sec 

Diffusion of small molecule across cell ∼0.1sec 

Time to transcribe a gene ∼30min (including mRNA processing) 

Time to translate a protein ∼30min 

(including mRNA nuclear export) 

Typical mRNA lifetime ∼10min to over 10h 

Cell generation time 20h non-dividing 

Cell migration 100-102 

Receptor internalization 102 
 
Table 1 Order of magnitude for timescales in intrac ellular networks in human 
fibroblasts. Based on (7, 208). 
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1.2.2 Cycle and cascade motifs in signalling networ ks 

After a signal is translated into the cell, a cascade of downstream events 

takes place as was described above for the representative EGFR pathway (see 

Figure 2). The elements of this cascade usually function as molecular switches: 

upon receiving a signal they suffer a transition, or switch, from an inactive to an 

active state, until another process, exerted by an additional protein or simply due 

to instability, switches them off. Examples of proteins functioning according to 

this paradigm are kinases and GTPases. Switching off proteins that have been 

activated is as important as the process of switching them on. The inactive 

protein level of a pathway has to be maintained in order for a message to be 

passed again. A common fundamental motif found in intracellular networks is 

made of proteins having interconvertible forms (see Figure 3). The change in 

protein state is performed by two opposing enzymes. For phosphoproteins the 

enzymes are the kinases that add a phosphate group and the phosphatases that 

remove it (Figure 3). The great majority of proteins underlying phosphorylation 

signalling cascades are serine/threonine kinases phosphorylating proteins on 

serine residues and less frequently on threonine residues. Others are tyrosine 

kinases, phosphorylating proteins on tyrosine residues. Genome sequencing has 

revealed that protein kinases are encoded by about 2% of the genome, and it is 

thought that around 518 distinct types of protein kinases operate in a typical 

mammalian cell (182, 216). Kinases are commonly mutated in cancers and 

constitute prominent therapeutic targets (28).  

Another form of the active/inactive cycle motif is seen in activation of small 

G-proteins (e.g. Ras, Rho, Rab, Ran or Arf), which are also crucial for the 

continued transmission of the signal. In this case the guanine exchange 

nucleotide factor (GEF) and the GTPase-activating protein (GAP) execute the 

changes (Figure 3) (6). Take the case of the EGFR pathway (section 1.2.1, 

Figure 2); the GAP enzyme increases the rate of hydrolysis of bound GTP by 

Ras, which inactivates Ras (GTPase). 
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Figure 3 Typical motifs of intracellular signalling  cascades. Left: one site 
phosphorylation cycle involving kinases and phophat ases. Right: Ras 
activation/inactivation involving GAP and GEF enzym es. Kin: kinase. Phos: 
phosphatase. M: generic protein. M P: generic protein phosphorylated.  

 

These types of cycles are the building blocks of all signalling networks 

studied until recently and seem to pervade intracellular network structure in both 

prokaryotes and eukaryotes (6). The cycles represented in Figure 3 are often 

interlinked forming layers of cycles known as cascades. A crucial aspect of these 

types of networks is that they typically establish cross-talk with other pathway 

cascades forming an intricate regulatory web. A key question being asked in this 

area is what is the purpose of all this complexity? Tools from electric circuit 

design have been useful in understanding, in the light of man-made system’s 

concepts, the properties of these biological networks (255).  

1.2.3 Modularity 

Hartwell and coworkers (117) defended that the recognition of functional 

modules is fundamental for understanding biological complexity. Modules are 

defined as ”…discrete entities, whose relatively autonomous 

functions are separable (through spatial localization or chemical specificity) 

from those of other modules, and designed (or evolved) so that interconnecting 

modules allow higher level functions to be built.” (70). Highlighted examples that 

have been seen as conforming to this view in signalling are the MAPK cascades. 

Lauffenburger (167) further elaborated on the possibility to understand biology in 
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a “hierarchical or nested manner”, comparable to engineering design: 

components and their dynamical regimes are studied in isolation and 

incorporated into larger networks. Modular structures are thought to promote 

evolvability, by nesting specific cellular functions in distinguishable modules 

allowing robustness to core functions but variations in inter-module connections. 

To find these appropriate functional modules or understand why a subnetwork 

may be interpreted as being a module some approaches have been developed; 

some based on structural properties of the graph identifying a module as a tightly 

connected sub-graph or community, others at a more functional level defending 

that negative feedback loops may provide special characteristics to the elements 

of the network encompassed by it (70, 223). This facilitates intuitive 

understanding of network function and may inform on targeting strategies. The 

existing negative feedback between ERK-PP and the input to the MAPK cascade 

has been seen as a crucial point in isolating the cascade into a module (228). 

One conclusion taken from identifying the MAPK cascade (Raf/MEK/ERK) as a 

feedback amplifier module is that we should never target nodes inside the 

module because these perturbation will be overcome by the natural dynamical 

function and feedback of the network (228). Conclusions from a simulation study 

of the EGFR pathway (see section 4.2.2) will test this assumption. The 

usefulness of using these modules as the ultimate information for embedded 

network function is reduced when the intracellular networks to be modelled are 

extremely intricate and involve multiple feedback loops and cross-talk. Also, due 

to the proved existence of redundancy in intracellular networks (64), cellular 

systems biology may be harder to understand from a purely engineering modular 

or compositional approach. Intracellular networks have not only distributed 

robustness but also control (125, 175). In this thesis we will follow an approach 

which is closer to understanding intracellular network function not as composed 

of functional or structural modules but as a whole network information processing 

unit with extensive distributed control. 

Below we focus on the paradigmatic MAPK pathways and the importance 

of cross-talk in cell fate decision. 



   

 33 

1.2.4 Intracellular integration of signals and cros s-talk between 

pathways: the mammalian mitogen activated pathway k inases 

(MAPK) 

Signaling pathways have traditionally been interpreted as almost 

independent or isolated sets of reactions or modules, exchanging limited 

information. A number of studies have been devoted to understanding crosstalk 

within the theoretical framework of pathway specificity (20, 21, 159). Mechanisms 

such as cross mutual inhibition (20, 159, 185) (Figure 4) and kinetic insulation 

(21) have been thought as being crucial for avoidance of excessive signalling 

crosstalk. 
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Figure 4 Crosstalk between two pathways affecting d ownstream transcriptional activity. 
Cross-talk is represented by interrupted grey arrow s. The delays ( ττττd) involved are 
associated with transcriptional and translation pro cesses plus macromolecular 
transport of proteins and mRNAs. Each node represen ts proteins and they can be in an 
activated or inactive state (see Figure 3). A proce ss for specificity control is also 
represented by the mutual inhibition between pathwa ys. R 1-receptor 1. R 2- receptor 2. 
TF-transcription factor. The negative feedback in p athway 1 is a simplified 
representation of mechanisms such as those involved  in the ERK-PP-SOS link present 
in the EGFR pathway (51, 125). The circuit generica lly representing transcription factor 
networks is a genetic decision switch (109). 

 

Others studies are devoted to the question of how pathways can evade crosstalk 

by the use of scaffold proteins (20) (Figure 4). In the context of protein kinase 

networks, a model of how pathways pass different signals using a common 

intermediate (238), and how inter-pathway modulation is performed (121) have 

been proposed.  
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On a more structural level another definition of crosstalk has been 

elaborated. It stands on the notion of cross-interactions relative frequency, i.e., 

“number of cross-interactions found normalized to maximal number of possible 

cross-interactions” (31, 32).  

If one considers the wealth of signaling molecules and respective intricate 

web of interactions as “one big signalling system” (41), then pathway cross-

communication is the standard and not the exception. As can be seen in Figure 5 

cross-talk between MAPK pathways is quite frequent. This perspective shifts the 

research question of avoidance of crosstalk to understanding what its purpose is. 

In the context of therapeutic intervention the effort also shifts from how to develop 

drugs that circumvent the intricate crosstalk to using it to attain the desired 

outcome, e.g. cell phenotype changing from proliferation to apoptosis. A proposal 

based on a more functional analysis of signalling properties was reported in (25). 

Looking at the signalling system as a combinatorial decoder allows one to 

understand Input-output mapping.  
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Figure 5 Cross-talk between mitogen activated prote in kinase networks, transcription 
factors activated and the induction of early genes (IEG) in response to extracellular 
signals. For details about each of the protein see (59) and 
http://www.ncbi.nlm.nih.gov/omim .  

 

The MAPK signalling pathways play a central role in gene expression 

regulation in eukaryotic cells. MAPKs activation of transcription factors are seen 

as one of the major mechanisms for inducing gene expression. Numerous 

mammalian transcription factors and their co-regulators have been identified as 

MAPK cascade  targets (275). Four main groups of MAPKs have been reported 

in mammalian cells: p38, extracellular signal regulated kinase (ERK), 

extracellular regulated kinase-5 (ERK5, also known as BMK1) and c-Jun N 

terminal kinase (JNK). Each group contains a number of gene products and 

additional isoforms that are generated by alternative splicing, e.g. Jnk genes 

generate ten distinct isoforms (111). The structure of the mammalian MAPK 

pathways is highly conserved in yeast. It is therefore probable that the 

mechanisms governing this core cascade functioning is conserved across 
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eukaryotes (92). A representation of the cross-talk within the mammalian MAPK 

network is presented in Figure 5 along with the respective transcription factor 

targets and cellular responses. Recent studies have demonstrated that cross-talk 

is a fundamental aspect of cellular decision making (96) in situations where 

simultaneous external signals operate on the cell. The combinatorial and 

sequential complexity of the network has to elicit the right cellular response or 

phenotype, e.g. apoptosis, proliferation, differentiation.  

In the following section we highlight the importance of signalling output 

node activation and phenotype commitment. 

 

1.2.5 Transient vs. sustained activation and early gene induction: 

linking signals to transcriptional activity 

 

The classical view of discrete linear networks of components connecting 

receptors to transcription factors has been substituted by an extremely intricate 

network where there’s no clear view of specificity in signal-response events as 

was highlighted before. Specificity in cellular dynamics is performed both by 

spatial dynamics and temporal profiles of downstream signalling components. 

Take for instance the example of the MAPK cascade activation through the 

growth factor EGF or the nerve growth factor (NGF) (184, 195): 

• EGF-induced transient MAPK activation stimulates proliferation 

• NGF-induced sustained activation results in differentiation 

 

Nevertheless, the control of the MAPK cascade is extremely complex. MAPK 

cascades are able to generate bistable dynamics and oscillations (26, 27, 149). 

These behaviours depend on subcellular localization and recruitment to scaffolds 

(116, 264). The activation profile has been the main indicator, in certain cell lines, 

of cell phenotype. Here we discuss the connection between activation profile of 

output signalling proteins and transcription factor activation. It will be crucial for 
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understanding how these signals regulate externally the transcriptional 

machinery and induce the correct phenotype. 

MAPKs phosphorylation of target proteins, such as transcription factors, is 

secured through their docking sites, which can act as sensor units with the 

capacity to detect MAPK signal duration as well as strength (193-195). MAPK 

substrates contain binding sites for the MAPKs and Ser/Thr-Pro 

phosphoacceptor motifs. Several docking sites, crucial for efficient 

phosphorylation and enhancing specificity by selectively binding to MAPK sub-

types, have been uncovered (193-195). Two that are particularly well 

characterized are the D-domains and DEF domains. The DEF domain is the 

docking site for ERK (266). It has been a common experimental fact that specific 

characteristics of the output signal of the MAPK cascade, ERK, correlates with 

mutually exclusive cell fate decisions. Take PC12 pheochromocytoma cells 

where ERK transient activation is associated with cell proliferation and sustained 

activation promotes cell differentiation (184). In other cell lines the profile of ERK 

activation has also been correlated with cell fate decision: sustained ERK 

activation in fibroblasts is a necessary condition for cell cycle re-entry and 

proliferation (184, 193, 274).  

Let us take the example of the immediate early gene product c-Fosd which 

expression is promoted by ERK activation. c-Fos is unstable if not 

phosphorylated at its C-terminus taking place. If ERK is activated transiently the 

c-Fos protein is not phosphorylated and thus is unstable and degraded. On the 

other hand if ERK is activated in a sustained fashion, c-Fos is phosphorylated 

(primed), the DEF domain becomes available to ERK and further phosphorylation 

leads to activation and initiation of a subsequent transcriptional program (194). 

Other DEF domain containing IEG products also function as ERK activity 

sensors, e.g. c-Myc (194, 195). DEF domain containing immediate early (IEG) 

products can also function as gatekeepers by only allowing DEF domain 

dependent phosphorylation when ERK activation profile attains a certain 

threshold. Furthermore, ERK may be retained in the nucleus in an active form 

                                            
d Part of the AP-1 transcription factor complexes. 
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and shielded from phosphatases by DEF domain binding (193).  DEF domains 

also bind the protein p38α in addition to ERK (91). Other ligands such as TNF 

may induce MAPK activity that also determines cell fate decision and may 

compete with the induction from other ligands such as EGF. JNK activation to 

TNF, a stress signal, determines distinct cell fates (91, 259). 

We see from the above information that the time-dependent activation 

profile of the output nodes of signalling networks influences clearly the 

transcriptional programs induced. 

In the following sections we review the most common mechanisms of 

initiation of transcription and integration of external signals into gene expression 

programs. 

1.2.6 Control of gene expression 

The process by which genetic sequences are translated into amino acid 

sequences in proteins or into nucleotide sequences of RNA is termed gene 

expression. It entails in eukaryotes the subsequent steps (6): 

• Production of a primary transcript, known as pre-mRNA; this step is also 

known as transcription; 

• Change of the initial pre-mRNA into a mature mRNA. This includes 

processing, splicing and subsequent transport or diffusion from inside to 

outside the nucleus; 

• Synthesis of proteins into the ribosome. 

The regulated transcription of genes requires the reorganization and modification 

of the chromatin which is affected by DNA methylation of cytidine residues. After 

this essential step, initiation of transcription involves selection of the target gene 

and formation of an intricate initiation complex. The main components of this 

complex are: 

• The RNA polymerase; 

• General and specific transcription factors; 

• Specific cofactors that assist in the coordination of chromatin changes and 

RNA synthesis. 
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The class of proteins called transcription factors are produced in order to allow a 

signalling pathway to convey information with several genes. Via transcription 

factors a gene also communicates with others genes although in a slower time 

scale (see Table 1). Transcription factors are fully capable of forming complexes 

and are susceptible to degradation, all of which have a fundamental role in the 

regulation of gene activity.  

 

Figure 6 Hardware gate abstraction of the cis-regul atory region of a gene. 

 

A simplified depiction of the cis-regulatory region of a gene as a hardware 

gate may be seen in Figure 6. It is a stretch of DNA with two regions which may 

not be continuous:  

• a regulatory region which serves as input; this contains essential protein 

binding sites for transcription factors; 

• A coding region which serves as the output; this region may code for one 

or several proteins. 

Although one may model this system using a gate abstraction there are cases 

where this may be too coarse. Nevertheless, this modelling approach is very 

common (33, 34). The coding or output region represented in Figure 6 follows 
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roughly the following genetic code: triplets of nucleotides (codons) are associated 

with one of 20 amino acids, with the addition of start and stop triplets.  

The input region obeys principles that are much more complex. The 

subtleties corresponding to this region are still poorly understood. The process of 

transcription involves transcription factors (with specific 3D shapes) binding, with 

variable strength, to nucleotide sequences in the input region. We have, 

therefore, an “analog” character inherent to this process. Various shapes 

recognize to a different degree another type of information (digital) in the form of 

a string. Again, this string is an abstraction from a 3D chemical entity, also 

analog. Nonetheless, it is a custom modelling practice to use the abstract 

hardware gate approach and simply measure the effectiveness of gene to gene 

connections by tracking gene product concentrations. The modeller has to 

understand, in any case, the limitations of such an abstraction.  

The external inputs affecting a gene or gene regulatory network, i.e. a 

system where several transcription factors regulate each other’s expression, are 

signals that carry information from the environment and inside the cell. An 

example of a cascade of signals was already described before (see Figure 2). 

Each signal is a small molecule or molecular partner that affects activity of one of 

the target transcription factors (Figure 7). For a view of the main transcription 

factor targets of the mammalian MAPK cascade module see Figure 5. 
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Figure 7 Generic representation of the process of a ctivation (phosphorylation) of a 
transcription factor, cooperation between activated  TF monomers and a co-activator TF 
to induce transcription and transport of both mRNAs  and proteins. TF i-transcription 
factor. RNAPII- RNA polymerase II necessary for ini tiation of transcription. Each ττττi 
represents delays associated with transcription, tr anslation or molecular transport. See 
also Table 1 for approximate values of the characte ristic times each of these reactions 
take. 

 

 

The signal can also be as simple as a sugar molecule that enters the cell and 

directly binds the transcription factor. The signal usually initiates a physical 

transformation (often via phosphorylation, for a review see reference (39)) in the 

shape of the transcription factor protein, causing it to assume an active molecular 

state (6).  Activated transcription factors subsequently bind to DNA sequences, 

the responsive elements, and control the transcription of particular nearby genes. 

The initiation of transcription may be dependent on the interaction of several 

transcription factors and cofactors, together with the RNA polymerase II complex 

(Figure 7), leading to a transcription initiation process with complicated 

combinatorial logic (33, 34, 40). Transcription factors frequently interact with DNA 

in homodimer form or as heterodimers. The potential complexity of genetic 

regulation is further advanced by the fact that certain transcription factors are 

able to activate their own transcription (e.g. Jun) (248). As will be seen in further 

chapters this is a fundamental characteristic for simultaneous existence of 

multiple stable states in genetic regulatory circuits (see section 8.6). In other 
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cases, transcription factors repress their own transcription. This is performed 

either directly, e.g. Fos, or by inducing repressors such as the inducible 

Ca2+/cAMP-responsive early repressor (ICER) protein. The latter is increasingly 

transcribed if phosphorylated dimers of CREB (cAMP response element binding) 

bind to a nearby Ca2+/cAMP-responsive element (CRE).  ICER suppresses its 

own transcription. 

The required presence of several components together with the activation 

profile of each of them performed by an upstream signalling protein may lead to 

changes in the overall network. Transcription factors are embedded in 

transcription factor or gene regulatory networks responsible for the transcriptional 

program ending in the appropriate cell fate (7). 

Transcription networks show strong separation of timescales as was 

previously seen in Table 1: the input signals usually change the transcription 

factor activities on a sub-second timescale as mentioned earlier. Binding of the 

active transcription factor to its DNA sites often reaches equilibrium in seconds. 

Transcription and translation of the target genes takes minutes and the 

accumulation of the protein product minutes to hours (see Table 1). This process 

plus transport of mRNAs and proteins in the cytoplasm is usually modelled in the 

literature through delays (236, 237) (see also Figure 7).  

Signal-transduction networks made of interacting proteins typically operate 

much faster than transcription networks (Table 1). Thus, they can be considered, 

to a degree, to be approximately at steady state on the slow timescales of 

transcription networks. This is the customary approach to modelling intracellular 

network dynamics. Nevertheless, composite motifs (including fast and slow time 

scales) may be of crucial importance in cell functioning (7). Also, the traditional 

division between slow and fast time scales for simulating and solving hard 

numerical problems may not be appropriate if we take into account variations in 

the parameters, which may give rise to bifurcations in the dynamical system (85-

87, 87). This completely changes the fast time scale network behaviour and 

perturbs differently the slow network dynamics, possibly inducing different 

transcriptional programs.  
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We have reviewed so far the main aspects of signal transduction (sections 

1.2.1 and 1.2.4) and the mechanisms by which the transduced signals affect 

transcription factor activity (sections 1.2.5 and1.2.6). The molecular aspects of 

the pathway described before (see Figure 2) will be fundamental to follow the 

perturbation studies performed in section 4.  

The following picture (see Figure 8) represents the signalling apparatus as 

an analog combinatorial decoder (25), where a combination of inputs (Si) with 

different profiles (impulse like, sustained, etc) are processed by the signalling 

block involving several pathway modules with crosstalk. This is actually in line 

with data collected from cross-talk studies in signalling networks (181) (see also 

Figure 5). Therefore, the working hypothesis of signalling systems functioning as 

a whole information processing network is indeed a viable one (122). 

Downstream of the signalling module different activation profiles, e.g. 

transient/sustained, of the elements (TFi) operate on an intricate gene regulatory 

network to induce the correct transcription pattern and consequently cell 

phenotype. 

We believe that this whole-network approach, and not a collection of 

independent pathways, is the most suitable to clarify how cell fate decision arises 

in intracellular networks. Moreover, current efforts in pathway biology have 

focused on signalling module response studies (96), with cross-talk being a 

fundamental aspect. The question lies with understanding how do the 

combinations of inputs to a transcription network, in the case of Figure 8 TFi-PP 

activation profiles, select appropriate gene expression patterns in a concerted 

fashion. Below we will extend this rationale to multitargeting therapy design. This 

class of therapies operate on signalling pathways that affect transcription network 

activity. Hence, selecting targets is in effect optimizing the combination of TFi-PP 

activation profiles inducing the correct cell response. The concept of cell 

phenotype being associated with a gene expression pattern will be reviewed in 

section 1.5 and linked with the whole-network approach to cellular dynamics 

defended in this thesis. The effect of different TFi-PP signal shapes in cell 
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phenotype or gene expression pattern selection will be explored at length in 

section 2.3 and section 3. 

 

Figure 8 The signalling system as a combinatorial d ecoder.  Upper line: generic signal 
shapes normally used in experimental perturbation s tudies (140). Bottom line: generic 
shapes for activated (doubly phosphorylated) forms of transcriptions factors. The 
double phosphorylation represents in a simplistic f orm the mechanisms described in 
section 1.2.5. S i- external signals. TF i-transcription factors activated in response to 
external signals. Inspired in (25). 
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1.3 Multitargeting therapies: network connectivity can be used 

to develop possible strategies. 

Targeted therapy is an expression associated with a new generation of drugs, 

e.g. Tyrosine Kinase Inhibitors (TKIs) (280),  designed to disrupt or modulate 

specific molecular targets which are believed to have a fundamental role, when in 

a mutated form, in tumour growth and progression. This new approach is in 

contrast with a more empirical one practiced in the last few decades, cytotoxic 

chemotherapeutics, which is not based on thorough molecular characterization of 

protein targets. At the moment, clinical trials are in progress for a range of drugs 

targeting signal transduction components. Among these are second-messenger 

generators, receptor tyrosine kinases but also kinases involved in cell-cycle 

regulation (204, 229). Several of these drugs will be discussed further ahead 

(section 1.3.3). One of the main advantages over conventional chemotherapeutic 

agents that has been reported in the literature is their capacity to obstruct specific 

deregulated pathways with diminished effect on cell functioning (219). In section 

4 we will, on the other hand, prove that the application of a number of these 

drugs may not be as efficient as required, due to non-specificity in binding (79).   

Drugs devised against individual molecular targets embedded in a convoluted 

protein-protein-gene interaction network with redundant and multifunctional 

cellular mechanisms (43, 44, 124) cannot usually fight against multigenic 

diseases, e.g. cancer, or diseases disrupting multiple tissues or cell types, e.g. 

diabetes or immunoinflamatory diseases (see graph representing the number of 

perturbations necessary for relevant reduction in output response in Figure 13). 

Although the single target molecule has led to growth in the industry, successful 

development of first-in-class drugs is extremely difficult (224). A number of novel 

therapies have been developed that correct some of the short comings of single 

target therapies by recurring to a network control approach (82, 147) in signalling, 

transcription or metabolic systems (192, 203). This aims to identify possible 

targets for the application of multiple drugs either simultaneous or in a timed 

manner. The systematic search of combinations of drugs in vitro can avoid the 

traps of intracellular evolved systems. Yet, it demands large-scale searches in an 
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enormous space of candidate target combinations using cell-based experiments 

(282). Approaches to multitargeting based on stochastic search algorithms are 

currently being studied that use both topology information and pathway details 

(46, 273).  

Targeting multiple nodes simultaneously on a dynamical model of the 

signalling cascade of  the Epidermal Growth Factor Receptor has been 

performed by Araujo and coworkers with positive conclusions (14). It was 

observed that attenuation of the output signal is enhanced with multiple targets 

which reinforces the idea that understanding of the dynamics of pathway 

functioning and the inherent distributed control is crucial for therapeutics. One 

interesting and solid concept that has been devised and brought from systems 

engineering and that could widely help in efficient targeting is robustness (153-

155). Biological systems show fail-safe capacity through redundancy and 

diversity which allows continued operability. Pathway cross-talk (section 1.2.4) is 

also a mechanism for robust behaviour but may diminish drug efficacy.  

The inefficiency of certain drugs relates sometimes to the fact that the 

inherent robustness of the patient’s systems or of pathogens balances any 

desired changes caused by drugs. Yet, systems may exhibit a trade-off between 

vulnerability and robustness. The extreme vulnerability verified in some biological 

systems when faced with perturbations (e.g. mutations on the p53 protein crucial 

for induction of apoptosis (221)) for which have not been optimized illustrates 

their robust yet fragile nature,  an idea proposed under the concept of Highly 

Optimized Tolerance (HOT) (47, 49). Side effects provoked by drugs are 

probably an interference with certain features that stand out as a fragility of the 

system. Kitano and coworkers have long defended that “understanding the 

relationships between robustness, disease, drug efficacy and side effects is the 

first step towards the design of drugs that can target robust systems to achieve 

the desired therapeutic goals” (155), with which we agree. Biological networks 

are expected to demonstrate robustness in response to node removal, “fail-off” 

failure, but vulnerability to sustained malfunction of nodes, “fail-on” failure. The 

most disruptive impact on biological systems comes from invading agents, 
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overexpression and amplification of genes and uncontrolled activation of their 

regulatory loops, such as the case of Ras (see section 1.2.1.1), so common in 

cancers.  

Cancer can be compared to a “parasitic disease” (155). Under this 

perspective tumour cells establish a symbiotic relationship with the host by 

controlling its robustness mechanisms. In this way they protect themselves and 

divide uncontrollably. Also, they are able to establish robust mechanisms for 

themselves. Regarding therapeutic interventions in tumours, their robust 

behaviour is manifested through multiple drug resistance, micro-environment 

remodelling, intra-tumoural genetic heterogeneity (155). 

Several questions arise in the face of the astonishing biological complexity 

of intracellular circuits. How should drugs be designed to incorporate the 

concepts relating to robustness, both structural and dynamical, and overcome the 

problems observed in their application? Regarding intracellular networks where 

should drug molecules strike? When should they strike and in which dosage?  

The complex machinery of a cell may be characterized as a network 

where interactions represented by links determine in a very coarse grained 

fashion possible functions (section 1.3.1). The availability of information on 

networks at genome scale, ranging from metabolic reactions to gene regulatory 

and protein interaction networks, has created an interest in these large scale 

networks’ topological properties or wiring (4, 5, 36, 136, 137, 187, 233).  

Below we review main aspect of network representation that will clarify the 

mathematical modelling throughout the thesis and the determination of adequate 

multitargeting strategies in general (see also section 4.4). 

1.3.1 Directed and undirected graphs as a tool for qualitative 

intracellular network description. 

One of the most straightforward ways to create a model of an intracellular 

network is to view it as a graph, directed or undirected (Figure 11). A graph can 

be defined as a tuple <V, E>. Here V stands for the set of vertices and E the set 

of edges. A directed edge is a tuple <i,j> of vertices, with i denoting the head and 
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j standing for the tail of the chosen edge. In this description, each vertex 

corresponds to a gene or protein and each edge to an interaction. In an 

undirected graph the representation of the nature of the interaction between two 

vertices usually is not directional. Physical interactions involving protein-protein 

interactions without explicit activation or inhibition can be represented by 

undirected graphs.  

Another representation known as a hypergraph can be used to represent 

for instance cooperation of two proteins in the regulation of the expression of a 

gene. The formal expression of a hypergraph is now <i,J,S>, where J constitutes 

the list of genes regulating i and S the respective list of signs showing the nature 

of the regulatory influence (Figure 9).  

 

 

Figure 9 Representation under the graph formalism o f a gene network or a network 
involving both genes and signalling proteins. 

 

Current databases, such as KEGG, that provide information about 

regulatory interactions can be viewed as annotated graph representations. 

Resorting to graphs a number of biologically relevant predictions can be 

made. Searching for paths between two genes may be a way of finding missing 

regulatory interactions in the database or providing evidence about redundancy 

in the network. Furthermore, the existence of feedback cycles may inform on the 

possibility of homeostasis or multistationarity (253). Network connectivity 

translated into quantities such as the average and the distribution of the number 
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of regulatory proteins per gene shows us in reasonably simple terms the 

complexity inherent to a specific network.  

Furthermore, the existence of modules of regulatory activity may be 

identified through tightly connected subgraphs. These may be associated with 

isolated functional activity and further elucidate the level of complexity of an 

intracellular network. Nevertheless, although biology is largely accepted as being 

modular there’s no unique formal method for devising modules on intricate 

networks (117, 167, 223, 227, 231, 271). 

 Of particular interest is 

also the recent study of network 

properties such as “network 

motifs” (187). These are locally 

defined structures or directed 

subgraphs which stand out as 

patterns of interaction between 

a reduced number of nodes. In 

bacterial transcription factor 

networks typical motifs such as 

the feed-forward loop (233) 

(Figure 10 A) are significantly 

over represented. For each 

directed edge a sign can be 

associated (s=±1), separating 

the FFL motif into two classes 

according to the number of negative edges: incoherent (odd number) and 

coherent (even number) (7). In signalling networks one may also represent 

interactions through directed graphs. Mostly, these interactions are associated 

with direct activation, e.g. phosphorylation. Nevertheless, signalling networks 

may also involve events associated with protein complex formation without direct 

activation, e.g. binding of kinase to scaffold proteins or adaptor proteins binding 

to a tyrosine receptor. Common motifs in signalling networks are the BIFAN 

A 

 

B 

 

 

 

C 

 

D 

Figure 10 Common structural motifs found in 
intracellular network. A) Feed-forward loop motif. 
B) Motif known as bifan. C) Diamond motif. D) 
Multilayer perceptron motif. See also (7). 
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(Figure 10 B) and the Diamond (Figure 10 C) with possible and also found 

generalizations such as the multilayer perceptron (Figure 10 D) (7) known in the 

area of artificial neural networks for its pattern classification capabilities (35). The 

strong presence of the multilayer perceptron motif in signalling networks 

reinforces our interpretation of the function of this particular module as an analog 

combinatorial decoder (see Figure 8). 

 The use of graphs as a modelling technique also provides us with a way 

of comparing regulatory or signalling networks from different species and 

understand which parts have been conserved during the evolutionary process 

(65). The graph models may be constructed by extensively consulting the 

information stored in databases or by reverse engineering approaches to gene 

expression data. Several clustering algorithms have been devised that group 

genes having comparable temporal expression patterns, under the rationale that 

they regulate each other or are coregulated by another (8, 123). 

This methodological approach is interesting for obtaining structural 

aspects of the system under study in this project. Yet, this does not restrict 

completely the possible dynamical behaviours. One can only speculate about the 

outcome of the interactions. Parameters regulating interaction activities are 

crucial at this point (255). If certain parameters are not available, abstractions 

based on Boolean logic or continuous extension to Boolean logic may be 

resourceful (to be discussed ahead).  

 

1.3.2 Global topology of networks, robustness and t argeting 

strategies 

 

Systematic network topology information has been made accessible for 

metabolic networks in various microorganisms as well as for genome-wide 

protein–protein interaction networks such as the yeast Saccharomyces 

cerevisiae (Figure 11). Network data is also available for Escherichia coli. In 
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several existing databases, e.g., KEGGe, pSTIINGf, Reactome, all of this 

information is collected, curated and available for the research community.  

Interpretation of genome-wide complex networks has been based mostly 

on topological information. Highly connected hubs in these networks have been 

proposed to be more likely essential genes. Power-laws (Equation 1, probability 

of finding a node with d links), which coexist with hubs, have been shown to 

generically lead to networks more tolerant to random failure of individual nodes. 

Yet, they show vulnerability to specific targeted attacks on the hubs (5).  

 

Equation 1 
γα −ddP )(  

 

This topology is usually known as scale-free due to the invariance of P(d) under a 

rescaling of d (Equation 1). Scale-free topologies have been found to lie in the 

interval 2 < γ < 3 (4).  

 

Figure 11 Yeast (Saccharomyces cerevisiae) protein interaction network. Only the 
largest cluster containing approximately 78% of all  proteins is shown. Nodes are colour 
coded according to the phenotypic effect arising fr om removing the respective protein: 
red reflects lethality, green stands for non-lethal ity, orange for slow growth, and yellow 
for unknown effect. Taken from (136). 

                                            
e KEGG- Kyoto Encyclopedia of Genes and Genomes. 
f pSTIING-Protein, Signalling, Transcriptional Interactions & Inflammation Networks Gateway,  
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In cancer, intracellular network proteins such as Ras (involved in cell 

proliferation) or p53 (involved in apoptosis) are often mutated (221). These 

constitute important hubs for cell signalling. They have the highest degree 

(number of links). Attacking mutated Ras or proteins upstream that activate it 

(e.g.EGFR) has been a successful strategy in cancer therapies (114). Globally, 

another measure that can be helpful in understanding cross-talk between 

pathways is betweenness (36). This is used as a standard measure quantifying 

node centrality in intracellular networks and can be defined as the number of 

geodesics going through a particular node of interest. Targeting a node with high 

betweenness may be seen as targeting bridges or links between pathways 

(Figure 12). Another measure commonly used is edge betweenness which is 

defined according to (36) as the “number of shortest paths between pairs of 

nodes that run through that specific edge”. Targeting an edge following this 

measure could also be viewed has targeting a link with crucial important to 

pathway cross-talk. 

 

Figure 12 Graphical depiction of possible strategie s for targeting networks. Black dots 
represent proteins. Links between proteins represen t in a simplistic fashion complex 
reactions. 

 

  It has been verified that although power-law networks constructed through 

random node attachment algorithms show robustness to randomly selected 
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nodes (5), the network becomes progressively more susceptible to disruption as 

the number of nodes removed or weakly modulated increases (3, 62). This has 

motivated therapeutic approaches looking for synergistic effects of drug 

combinations with reduced toxicity (169-172, 282). These multitarget 

combinatorial approaches explore cross-talk and redundancy in intracellular 

networks (see Figure 13).  

 

 

Figure 13 Simplified representation of how complex networks have a high-threshold to 
higher-order perturbations. From simple linear path ways to interlocked pathways the 
response to deletions changes. Complex networks are  only sufficiently disrupted 
reaching what is known as ‘combination order of fra gility’ (COF) by a higher number of 
deletions (169). This fact justifies the use of mul titargeting therapies in intracellular 
network phenotype selection. 

 

As can be seen in Figure 13 the representation of the complex systems of 

interlocking pathways is a multilayer perceptron, a generalization of the BIFAN 

and Diamond structures (Figure 10). This multiple-in-multiple-out structure, 

commonly referred to as signalling bow-tie (63), generates a classification of the 

combination of inputs based on their level (dosage) and timing (122), recurring to 

the multiple interlinked chemical processes, transforming these into a 

combination of  activation concentration profiles of the output nodes crucial for 

cell fate decision (see section1.2.5 and Figure 8). Regarding targeting strategies, 

the question arises of how to modulate the biochemical processes as to induce 

the correct combination of concentration profiles of output nodes (Figure 8) and 

how to interpret this combination (see section 1.5). Also, recalling the results 
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presented above in Figure 13 and the fact that scale-free networks are more 

susceptible to weakly modulated nodes (3, 62), we ask if lower affinity molecules 

with broader specificity or therapies relying on administration of multiple drugs 

can be more efficient than high-affinity, highly specific drugs (see also section 

1.3.3). 

1.3.3 Multiple-targeting or multiple drugs with ind ividual single 

targets? 

Clinical experience has shown that drug combinations can be more 

efficient than single agents (282). In many cancer treatments combinations have 

become the main strategic approach (66). The development of combinatorial 

targeting strategies may take two broad avenues: combination of multiple agents 

with high specificity or development of an agent with multiple targets (66). The 

latter might address concerns related to efficiency of drugs with a limited 

spectrum of action. Development of a single agent with multiple targets might 

overcome molecular heterogeneity and have higher probability of succeeding if 

tumour markers are not systematically collected or established. Nevertheless, the 

mechanisms of its action are difficult to understand and the development of a 

drug with optimal potency against several targets is a difficult endeavour. Another 

problematic aspect stems from the additional targets (non-specific interactions) 

which may or may not be relevant in a particular tumour molecular profile, thus 

increasing the probability for toxicity. For example, non-specific kinase inhibitors 

have been identified through extensive screening for activity against particular 

kinase(s) of interest by Fabian and coworkers (79) (see also section 4.2)g. 

Development of kinase inhibitors with a specific kinase-inhibitory profile showing 

optimal potency for each of the chosen multiple targets is still not possible and 

non-intended off-targeting may erase or mask the intended drug effect. 

By contrast, the strategy resorting to combinations of more specific targeted 

agents might be more appropriate for personalized regimes with the molecular 

                                            
g The most recent study of non-specificity of small molecule kinase inhibitors was performed by 
Karaman and coworkers (144) 



   

 56 

profile of the patient’s tumour analysed systematically. The toxicity of this type of 

combination may also be more circumspect given that off-target effects are 

reduced (66).  We have, therefore, a possibly conflicting set of approaches. In 

chapter 4, we explore the effects of non-specific interactions of small molecule 

kinase inhibitors, which, in effect, follow the approach of development of an agent 

with multiple less specific targets. We will not compare, nevertheless, multiple 

highly specific drug targeting and low affinity multitargeting. Either way, a 

multitargeting approach has been both theoretically (3, 62) and experimentally 

(169) justified even if in certain scenarios non-specificity may increase toxicity. 

Although network structural properties have been seen as a precious 

resource for development of therapies, biological systems are highly dependent 

on time-dependent processes (see for example the discussion of section 1.2.5). 

In other to represent in a more faithful way the inherent complexity of biosystems, 

we need to model them by applying tools that allow representation of dynamic 

processes. Below we highlight several modelling approaches that pervade 

systems biology, and that will be fundamental in answering specific dynamical 

aspects of cell fate decision throughout this thesis. 

 

1.4 Dynamical systems modelling approaches in intracellular 

network biology 

Biological systems are complex systems where a large number of 

heterogeneous entities interact and give rise to system-level behaviour and 

processes. They commonly possess certain characteristics that make them 

difficult to study and predict such as: hierarchy, heterogeneity, polymorphism, 

context dependency, evolution, reprogrammability, emergence and non-linearity.  

Computational approaches to modelling such overwhelming complexity have 

been brought from computer science, physics, mathematics and engineering, 

creating a new perspective on how biology should be addressed. This new 

interdisciplinary endeavour is known in the literature as Systems Biology and its 

goal “is to analyze the behaviour and interrelationships of entire functional 
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biological systems” (152). Extremely powerful technologies for making 

comprehensive measurements on DNA sequence, gene expression profiles, 

protein-protein interactions, etc, give the necessary information on biological 

systems for the understanding at the systems level.  

Computational techniques have contributed immensely to understanding 

structure and dynamics of biological systems. Two main avenues have been 

explored: knowledge discovery or data mining, and simulation based analysis. 

Data mining aims at extracting hidden patterns from experimental data such as 

gene expression profiles. One example is the inference of Boolean networks from 

gene expression data resorting to computational learning theory and non-linear 

signal processing methods (234). The simulation based analysis completes the 

in-vivo or in-vitro experiments by hypothesis testing and validation (152).  

Database processing, modelling, simulation, and analysis are all current major 

efforts of the scientific community. Tools and concepts brought from control 

theory like feedback regulation, or from concurrent systems analysis like process 

algebras, or even from statistical physics for the analysis of large ensembles of 

entities, have provided new avenues for describing and understanding systems 

at the cellular level and also at the tissue level. 

Each model is a representation of a system, an abstraction which involves 

simplification and aggregation of details. What do certain approaches offer in 

modelling biological network systems when tested against others?  

Our project will mostly use the ODE formalism, with  extensive 

bifurcation analysis (section 8.6), and in fundamen tal sections for attractor 

selection and cell fate decision will resort to SDE  theory (section 2.3). Noise 

will be central in understanding mechanisms behind cell-fate decision. We 

will also describe a modelling methodology in a fin al section, where, by 

using qualitative data collected from the literatur e and putting this in a 

Boolean formalism, we transform a rule based system  into an ODE model 

(section 4.3.2.1). The following sections highlight  main aspects of 

modelling approaches in systems biology and justify  the use of the 

modelling techniques in sections 2, 3 and 4. 
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1.4.1 Continuous systems models 

One of most important goals of computational cell biology is to achieve 

mechanistic understanding of cell behaviour. This means we aim to elucidate 

what determines each physiological state and what forces or influences 

transitions between them. The profusion of techniques in molecular biology has 

enabled the characterization of physiological states in terms of molecular 

concentrations. Therefore, the dynamical behaviour of the cell can to a certain 

extent be translated in terms of evolution of concentrations.  

The continuous branch of modelling and simulation is held together by the 

differential equation paradigm for model representation and numerical integration 

(an example is the simple Heun method which will be used in numerical 

integration throughout the project, see section 8.4). Qualitative dynamical 

properties of the system can be studied by various types of ordinary differential 

equations (ODE) and many others such as delay differential equations and partial 

differential equations. In our study we consider time t to be the only independent 

variable. The ODE formalism seeks to model the concentration of RNAs, 

proteins, and other molecules by variables depending on time. Regulatory 

interactions are expressed in functional and differential relations involving the 

system’s variables of interest. They take the following form (Equation 2): 

 

Equation 2 .1)(),(
)(

00 niXtXf
dt

tdX
iii

i ≤≤== X(t)  

 

The previous set of equations is a mapping from the state space of X (the initial 

state X0) to the function space of X: 

 

 Equation 3       0,: ttXSXF >→  

 

Each function fi expresses usually a non-linear relation between quantities in the 

system. In most models of biochemical reactions the right hand side of Equation 

2 takes the following form (see Equation 4). 
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where i=1,…,n, and n equals the number of biochemical species with 

concentration Xi. Additionally, r is the number of reactions with rate νj and the 

quantities nij stand for stoichiometric coefficients. According to the information 

available for the system’s kinetics and the detail desired, the reaction rates 

included in the model may follow sophisticated kinetic laws (60, 120). Usually, 

mass action kinetics is used (see Equation 5). 
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The parameters kf and kb are rate constants. Under specific approximations (60) 

the dynamics may be represented by Michaelis–Menten kinetics (m=1) that are a 

specific case of Hill-type dynamics: 

          

Equation 6 
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Kj stands for the threshold and m for the steepness of the function. Vmax is the 

maximal rate. The higher the steepness the closer the Hill function gets to a step 

function (m=∞) (Equation 7, Figure 14, observe transition from blue to  red and 

green line). 
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Equation 7 

 
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Figure 14 Hill function profile for several hill co efficients and Michaelis-Menten 
constants. See Equation 6. 

 

Continuous models are widely spread in the systems biology community and are 

seen as a good reflection what is measured in cell biology samples over time (60, 

120): concentrations of the DNA, enzymes, or metabolites. One can also use 

discrete time delays in this type of formulation to express for instance lagging 

processes arising from transcription, translation, and diffusion to the place where 

a protein is active (Equation 8, Figure 7).This additional feature is more faithful to 

the real biological system and hence an upgrade of the ODE formalism (148) to a 

DDE formalism.  
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 Equation 8 
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The set of equations represented by Equation 8  is a mapping from the initial 

function space to the function space of Xi for a duration equivalent to the 

respective time delay (in  Equation 9 the time delay is assumed to be the 

maximum of the time delays involved in Equation 8): 

         

Equation 9 000 ,,: ttXtttX SSF ><<− →τ  

 

The increase in the variety of the initial conditions generally also results in a 

higher number of solutions too. Oscillations have been reported in signalling-

transcriptional systems modelled through explicit time delays (188). Another way 

to use time delays with this type of differential description and particularly in the 

case of distributed time delays is incorporating integrals (218). Nevertheless, the 

experimental capacity available may not be enough to determine, to a 

satisfactory degree of accuracy, the kinetic parameters involved in our theoretical 

description.  In these particular situations several other approaches may be 

justified where time is not represented in a continuous fashion but the system is 

stepped according to its inherent rules. Time stepped methods such as Petri Nets 

brought from concurrent systems theory have been applied to qualitatively 

describe biochemical reaction networks. Many extensions to the simple Petri Net 

model have been developed for various modelling and simulation purposes 

(212). Petri Nets and the π-calculus (215) are formal approaches commonly used 

in discrete event systems modelling where parametric information is scarce. An 

extension to the π-calculus which stems from the necessity to represent real 

biological scenarios arising from low  numbers is the stochastic π-calculus (215). 

Other process algebras based projects like the Performance Evaluation Process 
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Algebra (PEPA) (45) workbench have also pushed forward the application of 

stochastic process algebras. 

. 

1.4.2 Qualitative systems models 

Often the information provided by cell biology is qualitative in nature: 

interactions between components are described only as activation/inhibition. Is it 

possible to formalize the qualitative reasoning that has been applied by biologists 

to small data sets and generalize it to larger data sets? Qualitative models (90) 

enable us to describe the system in a less thorough way but provide us with 

valuable insight into the existence of stable states or limit cycles.  

In Boolean networks, initially applied to genetic networks in (146), the 

state of the gene is approximately represented by a Boolean variable: active (on) 

usually associated with 1 or inactive (off) usually represented by 0. Gene 

products are modelled as either being present or absent, respectively. In this type 

of representation the functional links between nodes can be encapsulated by 

Boolean functions determining the state of a particular gene from the state of 

those genes connected to it. Dynamical behaviour is oversimplified but existent. 

The transitions in the network’s state space are normally deterministic, with one 

output state for a given combination of input node states. Another characteristic 

is the synchronous nature of the transitions: outputs of all the network nodes are 

simultaneously updated. Due to the state space being finite, the number of states 

visited in a trajectory of the system is also finite. Eventually, the system will reach 

a stable steady state or a cycle state. The other states not belonging to an 

attractor are referred to as transient states. The set of attractor state plus the 

transients converging onto the attractor point make the basin of attraction. 

Calculating the attractors and basins of attraction is feasible by hand for small 

networks but constitutes an arduous task when network size goes up (146).  

An original application of the Boolean network formalism has been 

performed in the study of global properties of large genetic networks (146). 

Properties like the average number of regulators affecting a gene and the type of 
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boolean functions, e.g. canalizing functions, representing the functional aspects 

operating on the promoter regions were studied. The attractors generated plus 

the transient trajectories and basins of attraction in state space were also 

investigated and local properties correlated with global network dynamics. The 

central feature of this simple type of Boolean network is functional, as opposed to 

cumulative change, which characterizes the ODE formalism.  

The Boolean network formalism is a rather efficient though simplified way 

of studying large regulatory networks. Given that the states allowed are 0 or 1 the 

intermediate expression levels are neglected. Moreover, the transition between 

states for all the components of the network is synchronous. This assumption is 

in clear contrast with biological evidence. Several extensions of the original 

Boolean formalism have been proposed, especially to deal with extremely 

important aspects of biological systems: asynchrony between processes and 

therefore explicit continuity of time. Dynamics of asynchronous random Boolean 

networks have been analysed where asynchrony was generated by stochastic 

processes including: Poisson processes, random walks, birth and death 

processes, and Brownian motion (71). There is a crucial limit to the traditional 

Boolean networks, which is the restricted solution space arising from discrete 

time structured networks. Adaptations of a class of Boolean networks that evolve 

in continuous time has proved to have rich behaviour including aperiodic 

solutions (205). These are a natural extension of the formalism known as 

Boolean Delay Equations (BDE) developed and applied in the field of climate 

modelling and seismology (69, 97). We have, therefore, a special class of 

systems allowing us to work with a restricted state space but with a temporal 

functional space with a much higher resolution. Comparing the continuous time 

Boolean formalism with that represented by piecewise linear differential 

equations (67, 68) one sees that the latter differs from the former by allowing 

intermediate levels for the concentrations but still include an update or interaction 

function working based on Boolean logic.  

Generalizations of the Boolean formalism to multilevel logic such as the 

kinetic logic have been a field of active research. This extension allows variables 
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to have several levels of activity (>2) and transitions to be asynchronous (250-

253). It was developed initially to model genetic networks. It is nevertheless an 

analytical technique not for simulation purposes. Transitions between states of 

each variable are made to be switch like. It relies on the fact that at a threshold 

the effect of the regulator or the upstream protein rapidly levels up and hence 

also approximates the usual sigmoidal function to a step function. This fully 

asynchronous description has been proved to fit extremely well with the 

differential description of systems (251-253, 253). Again we emphasize that it is 

an analytical technique. This logical method has been implemented and 

demonstrated to be effective when applied to small genetic regulatory systems; 

successful examples are the λ phage infection in E.coli (249), the dorso–ventral 

pattern formation and gap gene control in fly Drosophila (225) and the network 

underlying flower morphogenesis in Arabidopsis thaliana (186). One interesting 

aspect of the kinetic logic modelling approach is that it enables the use of the 

logical method for induction of models, a problem referred in this literature as 

“reverse logic” (251-253, 253).   

 

1.4.3 Stochastic systems models. 

If stochastic processes are considered one needs to express the 

uncertainty inherent to fluctuating biological processes. A number of methods are 

dedicated to the problems of stochastic modelling. The small numbers of 

molecules of some of the components in a biological regulatory system (e.g. 

number of molecules of a specific transcription factor in the nucleus is in the tens 

order), invalidates the continuity assumption underlying the differential 

description. Moreover, the use of the deterministic differential operator may not 

be as appropriate as expected in the traditional view of a cell (e.g. mass-action 

kinetics). There exist considerable fluctuations in the timing of cellular events 

(e.g. time delay in transcription) that may have as a consequence unpredictable 

outcomes even given the same initial conditions for regulatory systems. 
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To overcome some of these problems one may choose to model the 

system as being constituted by a discrete number of n particles and having a 

stochastic nature. Discrete amounts of certain molecules are the state variables 

and the evolution of the system is described by a joint probability distribution 

p(n,t) obeying Equation 10 (94).  
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In Equation 10 parameter m represents the number of reactions that occur in the 

system, the product αj∆t stands for the probability that a certain reaction j is going 

to take place in the interval with duration ∆t  given that the system is in the state 

n at time t. The term βj ∆t stands for the probability of reaction j bringing the 

system in state n from another state during [t,t +∆t]. Subtracting each side of 

Equation 10 by p(n,t), and subsequently dividing by ∆t and taking the limit ∆t -> 0, 

we arrive at an expression commonly known as the master equation (94) (see 

Equation 11). 
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Equation 11 describes how the probability distribution of the system in state n 

changes with time. It is a relatively intuitive description of the stochastic 

processes underlying the dynamics of the regulatory system. Nevertheless, 

analytical solutions are extremely difficult to find and even numerical simulation is 

an arduous task given the n +1 independent variables. The master equation can 

be transformed into a stochastic differential equation known as Langevin 

equation consisting of an ODE with a noise term (see Equation 12) (94).  
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Where ξ stands for the uncorrelated noise or Gaussian noise (Equation 13). The 

parameter σ (standard deviation) controls the magnitude of noise in the system. 

The noise term must be specified so that it mimics the effects of thermal 

fluctuations and so models successfully intrinsic noise (243). The Langevin 

theory for stochastic systems is strictly valid near a steady-state and when 

numbers of molecules are sufficiently large. The approximation may not always 

be valid for genetic regulatory systems (98). We will nevertheless use the 

Langevin approach to modelling stochastic effects in intra-cellular dynamics 

(section 2.3). It constitutes a fairly simple modelling approach and serves our 

modelling purpose (see project goals in section 1.6). 

Due to the fact that many equations are necessary to model systems 

involving more than a few reactions or species when the master equation 

approach is used, Monte-Carlo algorithms such as those developed by Gillespie 

(98-103) are more commonly used to appropriately model the effects of noise 

and randomness in intracellular network dynamics. Stochastic simulation 

algorithms give us information on individual behaviours while the original master 

equation provides information on averages and variances of each discrete 

variable by operating on p(n,t). Improvements to this type of formalism have been 

developed and used also in signal transduction pathways (189, 190). 

The stochastic simulation approach reflects closer the molecular reality of 

gene regulation but it requires the detailed knowledge about reaction involved, 

which sometimes is not available, and estimation of probability densities crucial 

to the process. One as to trace each reaction involved in the simulation. It is, 

therefore, computationally time consuming. Moreover, sometimes stochastic 
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effects level out with time and a more deterministic approach constitutes a good 

approximation (272).  

Formalized rules for protein-protein interaction or protein-gene interaction 

may be extracted from the literature where most of the interactions are 

characterized qualitatively. Techniques such as those in STOCHSIM taking 

advantage of those rules (168) and use them during simulation to generate 

discrete reaction events. Each protein has domains which are “flagged” if a 

conformational change occurs. The likelihood of the reaction involved in the 

conformational change is determined by the Monte Carlo method by 

discretization of the master equation into small time steps. These kinds of 

approaches utilize both qualitative and quantitative information about the system. 

Nevertheless, for large intracellular networks they become time consuming.   

 

1.5 Epigenetic attractor landscapes 

The traditional approach to understanding cell regulation involves breaking 

the information into signalling pathways, linking activated cell membrane 

receptors to gene transcription, with the intent of gaining better insight into the 

function of the underlying control mechanisms. Although the tendency is to 

attribute specific functions to particular signalling molecules or pathways the 

biological reality is far from being completely localized and determined by a 

specific pathway. It is scattered across numerous pathways exhibiting crosstalk 

(see section 1.2.4). A “globalist view” (129, 131) of the dynamics of the network is 

extremely relevant for a characterization of the non-linear effects of network 

causal interactions. The coherent nature of whole-cell behaviour during, for 

example, the switching from phenotype to phenotype, may be a reflection of 

higher order dynamics of global intracellular networks (129, 131). The concept of 

epigenetic attractor landscapes illustrates well the globalist, pattern oriented 

nature of cell fate decision. 
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1.5.1 Cell phenotypes as genetic network attractors  

 
Figure 15 Simplified depiction of the possible outc omes or cell phenotypes emerging 
from a stem cell. To each cell phenotype a specific  gene expression pattern is 
associated (132). The positive feed-back loop repre sents the reiteration of the 
proliferation program cell division (130). 

 

Although each of the 250 distinct kinds of cells in the human body have 

extremely specialized function they carry an identical copy of the DNA. This 

constitutes an intriguing problem for biology and applied mathematical and 

computational sciences. Understanding the functioning of organisms at the 

molecular level requires necessarily crucial information on which genes are 

expressed: when, where and to what extent. Gene expression regulation is 

achieved through transcription factor networks (section 1.2.6). The genome has a 

vital role in cellular processes control such as the response to environmental 

stress and differentiation in developmental programs. To understand how genes 

are implicated in the control of intracellular and intercellular processes, a 

systemic approach is indispensable to link sequences coding for proteins and 

regulatory systems behind genetic expression profiles. Take as a paradigmatic 

example the process of cell differentiation. One might describe it through a 

process of selection of distinct existing states of expression in genetic regulatory 

networks. Each type of cell (see Figure 15) corresponds, under this approach, to 
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a distinct “attractor” state of the intracellular network dynamics (131). Cell 

differentiation involves, therefore, the transition of the cell state from one attractor 

to another (Figure 16).  

There have been attempts at understanding how in large networks of 

master regulator transcription factors the switch-like behaviour or differentiation 

arises (54, 55, 127, 132). Experimental observations have also shown that 

distinct cell differentiated phenotypes exhibit a different expression pattern (133) 

or that signals that induce the same phenotype have equivalent gene expression 

patterns (131). This constitutes a strong case for globalist approaches to 

intracellular network functioning and a strong indication that therapy design 

focusing on single targets may be inefficient (169). 

Understanding functionality requires considering dynamics on top of 

network structure, as was stated before. Consider a singular network node i, 

gene or protein. Its state may be characterized by a concentration value Xi(t) of 

the protein coded for by the gene the node represents, or of an activated form of 

the protein the node represents. The node’s state arises as a response to the 

activity of incoming nodes. Together with interaction rules obeying a certain logic 

(40) or continuous function,  the incoming nodes determine how the level of a 

certain node “i” is perturbed by its interaction partners. The dynamics of the 

system is, therefore, the combined evolution of the concentration levels Xi(t) of 

the set nodes of the network, and is amenable to a  representation in high-

dimensional state by a state vector X(t) = [X1(t), X2(t), . . . , XN(t)] (N node 

network).  Although one cannot draw an N dimensional state space if N>3, a 

graphical representation of how a network would evolve may be reasonably 

intuitive, if we think of a system as following an epigenetic landscape (see Figure 

16).  
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Figure 16 Simplified graphical representation of hi ghdimensional state space attractor 
landscapes. Left: graph of an N node network. Right : intuitive representation of an 
epigenetic landscape. The pits represent the minima  of an energy function associated 
with the state vector X(t) or just the most probabl e states (highest frequency) according 
to numerical simulations. Notice that the N-dimensi onal state space in represented by 
two independent variables only. These can be seen a s a projection of high-dimensional 
state space onto 2 essential variables, determined for example by principal component 
analysis. The cell is assumed to stabilize in one o f theses states (attractor=cell fate) 
according to specific stimuli: extracellular signal s initiated by ligand binding and 
transduced by pathways. The landscape can be though t to be similar to Waddington’s 
‘epigenetic landscape’ (261). Here, p(X) is probabi lity of state X and the gray surface 
corresponds to –log(p(X)), with s being a particula r stable combination [X 1, …, XN]. 

 

The interactions of the network impose restrictions on the evolution of the state 

vector X(t) in the state space. This limitation of the high-dimensional trajectories 

is where the overwhelming complexity of large networks subsides and a reduced 

set of possible network behaviours arises such as multiple highdimensional 

attractors.  

To overcome the lack parametric information on genes and their precise 

connectivity, Kauffman opted to study a simple class of dynamical system, 

random Boolean networks, as models for testing the hypothesis of cell 

phenotypes being associated with high-dimensional attractors (146). The idea 

was to generate randomly connected networks and study the effects of properties 

such as the average connectivity and different classes of Boolean functions. 

Kauffman was able to show that in the presence of sparse connectivity, the 

-log(p(X)) 

System 
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global dynamics of a highdimensional network demonstrates mostly a set of point 

attractors and less frequently disordered regimes. The attractor states (Figure 16) 

can be assigned to various differentiated cell types in a multicellular organism as 

was previously mentioned. Another possible association for the attractors in 

Boolean networks is that they stand for distinct cellular phenotypes such as 

proliferation (cell cycle), apoptosis (programmed cell death), together with 

differentiation (127, 128). This interpretation can provide new insights into 

structural aspects and dynamics behind cellular homeostasis and cancer 

progression. In the case of a certain mutation affecting a structural property that 

weights in a negative way on the probability of the network entering the apoptosis 

attractor, the cell is unable to begin this emergency procedure and will exhibit 

uncontrolled growth. Another possible analogy for tumourigenesis is the 

existence of a large basin of attraction for the proliferation attractor (132). This 

may result in excessive stem cell population growth, which is also a hallmark of 

cancer (115). 

A central concept in dynamical systems is that of structural stability, which 

can be defined as the persistent behaviour of a system under small 

perturbations. This is definitely a property of real genetic networks or any 

intracellular network since homeostasis as to be maintained in the presence of 

external perturbations and stimuli, in metabolism and developmental programs. 

Boolean networks capture this important phenomenon as the system usually 

converges to the available attractors when some genes, represented by nodes, 

have their state perturbed (146). The observed dynamics of a Boolean network 

with attractor states naturally models the fundamental properties of cell fate 

dynamics: mutual exclusivity between cell phenotypesh, robustness and all 

transitions between cell fates arising from the combinatorial complexity of 

external and internal signals. Nevertheless, the deterministic parallel updating 

scheme associated with the traditional Boolean network formalism is not realistic. 

The significance of the Boolean paradigm results is further limited if we take in 

consideration the omnipresence of noise in biological systems; certain attractors 

                                            
h For example a cell either proliferates or enters apoptosis. 
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in Boolean networks have been proved to be an artifact of the updating scheme 

(156) and thus not robust to noise. We will in upcoming sections use, therefore, 

the ODE and SDE formalisms (see section 1.4.1 and 1.4.3) to avoid the pitfalls of 

Boolean dynamics. 

1.5.2 Deterministic and stochastic attractor select ion 
 
A 

 
B 

 

Figure 17 Differentiation of progenitor cells into erythroid and myeloid/monocytic cell 
phenotypes. A) Simplified diagram representing two possible end point differentiation 
outcomes from FDCP-mix progenitor cells: Erythroid (transcription factors GATA1 up 
regulated and PU.1 downregulated) and Myeloid/monoc ytic (GATA1 downregulated and 
PU.1 upregulated). B) High-dimensional trajectory r epresentation of the possible 
differentiation paths, Progenitor (P) →→→→ Erythroid (E) or Progenitor (P) →→→→ Myeloid (M), in 
time. Each colour coded figure represents the patte rn generated by a Self-Organized-
Map (SOM) application to the gene expression data i at a point in time (0h, 4h, …, 168h ). 
For the analysis of the results of (133) log2-trans formed relative expression levels for 
each gene were used, with expression at 0h being th e reference. Each cell type, E or M, 
as a distinct expression pattern (see last column).  Taken from (133). 

 

The concept of attractor landscapes has been extensively explored in cell 

differentiation studies in both deterministic and stochastic frameworks. 

Deterministic studies of low order gene regulatory networks such as bistable 

                                            
i http://www.childrenshospital.org/research/ingber/GEDI/gedihome.htm 
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switches have been given a thorough theoretical investigation and constructed de 

novo (95). The conditions for existence of multistability are naturally linked to 

parameters controlling self-stimulation and cross-stimulation (180) and are 

thought to be a clear framework to understand selective expression in different 

cell types. The issue of bistability has also been successfully characterized in 

several stochastic gene regulatory networks, e.g. λ phage decision switch in 

Escherichia coli coupled or uncoupled to the quorum-sensing signalling pathway 

or the SOS signalling pathway (254). Noise was proven to be essential for 

switching from attractor to attractor when the system has direct coupling with a 

signalling module.  

There have been generalizations to high dimensional switches of the 

switching behaviour observed in small circuits. Theses models were also 

understood in both deterministic scenarios (55) and noisy ones (270). Regarding 

the action of noise as an attractor selector, Kaneko and coworkers (270) showed 

that its strength and duration in globally couple map lattices is sufficient for  

transition from attractor to attractor in a system capable of exhibiting ordered 

phases, synchronized phases and turbulent phases. Yet, in subsequent studies 

they also came to the conclusion that if the circuit is coupled to a signalling 

pathway, the efficiency of the selection process is increased (145). Noise has 

also been proved to be essential for optimal attraction selection in evolutionary 

systems coupling metabolic activity to gene expression pattern in the absence of 

any adequate signalling external inputs (88). The gene expression pattern 

selected in integrative metabolic-transcription network simulations corresponds to 

the maximal cell growth rate. 

 Cell fate being associated with a high-dimensional attractor or gene 

expression pattern, as first proposed by Kauffman, has been confirmed 

experimentally by Huang and coworkers in neutrophil differentiation (131)  and in 

a hematopoietic cell line with convergence of high-dimensional trajectories (133) 

(see Figure 17). Huang and coworkers developed a pattern oriented visualization 

tool to characterize cell phenotypesj (75). This tool applies a self-organized map 

                                            
j http://www.childrenshospital.org/research/ingber/GEDI/gedihome.htm.  
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to the expression data and compresses it into a 2D image by clustering genes 

with similar activities. In this way, by visual inspection one can verify, for example 

for the case of haematopoiesis (133), that different cell types have distinct 

expression patterns which are stable when a cell is fully differentiated. These 

correspond to high-dimensional attractors to which the system converges over 

time and in response to a specific signal inducing a particular cell type (see 

Figure 17 B for sequence of patterns).  In other studies, “return of noise-induced 

deviations of the transcriptome from the border of the basin of attraction back to 

the attractor state” has also reinforced the idea of high-dimensional attractors 

(50).  

Let us consider the following potential landscape (Figure 18) as a 

paradigmatic example representing point attractor selection by external signals 

(S1 and S2, see Equation 14) in intracellular network dynamics. It will serve as an 

introduction to the theory explored in chapters 2 and 3. 

 

Equation 14 

][][

)1())(1(

)1())(1()2(
2

2

2
1

22

XY TFTFr

with

rtS

rtSrrU

−=∆

+∆×−+

−∆×−+−∆×∆=

 

 

Evolution of the system could be modelled using a Langevin type of approach 

(see section 1.4.3) by differentiating the potential with respect to ∆r and adding a 

noise term.  
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Figure 18 Potential for a hypothetical gene regulat ory decision switch (Figure 19) driven 
by external signals (S 1 and S2, see also Equation 14) leading to attractor select ion. Left: 
signals have equal profiles. Right: signals change differently with time. The differences 
are integrated by the transcriptional system. U, po tential function. TF concentration 
difference = ∆∆∆∆r = [TF Y]-[TF X]. The system is represented as full circles, white , grey or 
black.  

 

This type of potential landscape was already used by Huang and coworkers 

(133) in understanding the action of signals on a toggle switch of two 

transcription factors (GATA1 and PU.1) with dimerization and self-regulation. 

This circuit is involved in bipotent progenitor cell differentiation into erythroid 

(GATA1 up-regulated, PU.1 down-regulated) or myeloid/monocytic (GATA1 

down-regulated, PU.1 up-regulated) states (see Figure 17 A). For a discussion 

about specific details of the most probable potential shape describing the  

GATA1 and PU.1 we recommend the original paper (133). Here, we focus on 

general principles to highlight possible avenues for understanding cell fate 

decision.  

External signals can induce only one attractor at the final instant if the 

differences between them are sufficiently large. Even if the system undergoes a 

bifurcation it can return to a scenario of monostability (section 8.6). If so, the only 

attractor populated is the final attractor. This particular “deterministic-instructive” 

setting is also known as a progression switch (109). Another avenue for 
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understanding the action of signals brings a higher contribution to fluctuations in 

gene expression. A symmetric change (see Figure 18, left), also known as 

“deterministic-selective”, forces a bistable regime, through a pitchfork bifurcation, 

with equally large attractor basins for each of the attractor states a tf. The end 

attractors are populated as a result of a combination of stochasticity and 

variations in the position in the basin of attraction at instant t0 (Figure 18, left). Let 

us observe the cases represented in Figure 18 (left). The system represented as 

full coloured circles can either start at the only attractor or deviated from it at t0. If 

the relaxation time to the attractor is slow compared to the changes in the 

potential shape induced by S1(t) and S2(t), then the system can be forced to end 

in either the attractor at ∆=-3 or at ∆r=3, depending on its initial position. 

Alternatively, if it starts at the only attractor at t0 then its final position at tf will be 

determined by noise.  However, the cell relies on the combination of a wealth of 

asymmetric external signals to decide which phenotype is more appropriate to 

the circumstance in hand (96). Therefore, the changes in the potential landscape 

represented in Figure 18 (right) are a much more realistic scenario. Asymmetries 

between external signals over time, ∆S(t)=S1(t)-S2(t) (referred to in this thesis as 

external asymmetry), induce adequate changes in the epigenetic landscape, with 

the size of basin of attraction and strength of attractor reflecting both ∆S(t) 

magnitude and sign. The probability of reaching each of the attractors is not only 

dependent on initial position but also on ∆S(t). Therefore, given the right 

conditions, e.g. fast relaxation times, the final distribution over attractors will have 

memory of ∆S(t) (see Figure 18, right, for one example where the system, 

represented as a black full circle, should end in the attractor at ∆r=-3 but doesn’t 

due to memory of an interval where S2>S1). In this last scenario, noise is also an 

important factor in memory robustness. If its amplitude is sufficient then 

transitions over the potential barrier (hill top in Figure 18) are still possible and 

any effects of ∆S(t) are completely blurred, degrading therefore circuit memory.   

Another relevant aspect for attractor selection is the speed with which the 

critical zone is crossed (investigated extensively in chapter 2). This mechanism 

may also be used to trap the system in one of the basins of attraction (200) as 
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was briefly explained before. Hence, the circuit memory of past events is 

dependent on the sweeping process.  

The mechanism involving epigenetic landscape structure changes, e.g. by 

bifurcation, has been proved to be more efficient in selecting attractors with 

slightly larger basins of attractions in comparison to the system not undergoing 

bifurcation (191). The differences in basin size and depth of the attractors can be, 

on the other hand, a result of intrinsic system properties. For instance in cancer 

point mutations in genes induces a larger proliferation basin of attraction, which is 

thought to recurrently tilt the system into cell division even if other anti-

proliferative signals are present.  

 

1.6 Project goals 

This project aims at understanding how cell fate decision emerges from the 

overall intracellular network connectivity and dynamics. To achieve this goal both 

small paradigmatic signalling-gene regulatory networks and their generalization 

to high-dimensional space were tested. Achievement of the project goals 

included the following tasks: 

• Understand the importance of the rate of time-dependent bifurcation 

parameters in canonical models of non-equilibrium phase transitions 

(section 2.2); 

o Study numerically the effects of a time-dependent bifurcation 

parameter and a transient external asymmetry on attractor 

statistical selection in the presence of fluctuations (section 2.2.5); 

o Devise analytical expressions describing attractor selectivity 

dependence on critical parameter sweeping speed, transient 

asymmetry rates and noise strength (section 2.2.4); 

• Understand the effects of combinations of external input signals on small 

gene regulatory network motifs with time-scale separation (section 2.3); 

o Study attractor selectivity induced by a combination of time 

dependent signals; prove the importance of the rate of sweeping 
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through the critical region for cell fate decision in the presence of 

fluctuations (section 2.3.2); 

o Analyse the proposed original mechanism for cell fate decision in 

the light of non-equilibrium phase transition models (section 2.3.2); 

o Study the effect of time-scale separation on the sensitivity of the 

genetic decision switch to differences in external signals in the 

presence of fluctuations (section 2.3.2); 

• Study the response of a high-dimensional gene regulatory decision switch 

to a combination of external input signals (section 3);  

o Analyse path-dependent effects on high-dimensional attractor 

selection arising from combinations of N external signals (section 

3.2); 

o Evaluate the importance of sweeping speed, externally induced 

asymmetry and noise for high-dimensional attractor selection 

(section 3.3); 

• Study perturbations induced by non-specific interactions of small molecule 

kinase inhibitors in real networks under normal and pathological scenarios 

(section 4); 

o Understand if additional off-target binding induces substantial 

differences in signalling inputs to gene regulatory networks. For this 

end a completely parameterized Epidermal Growth Factor Receptor 

model will be used (section 4.2); 

o Discuss the efficiency of possible multitargeted therapies taking into 

consideration cross-talk between pathways, integration of signals 

by gene regulatory networks and noisy attractor selection (4.4); 
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2 Attractor selection in integrative noisy signalli ng-

transcriptional regulatory networks with time-scale  

separation 

 

2.1 Introduction 

Temporal gene expression profiles of large groups of genes have been 

obtained for several cell types when stimulated by specific growth factors (e.g. 

EGF stimulation of HeLa cells (9)) or during execution of the cell cycle program 

(265). Such data is crucial for a detailed understanding of genetic control of 

cellular responses to environmental circumstances (39), and execution of 

transcriptional programs. As was previously described the project focuses on 

changes in the transcriptional program induced by signalling protein pathways 

with crosstalk. We will, in further sections, analyse several characteristics of 

integrated circuits. Three simulation sets will be performed. One on a canonical 

model used to study non-equilibrium phase transitions (section 2.2). This will be 

performed with the objective of understanding simple principles that will be 

extrapolated to a second system, a genetic decision switch with a combination of 

2 external signals and time-scale separation (section 2.3). Finally, another set of 

simulations will be performed on a high-dimensional generalization of the 

decision switch (section 3) with N external signals.  

The integration of cue signals is both performed by the signalling system, 

whose function is akin to a multilayer perceptron (see Figure 10 D) or 

combinatorial decoder (122) (see Figure 8), and the transcriptional machine 

(176). The signalling module generates a classification of the combination of 

inputs (activated receptors) based on their level (dosage) and timing (122) (see 

also section 1.2.5), recurring to the multiple interlinked chemical processes (most 

commonly kinase/phosphatase reactions). The transformation outcome is a 

combination of activation concentration profiles of the output nodes (S1 and S2 in 

Figure 19), whose shape (signal duration, signal amplitude, signalling rising and 
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relaxation times) has been correlated through combined experimental and 

simulation studies with the induced genetic programs. For example, the  temporal 

control of the signalling module containing the IkB kinase (IKK), its substrate 

inhibitor of NF-kB (IkB), and the fundamental inflammatory transcription factor 

NF-kB can induce selective gene activation  when stimulated by Tumour 

Necrosis Factor Receptor (TNFR) and other concurrent pathways (263). Other 

pathway systems such as the Epidermal Growth Factor Receptor (EGFR) have 

also been the focus of extensive experimental studies associating signalling 

output activation with cell phenotype. In these studies, transient versus sustained 

activation of the output node indicated the competition between two mutually 

exclusive cell phenotypes, proliferation and differentiation (195), respectively.  

Regarding targeting strategies of complex networks, the question arises of 

how to modulate the biochemical processes as to induce the correct combination 

of concentration profiles of output nodes and how to interpret this combination. 

Targeting single nodes belonging to the central processing core of the signalling 

information processing layer has not been as fruitful as desired (155). The 

multiple mutation scenario of cancer associated networks (64) turns these 

abnormal cells into very robust systems (155). Moreover, the inherent 

redundancy of molecules in cell signalling exhibiting extensive cross-talk (181) 

also renders the development of targeting strategies a highly complex 

endeavour. In Figure 19 we represent a paradigmatic global system and a class 

of possible drugs to be considered in a further section (4.2) dedicated to tuning 

and modulating of gene expression. 
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Figure 19 Generic integrative signalling-transcript ional system. Left-representation of a 
paradigmatic signalling-transcriptional system. S 1,2-stands for output nodes of the 
signalling processing unit, commonly kinases. TF X,Y- represents the transcription 
factors activated in response to an incoming signal . Right- abstract representation of 
each of the functions of each of the systems, signa lling and transcription. F SS-
represents the signalling system. F TS- represents the transcription system. 

 

The function performed by each of the modules (FSS signalling and FTS 

transcription) is dependent on the wiring of the network, WSS (see Equation 15) 

and WTS (see Equation 16) (80), and the set of inputs to the module over time. 

Here the wiring is not only associated with the connectivity matrix between 

system’s nodes but also with the actual parameters (kinetic parameters such as 

phosphorylation, transcription and degradation rates) determining nuances in the 

dynamical regimes. 
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Equation 15 )()),(()( tWtIFtO SSSS φo=  

Equation 16 )),(()( TSTS WtOFt =φ  

 

Composite motifs (7) involving feedback loops between the transcriptional 

and signalling systems will not be considered in the simulation performed ahead 

(see Figure 19). These can give rise to much more complex behaviours such as 

damped and sustained oscillations as well as differentiation (188), when delays 

associated with the macromolecular transport (236, 237), transcription and 

translation are considered. This aspect has been explored before (188). Delays 

can be discrete (188) or distributed (218). In conjunction with dimerization 

reactions and activation of transcription factors by phosphorylation Smolen and 

coworkers (236, 237) proved that changes in parameters (transcription rates)  

representing action of external inputs (phosphorylation) and the action of delays 

induces bi-stability and memory in the system. 

A representative shape of the output of the signalling layer (96) (see also 

Figure 19) can be visualized is Figure 20. 

 

 

Figure 20 Generic representative signal shapes for incoming signals to the 
transcriptional network. A max-maximum amplitude. A final - final amplitude. T S1 - rising time. 
(TS1’ - TS1)-relaxation time. The profiles were generated thro ugh MATLAB R2010b gamma 
distribution function gmpdf.  
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Each of the signal characteristics may have specific effects on the transcriptional 

machinery, and, consequently, on the attractor/cell phenotype selected. As will 

be analyzed by bifurcation analysis in section 2.3 (and also in section 8.6), the 

signal amplitude influences the number of available attractors in the system. See 

for instance recent contributions by Guantes and coworkers (109), and Pfeuty 

and coworkers (210), on the importance of self-stimulation for generating multiple 

dynamical regimes and flexible epigenetic control. The effect of signal duration 

has also been studied (109). It has influence on the capacity of the circuit to 

generate persistent regimes or memories. The capacity of bistable switches for 

frequency selectivity is also an important achievement (108, 236).  

One particular characteristic that has never been explored is the rising and 

relaxation times (see Figure 20). If these are considered the analysis becomes 

more complex. Significant effects near the bifurcation point may shed some light 

on additional cell fate decision mechanisms. Pattern induction or selection 

through testing regimes of parameter sweeping has never been approached in 

genetic network theoretical studies or in experimental studies to the best of our 

knowledge. The following section is dedicated to fundamental aspects behind the 

new mechanism proposed. Models from statistical physics will help to clarify and 

formalize the main aspects of cell fate decision, as seen from a perspective of 

bifurcation parameter sweeping experiments.  

 

2.2 Symmetry breaking in parametrically driven far-from 

equilibrium systems with time-dependent external fields 

The bistable potential has been a reference model for phase transitions in 

Statistical Physics, specifically 2nd order or continuous transitionsk (see Figure 21 

C). On the other hand, 1st order or discontinuous transitionsl  are usually 

modelled through a slightly different canonical model (see Figure 21 A). 

                                            
k Examples such as the ferromagnetic transition, the superfluid transition, and 
Bose–Einstein condensation fall under the category of second–order phase transitions 
l several important transitions can be included in this category, including the solid→liquid→gas. 
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A B 

  
C D 

  

Figure 21 Attractors available for varying values o f the critical parameter λλλλ in canonical 
models of phase transitions. A) Subcritical pitchfo rk bifurcation diagram with critical 
value λλλλc=0 (see also Equation 17). B) Imperfect bifurcation  corresponding to the 
subcritical pitchfork bifurcation for g=0.01 (see a lso Equation 17). C) Supercritical 
pitchfork bifurcation, with the critical value λλλλc=0 (see also Equation 18). D) Imperfect 
bifurcation resulting from an external field g(t)=0 .01 (see also Equation 18). The 
bifurcation diagrams were all created with the soft ware XPPAUT (18). The presence of a 
constant external field g induces a disconnection o f the solution branches (see B and 
D). In D, d min  represents the minimum distance between branches ( see also Equation 
19). dmin =∆∆∆∆x=(Xupper branch -Xlower branch ) at λλλλ=λλλλi. 

 

1st order phase transitions can be reduced near the bifurcation point to a 

so called subcritical Pitchfork normal form depending only on the order parameter 

(see Figure 21 A and Equation 17): 
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Equation 17 gXXXX c +−++−= )(35
.

λλ  

 

This normal form gives rise to a transition, by varying the critical parameter λ, 

from a region where only monostability is observed (λ<λm) to a region where 3 

stable states are encountered (λm <λ<λc). The stable state corresponding to X=0 

between λm and λc constitutes a metastable state (Figure 21 A). If fluctuations 

are considered, the system leaves the metastable state much more easily when 

compared to the other set of solutions. Beyond λc, X=0 loses its stability. The 

stabilizing quintic term present in Equation 17 assures that for larger values of λ 

the trajectories are not driven to infinity. 

In our work we will focus on systems falling under the category of 

continuous phase transitions. Although experimental work has been performed 

on comparing the likelihood of the two types of bifurcations occurring, for 

example, in differentiation of cells in blood cell line commitment (78, 133), we will 

focus our studies on the possible applicability of phenomena arising in systems 

described by supercritical Pitchfork bifurcations (see Figure 21 C and D). 

Specifically, our interest lies in the effects of time varying parameters, such as g 

and λ, in attractor selectivity under fluctuations, and its applicability to cell fate 

decision. 

Sweeping through the bifurcation point in the presence of external noise 

was an important contribution to the area of nonequilibrium macroscopic systems 

coupled to fluctuating environments. Several theoretical endeavours in the 80s 

and 90s of the last century (161, 191, 202) focused on solving this paradigmatic 

problem analytically. The initial drive for this particular research arose in the field 

of prebiological evolution (160, 162, 214). Sugars and amino acids, vitally 

important for biology, are found only in a particular chiral form. For sugars only 

right enantiomers are found and amino acids only left. This contrasts clearly with 

inorganic nature where one can find both chiral forms in equal proportions (160). 

Some generic models state that this is a result of a supercritical pitchfork 

bifurcation that lead to spontaneous chiral symmetry breaking at the earliest 
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stages of prebiological evolution (162). The primary problem is whether the 

additive external field is enough to cause a clear break in the symmetry or if the 

effects of the bias are suppressed by fluctuations. Particular applications to noisy 

electronic circuits (161) have shown that the speed with which certain parameters 

of a bi-stable system vary is important in creating asymmetries in the distribution 

of trajectories falling into there several attractors in the system. The normal form 

for a supercritical Pitchfork bifurcation or a second order phase transition affected 

by an external field is represented in Equation 18 and depicted in Figure 21 C 

and D. Observe that the cubic term is now a stabilizing effect (compare with 

Equation 17). 

 

Equation 18 gXXX c +−+−= )(3
.

λλ  

 

In the case of the external field being zero, g=0, the previous equation admits for 

λ<0 the unique asymptotically stable steady-state (sst) solution Xsst=0. For λ>0, 3 

solutions appear: the asymptotically stable branches given by )( csstX λλ −±=  

(see Figure 21A) and the trivial unstable solution Xsst=0. The steady state 

branches in the presence of an external field g can be determined by finding the 

roots to the cubic equation 0)(3 =+−+− gXX cλλ . The analytical solutions are 

fairly complicated. We are primarily interested in understanding what happens in 

the critical region. The bifurcation point or intersection disappears, giving place to 

a connected set of solutions and a disconnected branch (see Figure 21 D). The 

point (λi) where the 3 solutions appear is displaced from the original bifurcation 

point by a distance: 3

2

3

2

2

3
gci =− λλ    m. The minimum distance, dmin=(∆X)λ=λi 

                                            
m The point where the 3 solutions appear can be estimated by reccurring to the discriminant (∆) of 

a generic cubic equation, dcXbXaX +++ 23 , and finding its roots, 

0274182744 3223322 =−=+−−−=∆ gabcddadbaccb λ . When the discriminant is 
zero there is a double real root, which is the situation of interest for the problem in hand. 
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=Xupper branch-Xlower branch (see Figure 21D), between the two branches is given by 

Equation 19.  

 

Equation 19 

 

3

1

3

1min

2

3
gd =  

 

The unstable branch of solutions far below or above the critical value λc can be 

estimated to be displaced approximately by
)( c

g

λλ −
− .  The effect of the 

asymmetry as a state selector, for g<<1, is expected to be more pronounced 

near the bifurcation point due to the disconnection between branches. The 

asymmetry plus noise (e.g. Gaussian) induces a higher selectivity of one of the 

branches when the bifurcation parameter is varied in time with lower speeds 

(161, 191). This finding has relevance to the problem of cell fate decision.  As 

was described above, there have been put forward competing approaches (133). 

One privileges the role of noise in a fixed landscape. Others give emphasis to the 

action of asymmetric incoming signals.  In our opinion, the transcriptional 

landscape integrates a wealth of input combinations. Signals not only drive 

transcriptional landscape changes but also create the appropriate asymmetries 

enhancing the probability of reaching the attractors that encode the adequate 

evolutionary response. The question arises as to what extend are the 

combinations associated with only one attractor, and which characteristics are 

important in attractor selection. If signal shape is relevant, the effect of rate of 

changes inherent to the signal is going to have specific consequences. The effect 

of rising times to maximum amplitudes and relaxations times to final amplitudes 

can be understood through simple canonical models. 

The effect of the external asymmetry on selecting a specific branch of 

steady state solutions can be extended by making the asymmetry depend on 

time.  This tests the effect of the dynamics of parameter driving against system’s 

natural dynamics. The motivation for this particular approach is to understand the 

effects of a path in phase space on the distribution of trajectories across 
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branches. Essentially we will try to test memory effects of changing paths in the 

phase diagram. This problem may help to understand the gene regulatory 

decision switch to be studied ahead (see section 2.3). 

2.2.1 Critical fluctuations and long time-scales 

For a supercritical Pitchfork bifurcation, near the critical point one 

observes both a “slowing down” of the relaxation processes and an amplification 

of the amplitude of the fluctuations. Intuitively, observing Figure 22 A (central 

graph), for g=0, the origin is still stable, but less strongly, since the linearization 

vanishes. Solutions of Equation 18 no longer decay exponentially but as a much 

slower algebraic function of time (see Figure 22 B). This is seen as a signature of 

a second order phase transition or supercritical Pitchfork bifurcation. 

The effect of critical slowing down has been an active field of research for 

a long time (179). It was generally believed that due to the mentioned effect one 

would have to wait longer times to achieve relevant observations when 

investigating second order phase transitions. Another signature of second order 

phase transitions is the amplitude of the critical precursory fluctuations (239). By 

analysing the growth of the noise as the order parameter is changed, we are able 

to deduce if the system is in the vicinity of the critical point. This method has 

been systematically used in determining, for example, material failure (13, 93), 

financial crashes (138, 139, 240) and earthquakes (37, 239). 

The effect of slow bifurcations acting synergistically with fluctuations is 

thought to be a prominent effect in selecting the branch of solutions favoured by 

the external field g near the original critical value λc. Here, a distance is present 

between the point where 3 solutions appear and the original critical value. If the 

bifurcation parameter is slowly varied in this area, one allows for the system to 

converge to the lowest point in the potential and average out the effect of the 

diffusion caused by the thermal noise. Also, even after the point where bistability 

arises, the distance between branches grows with 3 g . The location of the 

unstable branch approximates the asymptote X=0 and the relative size of the 

basins of attraction is reduced (see Figure 21 D).  Consequently, it is expected 



   

 89 

that until a small distance after the 3 solutions arise the branch selection is 

already completed. 

            A 

 

                                   B 

 

Figure 22 Critical slowing down observed at a super critical Pitchfork bifurcation or 
second order phase transition. A) Near the critical  point λλλλ=0 the system observes a 
sluggish evolution due to the inflexion point in th e derivative (central picture). Left: λλλλ=-1. 
Center: λλλλ=0. Right: λλλλ=1. B) Time-series of X for exponential decay and t he solution of 
Equation 18 with λλλλ=λλλλc=0 and g=0. For t →→→→ ∞∞∞∞ the solution of Equation 18 is slower than 
exponential decay. 
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2.2.2 Bifurcation delay and dynamical hysteresis 

Bifurcation delay is a phenomenon that has been studied comprehensively 

in a variety of physical systems that exhibit jumps or switching behaviour. 

Traditionally, these jumps result from slowly changing externally a specific 

parameter. The main problem lies with the difficulties associated with the 

prediction of the instant when the jumps occur.  It is possible to observe that the 

switch does not take place at the original bifurcation point but is delayed. This 

particular delay has motivated the in-depth research of bifurcation problems with 

control parameters depending on time. The delay depends on the analytical 

structure of the specific problem in the vicinity of the critical transition point (245). 

Several experimental studies of transitions through bifurcations arising from time- 

dependent parameters have had a fundamental part in understanding, for 

instance, Benard convection (19, 89), oscillatory chemical reactions (246), 

bistable chemical reactions (244) and lasers (260). Let us refer back to the 

supercritical Pitchfork normal form represented in Equation 18. Through 

numerical investigations one observes a bifurcation delay when the critical 

parameter λ  is swept linearly (Equation 20) with a significant speed γλ. The 

bifurcation point is no longer λc=0 but an incremented value λc* (see Figure 23 

A).  The sample-paths depart the neighbourhood of the unstable state branch 

after a delay which is proportional to the sweeping speed γλ (Figure 23 A). On the 

other hand, the effect of the critical parameter driving speed is reduced by the 

presence of the external asymmetry g (see Figure 23 A). 

 

Equation 20 tt λγλ +−= 1)(  
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A B 

  

Figure 23 Numerical confirmation of bifurcation del ay and dynamical hysteresis for a 
supercritical Pitchfork bifurcation. A) Bifurcation  delay with different critical parameter 
sweeping speeds γγγγλλλλ (Equation 20), with and without constant asymmetry g. B) Dynamical 
hysteresis observed by sweeping the critical parame ter through the bifurcation point  in 
the forward and reverse directions, in the presence  of g. All sample-paths, with 
exception of the original bifurcation diagrams (bla ck lines), were determined 
numerically by a simple Heun method (section 8.4) a pplied to Equation 18. Increasing 
the parameter sweeping speed induces bigger bifurca tion delays. Increasing the 
asymmetry g decreases bifurcation delays. 

 

Additionally, by substituting in Equation 18 the critical parameter sweep speed γλ 

by -γλ we arrive at a dynamical hysteresis phenomenon whereby the bifurcation 

point is no longer λc* but - λc* (107). For an analytical treatment, through 

asymptotic theory, of bifurcation delay phenomena see the work of Erneux and 

coworkers (245).  

2.2.3 Bistable potential with time-dependent critic al parameter and 

external asymmetry 

Assuming that not only the critical parameter λ is time-dependent but also 

that the external asymmetry g changes according to some rate law, interesting 

effects may take place that could be extended and applied to the problem of cell 

fate decision. In section 2.3 we will explore the effects of a combination of two 

external signals on a paradigmatic circuit known as genetic decision switch. The 

simulations performed here and in further sections will help to clarify the results 

of section 2.3 .  
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A 2D bifurcation diagram, (λ,g), can be viewed in Figure 24 A. Varying 

both g and λ with a specific rate law corresponds to changing, accordingly, the 

path in the diagram represented in Figure 24 A. Entry points into the  bistability 

area (II) equates with a specific distance between the emerging branches (see 

Figure 24 B and Equation 19). 

 

A B 

  
C  

 

 

Figure 24 Bifurcation curves for a one dimensional system. A) 2D bifurcation diagram 
obtained by sweeping both g and λλλλ. The hysteresis borders separate areas in the 
parameter space where only one asymptotical stable state exists, region I, or bistability 
arises, region II. B) g=0.01. C) λλλλ=0.5. LP-Limit Point. This diagram shows a saddle-n ode 
bifurcation. 
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2.2.3.1 Trajectories in the deterministic system: effects of a transient asymmetry 

g0(t) with maximum at the critical point 

 
A                    B               

  
Figure 25 Critical parameter and asymmetry shapes i n time. A) Profile for λλλλ(t) (Equation 
20). B) Profile for g 0(t) (see also Equation 21). 

 

Determining numerically the sample-paths of a system ruled by Equation 

18, the normal form for a supercritical pitchfork bifurcation, we can show the 

effects of varying both the asymmetry g and the critical parameter λ. The system 

is initially started at a point very close to X=0, which for -1<λ<0 is the only 

solution of Equation 18.The critical parameter is subsequently varied according to 

a linear law from -1 to 1 (see Figure 25 A).The asymmetry, on the other hand, 

follows a piecewise linear law (see Figure 25 B) with the maximum value being 

reached at the precise instance Tλ=0 when the critical parameter λ reaches 0. 

This is the original bifurcation point for g=0 (see Figure 21 C). We impose, 

therefore, a dependence on γλ (see Equation 20 and Equation 21). 
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Throughout this chapter we will identify this particular case as g0(t). In 

further sections additional cases will be tested where the maximum asymmetry, 

gmax, is reached at an instant t-<Tλ=0 before the critical parameter λ reaches the 

t  

g0(t) 

0 

gmax 

Tλ=0 t  

λλλλ(t) 

-1 

1 

Tλ 



   

 94 

critical point (λ=0) or at an instant t+>Tλ=0 after (see Figure 27 ahead). We will, 

throughout the thesis, refer to the asymmetry function corresponding to the 

former case as g-(t), and the latter as g+(t).  

We chose to test these profiles precisely because they simulate features 

of a paradigmatic genetic decision switch which will be studied in section 2.3. In 

the genetic switch the differences between 2 external signals (see Figure 19 and 

Figure 39), to which we refer to as external asymmetry, perform the same 

function as g in the canonical model represented in Equation 18. The fact that the 

signals also change with time and induce a supercritical pitchfork bifurcation is 

similar to the effect of sweeping the critical parameter λ (Equation 18 and 

Equation 20). Another important aspect is the dependence of the profile of g on 

the critical parameter sweeping speed γλ. This particular condition is an attempt 

to establish a parallel between the supercritical pitchfork bifurcation normal form 

and the effect of the external signals on the genetic switch: they create both the 

external asymmetry and drive the system through the critical region. Also, the 

asymmetry g in the canonical model is transient due to the fact that the 

asymmetry between external signals in the paradigmatic genetic switch is also 

transient (Figure 39 C). We will have, under this approach, the possibility to 

establish a parallel between a model motivated by biology and another traditional 

in statistical physics. The latter allows analytical treatment (2.2.4) while the 

former, due to non-linearities characteristic of epigenetic regulation, doesn’t. 

Combinations of independent profiles for the sweeping parameter λ and 

the external asymmetry have been published before, specifically with the 

bifurcation parameter being swept linearly and g with an oscillatory and chaotic 

time-series (199). 
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A                  B                  

  

Figure 26 Effects of a time-dependent asymmetry on the trajectories of X. A) X 
concentration profile for sweeping speed  γγγγλλλλ=0.01 and time-dependent asymmetry g 0(t) 
(see Figure 25 B) with g max=0.1. Also shown is the trajectory for constant asy mmetry 
g=0.1. B) X concentration profile for sweeping spee d  γγγγλλλλ=0.1 and time-dependent 
asymmetry g 0(t) (see Figure 25 B) with g max=0.1. Also shown is the trajectory for constant 
asymmetry g=0.1. 

 

Observing the sample-paths obtained by numerical integration (through a simple 

Heun method, see section 8.4) we notice that switching from X=0 occurs at later 

values of λ if the speed of parameter driving is increased. This had already been 

seen in a previous section (2.2.2).  The switching point is further increased if the 

asymmetry is swept with a law proportional to the critical parameter sweeping 

speed (Figure 26 A and B, observe differences in profiles of blue and black lines). 

Together with higher bifurcation delays, the potential minima of the cases where 

the asymmetry g is time-dependent are dislocated to lower values of x (observe 

differences between blue and black lines at λ=1, Figure 26). This stems from the 

fact that the asymmetry returns to zero. 
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2.2.3.2 Trajectories in the deterministic system: effects of a transient asymmetry 
with maximum before, g-(t), or after the critical point, g+(t) 

 

A  External signals before, at and after the 

bifurcation point 

B                            γγγγλλλλ=0.01 

gmax at λ=±0.35 and λ=0 

  

C                               γγγγλλλλ=0.1 

                    gmax at λ=±0.35 and λ=0    

D                             γγγγλλλλ=0.01           

                     gmax at λ=±0.5 and λ=0     

  

Figure 27 Effects of time dependent asymmetry with unequal ascending and descending 
rates. A) Asymmetry profiles before, g -(t), at, g 0(t) and after the bifurcation point, g +(t), 
and λλλλ(t) profiles. B) Trajectories for the respective as ymmetry profiles, with γγγγλλλλ=0.01, and 
gmax at λλλλ=±0.35 and λλλλ=0. C) γγγγλλλλ=0.1, gmax at λλλλ=±0.35 and λλλλ=0. D) γγγγλλλλ=0.01, gmax at λλλλ=±0.5 and 
λλλλ=0. Smaller critical parameter sweeping speeds indu ce bigger differences between 
sample-paths generated with g 0(t), g +(t) and g -(t). 
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In Figure 27 B, we demonstrate the effect of differences in the absolute 

value for the sweeping rates of g(t), ascending and descending segments, for a 

maximum amplitude gmax=0.1  (see Figure 27 A, grey and light blue lines). The 

displacement of the maximum asymmetry level gmax instant induces changes in 

the sample-paths in the interval [t0, tg(t)=0]. If the maximum is displaced to the left, 

the respective trajectory departs from X=0 earlier than if the displacement of the 

maximum is to the right. This particular behaviour stems from the non-zero 

distance between X=0 and the branch of solutions in a neighbourhood preceding 

the original bifurcation point λ=0 (see Figure 28 A). The distance is proportional 

to the value of g(t) at each instant but not in a linear fashion. The branch of 

solutions for negative values of the critical parameter λ can be observed for 

several constant values of g in Figure 28. The larger the value of the asymmetry 

reached before λ=0 the greater the displacement from X=0 due to faster 

relaxation to the equilibrium, for the same sweeping speed γλ. Nevertheless, the 

relationship is not linear. Throughout the simulation the relative position of the 

trajectories of X follow roughly the relative positions of g-,0,+(t) in the interval [t0, 

tg(t)=0]. For large times, the trajectories saturate to the asymptotically stable 

solution finalλ  due to non-linearities, and become indistinguishable.   

In Figure 27 C we observe again the interplay between the magnitude of 

gmax, the sweeping speed and slow time-scales near the critical region. 

Nevertheless, comparing with Figure 27 B, the differences between the 

trajectories induced by g0(t), g-(t) and g+(t) are smaller. This arises, as expected, 

due to the larger sweeping speeds used in Figure 27 C, which provoke larger 

bifurcation delays, and consequently reduce the system’s sensitivity to the 

influence of the external asymmetry, particularly before the critical point is 

reached. If we shift again the position of gmax we observe further differences in 

the sample-paths (see Figure 27 D). Yet, the effects of gmax position are expected 

to have maximum relevance in an interval near the bifurcation point, with 

asymmetry profiles shifted to the left exerting stronger effects than those shifted 
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to the right. See for example the bifurcation diagrams plotted in Figure 28 A. The 

distance between each of the upper branch of solutions for two different values of 

g is maximal just before the original bifurcation point λ=0 (see Figure 28 B). For 

very large values or very small values of the critical parameter the solutions don’t 

disagree significantly. Consequently, in studies of attractor selection in the 

presence of fluctuations (studied in sections 2.2.4.2 and 2.2.5), differences in 

time-dependent profiles for g(t) are expected to generate observable 

dissimilarities only if gmax is attained in the vicinity of the instant when the critical 

point is crossed. Moreover, the presence of strong fluctuations may also play a 

fundamental role in the capacity for differential processing of g(t) profiles, as they 

may hinder the system’s sensitivity. 

 

A B 

Figure 28 Comparative bifurcation diagrams for diff erent parameters of a supercritical 
pitchfork bifurcation normal form.  A) Bifurcation diagrams for constant g=0.01 and 
g=0.1. B) Distance dX= (X upper branch ) g=0.1-(Xupper branch ) g=0.01, between the upper branch of 
solutions of a supercritical pitchfork bifurcation for constant g=0.01 and g=0.1 (see 
branches above in A). 

 

2.2.4 Branch selectivity in the presence of additiv e noise: analytical 
results 

 
We now augment the previous problem to account for fluctuations. If noise 

is included how will the selectivity of each of the attractors be affected by both the 
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speed of parameter λ driving and the maximum asymmetry gmax? Sample 

trajectories for a small asymmetry g=0.01 and noise intensity σ=0.05 (see 

Equation 23) are represented in Figure 29. Both the cases of time-dependent and 

constant asymmetry are plotted.  

 

A B 

  
                                       C  

 

Figure 29  Examples of trajectories in the presence  of noise for sweeping of the critical 
parameter. A) For g max=0.1, both constant (black line) and symmetric time -dependent 
(blue line), and γγγγλλλλ=0.1, in the presence of fluctuations with intensit y σσσσ=0.05. B) For 
gmax=0.1, g0(t) (black line), g +(t) (grey line) and g -(t) (light blue line) (see also Figure 27 A) 
with σσσσ=0.05. C) Profile of x(t), for g max=0.1, both constant (black line) and time-dependent  
(blue line), with γγγγλλλλ=0.1 and  σσσσ=0.5. The noise is assumed to be Gaussian. Time-
dependent asymmetry induces sample paths closer to the unstable branch even in the 
presence of noise. Larger noise intensities blur di fferences generated by time-
dependent asymmetries. 
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It is possible to check that the trajectory with additional time-dependent 

asymmetry has, as was seen for the deterministic case (see Figure 26), a path 

closer to the unstable branch of solutions of the bifurcation diagram.  This may 

enhance the probability of jumping across the potential barrier that coincides with 

the unstable branch (Figure 29 A). In Figure 29 B we can additionally see the 

effect of the asymmetry reaching its maximum before and after the critical point. 

These results are as expect from the analysis performed in a previous section 

(see Figure 27). For higher intensities of noise (Figure 29 C), the role of the 

asymmetry g as a state selector is decreased. The trajectories are capable of 

crossing to the lower branch even when the critical parameter has reached a 

considerable value with which a sufficient depth of the potential is achieved (see 

Figure 30). The transition dynamics time-scale (τ±) (see Equation 22) between 

minima can be estimated using Kramers classical theory (94): 

 

Equation 22 
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In Equation 22 Xu stands for the unstable solution, X+ for the upper branch of 

stable solutions and X- for the lower branch of solutions of Equation 18. U 

represents the potential landscape obtained from Equation 18 (see Equation 24). 

The Kramers formula tells us that if the difference in potential between the 

minima and the barrier is sufficiently high, we are capable of freezing the system 

in one of the states, due to the existence of large τ+/-. Nevertheless, if ∆U is not 

sufficient or if the noise intensity σ is considerable, jumps across the barrier 

become possible. Interpreting our problem in the light of Equation 22 we see that 

the action of an external asymmetry is to force one of the minima to become 

deeper, in our case X+, and hold there trajectories that have reached it. Also 

observe that τ+ and τ- are not equal in the presence of g. Therefore, even if a 



   

 101 

trajectory jumps to X-, there is a higher probability of it jumping back to X+. Yet, in 

our case the asymmetry is transient and differences in depth of each of the 

minima disappear. We have, as a result, several mechanisms to take into 

consideration in the attractor selection problem: 

• λλλλ sweeping speed influences Kramers transition time . The transient 

asymmetry considered in our work has a time-dependent profile that is a 

function of γλ (see Equation 21). Consequently, the time interval the 

asymmetry is present is proportional to γλ. Because the asymmetry is 

responsible for ∆U and subsequently differences in τ+ and τ-, we expect 

that the longer the asymmetry is present, the higher the probability of a 

trajectory remaining in the minima X+ corresponding to the upper branch. 

• Slow passage through the critical region allows for  faster relaxation 

processes in the presence of larger asymmetries.  As was previously 

seen (Figure 26 and Figure 27) larger asymmetries induce faster 

relaxation times to the equilibrium. Because the asymmetry is dependent 

on sweeping speed, the longer larger values are present the quicker the 

relaxation process and the more efficient will be the potential barrier in 

deterring jumps to other branches. We can conclude that, at least near the 

critical region, we need smaller γλ.  

• After the critical region faster sweeping freezes t rajectories in the 

selected minimum.  Let us assume that for a particular noise strength σ 

the system has reached the upper branch. Even if we have passed the 

critical region there is always a probability of crossing the potential barrier. 

Due to the fact that ∆U depends on λ (see also Equation 24), after the 

critical region the best strategy would be increasing γλ to enhance the 

action of the potential barrier and reduce the probability of the system 

jumping to the lower branch (see Equation 22). We will, nevertheless, not 

consider piecewise functions for γλ in further work presented ahead.  
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Overall, the critical parameter has to be swept with a sufficiently low speed to 

induce maximum probability of the system migrating to the branch of solutions 

favoured by g. Yet, the speed has to be sufficiently high to increase the potential 

barrier and as a result increase the transition time to the lower branch (200). If 

these conditions are met we reduce the probability of a jump erasing the effect of 

the external signal. Before we perform a systematic numerical investigation of the 

role of asymmetry, sweeping rate and noise on the branch selectivity (section 

2.2.5), we devise analytical expressions that will clarify the numerical 

experiments.  For this purpose, we will make use of the Langevin equation (see 

Equation 23) associated with Equation 18. 

 

Equation 23 )()())((3
.

ttgXtXX c ξλλ ++−+−=  

 

In what follows ξ(t) will be assimilated to a Gaussian distributed noise, 0)( >=< tξ  

and  )'()'()( 2 tttt −>=< δσξξ . Writing Equation 23 in its variational form for 

further use we have: 

Equation 24 
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U(X,t) is the kinetic potential. The shape of the potential for several values of g 

and the critical parameter λ can be visualized in Figure 30 . 
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Figure 30 Potential profiles for several values of external asymmetry before, at and after 
the bifurcation point. Left: U(X,t) profiles for se veral combinations of (g, λλλλ). Right: detail 
near the unstable state. 

 

Varying the critical parameter from -1 to 1 for g=0.01 and g=0.1 exerts different 

action on the potential. The higher the asymmetry g, the deeper the potential at 

the minimum when λ=0. The dislocation of the position of the potential minima 

could already be seen in the bifurcation diagrams presented earlier (Figure 21 D). 

 

2.2.4.1 Evolution of the probability density and the process of branch selection 

 
Several assumptions underlie the applicability of the following theoretical 

approach. The distribution around the branch of solutions before the critical point 

λc is assumed to be Gaussian. As the bifurcation parameter is passed through 

the critical region the distribution starts to drift towards the branch favoured by 

the external field g(t).The drift rate is approximately g(t). In this region, as was 

previously highlighted (section 2.2.1), the relaxation to the equilibrium is slow. At 

λ=0, the position of the steady state is approximately (g)1/3, which makes the 
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relaxation time ~(g)-2/3. For very small asymmetries, this relaxation process is 

extremely slow (162). For illustration purposes, a representative example with 

constant g is depicted in Figure 31. Concurrently with the drift process, the 

distribution also suffers spreading due to the fluctuations represented by the 

noise term in Equation 23. As was previously mentioned, around the critical 

region the amplitude of the fluctuations is amplified (section 2.2.1). Nevertheless, 

if a strong external field g is applied the fluctuations can be neglected if the 

critical parameter λ is slowly changed. However, this situation may be modified if 

we go rapidly through the critical region. Sweeping with large enough rates 

allocates a larger importance to the presence of fluctuations, which become 

significant and determine to a large extent the equilibrium state selected (107). 

 

Figure 31 Probability evolution with time in a syst em with critical parameter sweeping 
and constant asymmetry 0<g<<1. At t~T λλλλ=0 the peak is displaced to the right due to the 
positive asymmetry g>0. 

 

After the critical point the distribution becomes bimodal with each peak centred 

on the respective stable state (Figure 31). The assumption of a Gaussian like 

distribution for the process is only valid if the speed with which the critical 

parameter is forced to go through the critical region is sufficiently high. If this 

condition is not met, the distribution relaxes to its non-Gaussian form and the 

analytical solutions determined in the following section are not sufficiently 

descriptive (161, 191). It is expected that an optimum selection process occurs if 



   

 105 

the critical parameter is changed with a speed that allows for the drift to centre 

the distribution on a point that shifts most of the area under the curve at Tλ=0 (see 

Figure 31) beyond the position of the unstable branch. Unlike studies devising 

analytical approaches based on Kramers theory for the probability density mass 

transfer across the potential barrier (198, 200), we will assume, for the sake of 

simplicity that the attractor selection process is complete  just after the bifurcation 

point (161).  

 

2.2.4.2 Attractor selectivity: devising analytical expressions 

 
The probability density function P(X,t) can be described by a  Fokker-

Planck equation derived for the Langevin equation of the bistable potential 

represented in Equation 18 (94). It takes the following form (Equation 25): 

 

Equation 25 
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The analysis performed in this section will follow roughly the method devised by 

Kondepudi and coworkers (161). Nevertheless, our case study involves a time 

dependent asymmetry g(t), which was not considered before. Here we do not 

take into account any fluctuations in the λ parameter. Their contribution is 

thought to be negligible for the calculations to follow (161). The evolution of the 

probability density function P(X,t) can be calculated by finding how each of the 

moments changes during the sweeping process.  

Multiplying Equation 25 by Xn, neglecting the cubic term (near the 

bifurcation point, where the selection process occurs, X<< 1) and integrating one 

obtains: 
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Equation 26 
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Both terms on the right hand side of Equation 26  can be integrated by parts. The 

probability density function and its derivatives are assumed to decay 

exponentially with X. Hence, an equation for each of the moments of the 

probability density function can be easily devised and takes the following form: 

 

Equation 27 
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Assuming the first two moments are sufficiently descriptive of the evolution of the 

probability density function P(X,t) near the bifurcation point, we choose to restrict 

our analysis to  Equation 28 (mean) and Equation 29 (variance). 

 

Equation 28 
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Equation 29 
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For a maximum asymmetry value gmax<<1, the contribution of g(t) near the 

bifurcation point disappears from the equation for the second moment (Equation 

29).  
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A B 

 

Figure 32 Time-dependent profiles for variables λλλλ and g. A) Critical parameter sweeping 
function profile. B) Asymmetry sweeping function pr ofile. 

 

For our particular problem, we are interested in the effects of a monotonous 

linear function for the bifurcation parameter λ (see Equation 30 and Figure 32 A) 

and for the asymmetry g (t) a piecewise linear function (see Equation 31 and 

Figure 32B).  

 

Equation 30 
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Equation 31 
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Equation 28 and Equation 29 are linear ordinary differential equations and have 

an analytical solution given by Equation 32 and Equation 33, respectively. 
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Equation 32 
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Equation 33 
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Extending the integrals of the previous equations we have the expressions 

represented in Equation 34 and Equation 35. 

 

Equation 34 
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Equation 35 
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Through an appropriate change of variables, ( )
λγ
λ

λγ ∆−= st' , with ∆λ=λc-λ0, 

Equation 34 and Equation 35 are reduced straightforwardly to Equation 36 and 

Equation 37. The initial conditions term for each of the expressions is assumed to 

be negligible in comparison to the final instance where separation of the initial 

monomodal distribution is completed, for small enough γλ rates. 

 

Equation 36 
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Equation 37 

 

( ) ( )

















≈>< ∫

∆−

∆−

−

∆−
λ

λ

λ

λ

λ
γ

λγ

λλ

γ
λγ

σ
γ

δ

t

T

t

t

dte
e

tX ')()(
2

2

'22

 

 

Let us study the contribution of g(t) to the mean until an instant t’ beyond Tg1, with 

( ) λγ λ ∆+= Kt 1'  and K<1. This change of variables allows us to eliminate some 

of the complexity in the expressions devised above. K is simply a measure of 
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how far we are from the bifurcation point, after we have crossed it in the 

sweeping process. Integrating the previous expressions we obtain Equation 38 

and Equation 39.  

 

Equation 38 
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Equation 39 
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 The error function term present in Equation 38 and Equation 39 is given by 
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Let us analyse Equation 39 first: 

since the term 

( ) ( )( ) 2≤+ ∆∆
λλ γ
λ

γ
λ Kerferf  the 

dispersion induced by a time-

dependent asymmetry will be 

always smaller or equal to the 

original case (161) (Equation 41). 

Also, let us put λγγ 11 cg =  and 

λγγ 22 cg = . With these 

simplifications we arrive at: 

 

Equation 40 
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Equation 41 
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The differences arise in the mean. Depending on the proportion of the rates γλ, 

γg1 and γg2 we will have different cases: 

 

Figure 33 Profile for error function, erf(z).  
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• Case1- g0(t) 

1~
2 max2112 λλ

λ ∆==⇒== withgcc
T

TandTT gg  (see also Figure 32) 

This set of constraints renders the contribution of time-dependent g(t) always 

smaller or equal to the original case with constant asymmetry (see Equation 

42) (161). 

 

Equation 42 
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This particular situation could also be seen in the deterministic simulations 

performed above (Figure 26). 

 

• Case2-g-(t) 

1~
3

2
2

4 max2max121 λλ
λ ∆==⇒== withgcandgcTTand

T
T gg .This 

combination of parameters also centres the distribution on lower values than 

the original case (161). Additionally,   depending on K, one can observe that 

the path induce slightly above below a threshold or slightly below Case1. 
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Equation 43 
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• Case3 

g+(t)

1~2
3

2

4

3
max2max121 λλ

λ ∆==⇒== withgcandgcTTand
T

T gg  

Finally, when the maximum gmax is shifted to the right of Tλ/2 the distribution is 

centred on lower values than the original case (161), but higher values than 

Case1 previously analysed. 
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The values calculated for the first moment for each of the cases exposed before 

can be seen in Figure 34. The values for the second moment will be used ahead. 

As was previously determined by numerical simulations (see Figure 27) the order 

with which the paths are positioned follows the profiles for the respective 

asymmetry functions. By choosing K we are effectively assuming that the 

selection process is completed when the paths are in a certain order. 
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A B 

  
C D 

  

Figure 34 Dependence of the distribution mean on th e instant the maximum asymmetry 
is reached: before, at, and after the critical bifu rcation point λλλλ=0. A) g max=0.01 and 
γγγγλλλλ=0.1.B) g max=0.1 and γγγγλλλλ=0.1.C) gmax=0.01 and γγγγλλλλ=1.D) gmax=0.1 and γγγγλλλλ=1. K is simply a 
measure of how far we are from the bifurcation poin t, after we have crossed it in the 
sweeping process 

 

 

Nevertheless, the analytical expressions do not approximate well the steady 

states for large values of K. This stems from the fact that we eliminated the cubic 

term from the original normal form equation (see Equation 23). For larger values 

of K there’s an explosion for the first moment. We expect that for calculations of 

selectivity of attractors small values of K are necessary to generate significantly 

accurate predictions. 
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Evaluating the selection probability resulting from this sweeping process 

is, in fact, a way of measuring the memory capacity of the system to transient 

signals g(t). For gmax>0 the probability of reaching the favoured state is given by 

Equation 45. Since the original assumption was that the distribution could be 

approximated by a Gaussian, we use the expressions for the mean and variance 

calculated before. 

 

Equation 45 
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The lower limit for the integral in Equation 45 is the estimated position of the 

asymptotically unstable state, far above or below the critical point, when the 

asymmetry is constant and equal to gmax. In the problem where the asymmetry is 

constant, far below or above the critical point, the position of the unstable branch 

is exactly X=0. However, in the vicinity of the critical point the maximum 

estimated position for the unstable state is )(
max
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. Hence, by assuming this 

as the correct value for the unstable branch we are over-estimating the value of 

Pup with respect to the original problem (constant g), but underestimating with 

respect to the real value. Through an appropriate change of variables, 
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Equation 46 

 
'

2

1 2

'2

dXeP
N X

up ∫
∞−

−

=
π  

 

In Equation 46 N stands for the number of standard deviations that the peak of 

the distribution is displaced from the unstable branch of solutions for a particular 

value of λ: 

 

Equation 47 
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The expression for the selectivities of each of the cases analysed before are 

presented in section 8.5. Lets us present the expressions for the case 

λλ γγγγ max121 gcgg === . N is given by Equation 48. 
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Since ∆λ=1 and (K∆λ)2/2γλ<<1, the second term in the numerator of previous 

equation can be neglected for small enough sweeping rates. Consequently, N 
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can be approximated by Equation 49 which is always smaller than the value 

obtained with constant asymmetry equal to gmax (161). 

 

Equation 49 
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The expression for the probability of attractor selection can thus be computed. If 

we choose sweeping rates smaller than 1, the error function is approximately 1. 

The calculation is therefore substantially simplified (see Equation 50). For 

sweeping rate bigger than 1 we can also simplify the Pup calculation by 

performing asymptotic expansion of the error functionsp (see Equation 51) and 

retaining only the first term. 
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1

21
2

1

2

2
21

2

1

4/1

max

4/14/1
22

1

max

2

<





































+≤





































+





















++−+=

−−

λ

λ

λ

λγγ

γ

γ
π

σ

γ
π

π
γ

σ
λλ

for

g
erf

ee
g

erfP
K

up

 

                                            

p 
( )

∑
∞

=

+

+
−=

0

12

)12(!

12
)(

n

nn

nn

z
zerf

π
 



   

 118 

Equation 51 
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Several profiles for both Equation 50 and Equation 51 can be observed in Figure 
35. 
 
 
A B 

  

Figure 35 Branch selection prob ability dependence on asymmetry and sweeping speed.   
A) γγγγλλλλ<1, K=0.5. B) γγγγλλλλ>1, K=0.5. For both figures σσσσ=0.05. Only curves for the external 
asymmetry reaching its maximum g max at the instant the critical parameter crosses the 
point λλλλ=0 are shown. 

 
 
Figure 35 A and B show that as the maximum external asymmetry is increased 

the probability of the system reaching the upper branch is also increased. This 

was to be expected from the deterministic simulations show before in Figure 26 

and the conclusions taken from analysis of the variables involved in minima to 
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minima transition (see Equation 22) in a bistable potential with additive Gaussian 

noise. We can also observe speed-dependent attractor selection as was 

previously predicted: higher rates of passage through the critical region reduce 

the probability of reaching the branch of solutions favoured by the external 

asymmetry (compare in each Figure 35 A and B the effects of γλ increase and 

between figures). One interesting aspect of the expressions derived for Pup 

(Equation 50 and Equation 51) is the dependence on the gmax/σ ratio. We can 

see clearly that we will have the same probability Pup of reaching the upper 

branch if both maximum asymmetry and noise intensity are raised or decreased 

by the same factor. Another dependence not explored above is the inverse of the 

sweeping speed to time-scale ratio. This will be analysed ahead in section 2.3.2, 

Figure 44, for the biological equivalent to the supercritical pitchfork bifurcation 

normal form, in a paradigmatic genetic circuit. The theoretical derivations will be 

compared with simulation experiments in the following section. 

 

2.2.5 Branch selectivity in the presence of additiv e noise: numerical 

results 

In this section we test, through extensive numerical experiments (Figure 

36), the predictions made before regarding branch selectivity in the presence of 

time-dependent parameters in a supercritical pitchfork normal form (Equation 18). 

For an external field following a piecewise linear function (see Equation 30 

and Equation 31) with 
21
λT

Tg =  (see Figure 32 ), we obtain coherent qualitative 

results with the explanation previously provided for the selectivity dependence on 

sweeping speed and maximal asymmetry gmax (Figure 36 B) .  
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A                        g Constant  B                           g 0(t) 

  
C                          g-(t) D                           g +(t) 

  

Figure 36 Probability P up of reaching upper branch as a function of external  asymmetry 
and sweeping speed. A) Constant g. B) g 0(t), Tg1= Tλλλλ/2, Tg2=Tλλλλ. C) g-(t), Tg1= Tλλλλ/4,Tg2=Tλλλλ . 
D) g+(t), Tg1= 3Tλλλλ/4, Tg2=Tλλλλ (see also Figure 32). Number of simulations for A,C  and D, was 
1000; B,10000 simulations. Noise intensity σσσσ=0.5. The colormaps were created by fitting 
a surface, through the TriScatteredInterp linear in terpolation method in MATLAB 
R2010b, to the data generated through simulation. F or all figures a 100 by 100 grid of  
(γγγγλλλλ,gmax) points was sampled. 

 

Observing Figure 36 B one verifies that there exists a minimum asymmetry 

gmax∼0.03, with Tg1=Tλ/2 and Tg2= Tλ, which synergistically acts with noise and 

induces a selectivity of the upper branch larger than 50%. Selectivity or Pup, (see 

Equation 52) is equated with the probability of reaching the upper branch. 
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Equation 52 

 runstotal

branchupperreachingruns
Pup #

#=  

 

Raising the speed with which the system crosses the critical region increases 

symmetry between the distributions of the final attractors, as can be seen by the 

predominance of blue region for larger values of log(γλ). Comparing the results 

obtained with constant and time-dependent asymmetry, Figure 36 A and B 

respectively, we view that although the area where the highest values of 

selectivity are achieved is similar, the values are higher when g is constant. This 

outcome supports the analytical work previously performed for the paths of the 

distribution mean (section 2.2.4.2, Equation 50). Regarding the selection process 

when the maximum asymmetry is reached before (Figure 36 C) and after (Figure 

36 D) the bifurcation point, we observe that the recorded selectivities are not 

extremely different from those obtained for g0(t) (Figure 36 B). Yet, the number of 

trajectories ending in the upper branch is increased for g+(t) with respect to g0(t) 

(check the coloured scale). Concerning g-(t), the selectivities obtained are not 

particularly distinguishable from those resulting from the application of g0(t). It 

should be emphasized that there is a 10 fold difference in the number of 

simulations performed for g0(t). This results in a smoother figure which is easier 

to interpret. Further simulations were not performed due to time restrictions. 

Nonetheless, if performed, they are expected to show numerically the results 

predicted analytically in section 2.2.4.2.  Let us also do a comparison between 

the analytical expressions obtained for the selectivity (see section 2.2.4) with the 

numerical results (Figure 37). Let us observe how the selectivity varies for a low 

constant sweeping speed.  
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A                      γγγγλλλλ=0.022 

                         g const  
B                                γγγγλλλλ=0.005 

                                     g0(t) 

  
C                        γγγγλλλλ=0.022 

                             g-(t) 

D                            γγγγλλλλ=0.022 

                                  g+(t) 

  

Figure 37  Branch selectivity, theory vs. numerical  results. A) Constant asymmetry g, 
and  γγγγλλλλ=0.022. B) g 0(t), K=0.01. γγγγλλλλ=0.005. C) g-(t), K=1. γγγγλλλλ=0.022. D) g+(t), K=0.01. γγγγλλλλ=0.022 
(see also Figure 32 and Equation 50 for better unde rstanding of asymmetry profiles and 
variables K, respectively). Noise intensity σσσσ=0.5 for all figures. 

 

As predicted before (see Equation 38-Equation 51), selectivities with 

constant g are always larger than with time-dependent profiles (see Figure 37). 

For all the cases studied with exception of that presented in Figure 37 D, the 

analytical expressions always overestimate the selectivity with respect to the 

numerical results. This mismatch may arise due the fact that at a noise intensity 

σ of 0.5 branch to branch transitions may occur frequently, inducing a 
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considerable increase in symmetry (smaller Pup). Simulations with smaller noise 

intensities should approximate the results to the theoretical predictions. On the 

other hand, the theoretical predictions determined for g-(t) and g+(t) are much 

closer to the numerical results than those obtained with g0(t). This may be due to 

differences in sweeping speeds used to calculate the theoretical values 

presented in each figure (see Figure 37). Larger sweeping speeds seem to 

approximate the theoretical predictions to the numerical results much better. 

Further analysis is necessary to clarify why the theoretical expressions obtained 

for g-(t) and g+(t) are much more successful than those devised for g0(t). 

The impact of external signalling on the paradigmatic systems/synthetic 

biology toggle switch attractor landscape can be understood by extrapolating the 

findings of the previous section.  

 

2.3 Response of a gene regulatory decision switch to external 

signalling inputs 

Integrated signalling-transcriptional networks are crucial for understanding 

how adequate genetic programs are induced in diverse environmental 

circumstances (39, 176). From rapid sensory responses to evolutionary 

adaptation, the transduction of signals into appropriate expression programs 

evolves in several timescales. Most signalling mechanisms operate in a much 

faster timescale than the transcriptional machinery. Extracellular signals usually 

change transcription factor activities in a sub-second scale, while transcription 

and translation of target genes may take minutes, and accumulation of protein 

product minutes to hours, with the additional delay due to macromolecular 

transport (7) (see Table 1).  Usually, models in synthetic biology or systems 

biology separate these two areas (signalling and transcription) by recurring to 

quasi-steady state approximations with the advantage of transforming the models 

into a more manageable size and complexity. This technique may not, however, 

represent accurately transient dynamics (22). In the physics literature the 

adiabatic elimination method (112) has been extensively used. Despite its 
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general acceptance, if the difference in timescales is not sufficiently large, 

correlations between the two modes (fast and slow) arise (85, 86), thus  

invalidating the approximation. For this reason, in integrated signalling-

transcriptional models the differences in shapes of external inputs to a gene 

regulatory network may become significant in the process of attractor selection 

and subsequently cell fate decision. Asymmetries in the distribution across the 

resultant attractor landscape due to path dependent effects may appear as a 

result of the interplay between transients and noise. This section focuses on a 

small integrated stochastic decision switch forced by time dependent external 

signals. Deterministic studies of low order gene regulatory networks such as 

bistable switches have been systematically analysed (52), and have been 

constructed de novo (95). Conditions for multistability have been determined 

through varying parameters controlling self-stimulation and cross-stimulation. 

Regarding the action of external signals on genetic circuits most of the work 

has focussed on the importance of signal amplitude and signal duration on 

attractor selection (109) and the capacity of the system to frequency selectivity 

(108, 236). Important theoretical work has also been performed on the flexibility 

conferred by the combination of negative and positive links in switching from 

attractor to attractor, with the switching speed being proportional to link relative 

strengths (210). Noise is essential for switching from attractor to attractor when 

the system has an interface with a signalling module. Noise has also been a 

fundamental player in models and experimental systems for optimal adaptation to 

fluctuating environment (76). Yet, the existence of signalling structures 

discriminating extra-cellular signals are more efficient in generating optimal 

attractor switching (145).  

The paradigmatic genetic decision switch has been extensively used to 

understand cell transition from undifferentiated to differentiated states. There 

have been published two approaches to this problem (133). In this section we 

extend the conceptual working hypothesis mentioned for cell fate decision in 

blood cell line commitment by exploring additional effects of the differences in the 

rate of sweeping through the critical region in the presence of noise. This will 
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constitute a test of the results observed for the paradigmatic bistable potential 

previously analyzed. Also, induction of attractor selection is much more efficient 

in systems undergoing bifurcation than in systems where the landscape of the 

decision switch is fixed (161, 191).  

We explore through extensive simulation the effects of asymmetries in 

rising time between each of the input signals representing the end points of an 

upstream phosphorylation cascade of events (see Figure 39 B). The 

combinatorial complexity of the set of entry points to the transcriptional 

machinery is integrated by the decision switch which should classify adequately 

the message and migrate to a transcriptional attractor which encodes the 

evolutionary response to the environment (145, 176). The effect of cross-talk 

between pathways (interrupted gray arrows in Figure 39 B) converging on the 

phosphorylation of each of the transcription factor proteins present in the 

cytoplasm and encoded by each of the genes in the circuit will be understood 

through bifurcation analysis (see Figure 40 A and section 8.6). If cross-talk is not 

considered the differences between S1 and S2 are fully integrated by the decision 

switch. Each of the transcription factors will only operate on the respective 

promoter regions when in an activated state. Activation by phosphorylation is one 

of the most common mechanisms (39). Therefore, although the mechanism 

chosen for our model is quite simple, it is also 

completely representative. Different kinetics for 

phosphorylation and dephosphorylation can allow 

for different sensitivities to stimulus (236, 237). The 

signal in this case represents the concentration of a 

class of proteins known as kinases in an 

activated/phosphorylated state. These are capable 

of transferring a phosphate group from a molecule 

of ATP to a downstream kinase or in our case a 

transcription factor (see Figure 38). The decision 

switch (12, 95, 109, 255) circuit to be studied here is a motif representative of 

master regulator transcription factor networks in development (55, 133, 222) and 

Figure 38  Phosphorylation 
of transcription factors 
necessary for initiation of 
transcription 

S1 

TFX TFX 

TFX 

gene TFx 

TFX P 

P 

P 
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two component networks exhibiting multistability. Bi-stability is a dynamical 

feature of core biological systems. Numerous studies, experimental and 

theoretical, have been devoted to understanding its natural occurrence (52, 118, 

255, 267, 268).  We will model our simple decision switch with dimerization and 

self-activation following a mean-field approach commonly used in the literature 

(11, 109, 222). The effects of each of the signalling inputs should have similar 

effects on the transcription landscape as the parameter λ and asymmetry g have 

on the bistable potential (see section 2.2). We will therefore, extrapolate the 

findings previously described to the paradigmatic signalling-gene regulatory 

model. 

 

A B 

 

C 

 
 

Figure 39 Integrative signalling-gene regulatory ne twork. A) Shape of input signals S 1(t) 
and S2(t). S1 will always have a rising time faster than S 2. B) Generalized schematic 
representation of the circuit model. Nodes represen t proteins, S 1 and S2 protein kinases 
and TF X and TF Y transcription factors. Reactions between kinases a nd transcription 
factors are represented through gray arrows. Cross- talk between pathways is 
represented through interrupted gray arrows. Reacti ons between transcription factor 
and the promoter regions is represented through ( →→→→) for activation and ( ⊥⊥⊥⊥) for inhibition. 
C) Amplitude of asymmetry ∆∆∆∆S(t)=S1(t)-S2(t), with a=max( ∆∆∆∆S(t))=10(1-(TS1/TS2)). 
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2.3.1 Model 

The simple model to be studied here seeks to represent, through a 

sufficient number of parameters with biological relevance, basic dynamic features 

of decision circuits.  

2.3.1.1 Model assumptions 

The design of the model is based on the following assumptions: 

• Both transcription factors can act as activators if bound to their own 

promoter region (positive feedback, see Figure 39 B) 

• Transcription initiation is only successful by binding of homodimers of 

each molecule (cooperativity equals 2) 

o Dimerization or cooperativity larger than one has been proved to be 

essential for multistability and clustering in this circuit (54, 54, 55, 

95, 180). 

o Several types of transcription factor classes act according to this 

principle: bHLH proteins, leucine zipper factors or certain types of 

homeodomain proteins, e.g. the POU factor Oct4 or the caudal 

related protein Cdx2 (109). Human transcription factors are 

primarily Zn fingers, followed by homeobox and basic helix–loop–

helix (bHLH). 

• Post-translational regulation is represented by phosphorylation reactions, 

one of the most common mechanisms for “protein activation” (39). 

• The circuit will be assumed to be in a constant volume cell (no cell 

division). 

 

Homodimers will only form after phosphorylation of each of the monomers. This 

scenario has already been modelled by Smolen and coworkers (236) before. 

Nevertheless, the explicitly inclusion of phosphorylation reactions was not used. 



   

 128 

Instead, the transcription rates of each of the genes involved were changed 

according to some rate law.  

 

2.3.1.2 Model equations 

Under the assumptions previously outlined a set of chemical reaction 

equations can written (Equation 53-Equation 59). The equations outlined are 

restricted to one of the elements (TFX). For the other an equivalent set of 

equations is necessary for full model description. 

 

 (Phosphorylation-dephosphorylation) 

Equation 53 
ADPSPTFATPSTF X

sd

sa

X ++− →←++







 +∝

2,1

...

2,1  

 (Dimerization) 

Equation 54 2)( PTFPTFPTF X
Kd

XX −→←−+−  

 (Binding of dimer to promoter region P x) 

Equation 55 22 )()( PTFPPTFP Xx
b

Xx
X −→←−+  

 (Basal transcription) 

Equation 56 mRNAPRNApPRNAp xx
X ++→+ η

 

 (Transcription) 

Equation 57 xx
bd

Xx mRNAPRNApPTFPRNAp XX ++ →−++ 2)(  

 (mRNA degradation) 

Equation 58 0/1  → XmRNA η
 

 (Translation) 

Equation 59 XmRNARibomRNARibo X
x ++→+ η  

 

The dynamics of the decision genetic switch can be modelled by following the 

reaction schemes represented in Equation 53 to Equation 59. The effect of 

external signals S1,2 (see Figure 39 B) will be modelled by phosphorylation of 
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transcription factors (Equation 53) according to the mass-action law (Equation 60 

and Equation 61, with [TFX,Y]=X,Y and [TFX,Y-P]=Xa,Ya, see also section 1.4.1 for 

understanding modelling framework). The input function to each of the promoter 

regions (see PX for example in Equation 55, see also section 1.2.6 for clarification 

of mechanisms) will be modelled according to the formalism developed in (11, 

109). The methodology in both papers for derivation of the input functions is 

based on a mean-field approach to promoter site occupation (33, 34, 40). The 

concentration of each of the transcription factors depends not only on 

transcription and translation of new molecules (X,Y) but also on the decay of 

activated/phosphorylated ones (Xa,Ya) (see Equation 62 and Equation 63). We 

will not consider degradation of activated molecules.  

The model equations were devised by assuming a quasi-steady state 

approximation of  mRNAs with respect to protein accumulation (Equation 55 to 

Equation 59) and under a “mean-field” approach to promoter site occupation for 

initiation of transcription (11) (Equation 62 and Equation 63). It is assumed that 

each transcription factor homodimer has an independent promoter site. The 

difference in time scales between phosphorylation reactions and the transcription 

and translation processes is generically represented by a set of parameters τSX,Y 

and (1/τTFX,Y) (Equation 60-Equation 63). 
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In the model equations sa stands for a residual or spontaneous transition from 

inactive to active state and models mechanisms of activation not contemplated in 

this simple model (see Equation 53). The rate sd represents natural decay of a 

phosphorylated protein to its non-active state or the action of phosphatases 

whose function is to remove the phosphate group and attenuate the signal. We 

assume a constant concentration for this type of proteins (see Equation 53). This 

is a common approach in pathway modelling (51, 230). Parameters di stand for 

the ratio between rate of expression of the respective gene when Xa or Ya 

homodimers are bound to the promoter region with respect to basal transcription 

(see also Equation 56 and Equation 57). Parameters bi and gi represent ratios 

between binding and unbinding of dimers to promoter regions for self-activation 

and cross-inhibition, respectively (11)  (see also Equation 54 and Equation 55). 

This parameter can be seen as a threshold for gene transcription. Parameters ηi 

correspond to a measure of promoter strength multiplied by translational 

efficiency, i.e., basal transcription rate multiplied by translation rate divided by 

mRNA degradation rate (see also Equation 56 and Equation 58). The functions 

ξX,Y(t) represent Gaussian noise with zero mean and correlation 

)'()'()( ,,
2 tttt YXYXYX −= δδσξξ  and models the contribution of intrinsic random 

fluctuations inherent to transcription and translation processes (243). The 

consequence of extrinsic source of noise in circuit behaviour, such as fluctuations 

in kinase number, will not be approached here. Guantes and coworkers (109) 

found that fluctuations of an additive external signal may help to increase circuit 

efficiency in classifying differences in S1 and S2 (Figure 39 B) signal duration.  

The multiplicative noise term is interpreted in the Ito sense (94). This is the 

appropriate stochastic interpretation for a realistic noise arising from stochastic 

binding events (135, 258). σX,Y is the strength of the noise which follows Equation 

64. This expression is the correct form for chemical reaction events taking place 

in time as a Poisson process (258).  We’ll use a simple Heun method for 

integrating the differential equations (209) (see section 8.4). 
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Equation 64 
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For more accurate biological representation a delay should be included. This 

would represent in a condensed way the processes of elongation, splicing, 

processing and export of primary gene transcripts. These intermediate steps are 

very complex and time consuming (16, 23, 257). An extreme of this process is 

the dystrophin gene taking up to 16 hours (247). Overall, the average delay is 

between 10 to 20 min between the initiation induced by a transcription factor on a 

specific gene’s promoter region and the appearance of mature mRNA in the 

cytoplasm. This delay includes transport. Translation has also a typical delay of 1 

to 3 min. These time-scale differences with signalling processes will be simplified 

and modelled by the constants τSX,Y  and  (see Equation 62 and Equation 63). 

2.3.2 Symmetry breaking and attractor selectivity b y time-dependent 
external signals in a fast/slow stochastic cell fat e decision 
regulatory network: numerical results 

 
With the intent of determining the number of attractors available in each 

combination of input amplitudes, a bifurcation analysis (see Figure 40 A and 

section 8.6) of the circuit was performed using the software XPPAUT (18). As 

was previously mentioned, the type of bifurcation chosen to model the process of 

cell fate decision is fundamental in understanding how specific expression 

programs exist. The two fundamental types of bifurcation used extensively to 

study differentiation are the subcritical pitchfork bifurcation and the supercritical 

Pitchfork bifurcation (78, 133). Several bifurcation studies have been performed 

on paradigmatic differentiation problem, e.g. lineage-commitment in bipotent 

blood progenitor cells (see Figure 17). We will draw from this study and explore 

further the action of external signals on the genetic circuit. The type of bifurcation 

more often thought as describing the several stages of blood cell line 

commitment is the subcritical pitchfork bifurcation. Very insightful work into the 

effects of a metastable state (the progenitor cell) on the transition rates to the 
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final attractors (differentiated cells) could inform on peculiar dynamical aspects of 

cell differentiation and differential processing of combinatorial external signal 

complexity (201). The theoretical efforts behind that type of endeavour demand a 

further use of first exit time theory which is beyond the scope of this project. 

Moreover, we are interested in generic features of cell fate decision: the 

importance of synergistic effects of asymmetries, fluctuations and speed-

dependent cellular decision making. Therefore, in other to establish a strong link 

with analytical solutions previously devised (Equation 50 and Equation 51), and 

understand their informative potential on base principles not yet studied for 

genetic circuits, we decided to work with the simplest canonical supercritical 

Pitchfork bifurcation. In the simulations performed we will resort to a simplified 

circuit with no cross-talk. The possible effect of cross-talk between S1 and TFy, 

for example, results in a contraction of the bistability region (see section 8.6.2.1).  

The bifurcation cusp ((S1,S2) = (0.5,0.5)) resulting from varying signal input 

amplitudes is visible in Figure 40 A. The area corresponding to bistability is 

located between the two hysteresis borders. The combination of signals S1 and 

S2 (see Figure 39 B) forces a supercritical Pitchfork bifurcation on the 

transcription circuit, in a specific configuration of parameters. The differences in 

amplitude in time force an asymmetry on the decision switch (section  8.6) that is 

qualitatively similar to the effect of the external field g(t) in the bistable potential 

canonical problem analysed previously (see section 2.2). To test if the decision 

genetic system obeys similar principles we performed a set of simulations with 

several combinations of S1 and S2. In the course of the simulations performed 

(without cross-talk), the external signals S1 and S2 were changed linearly 

according to Si(t)=(10t/TSi) from point Pi ((S1,S2)=(0,0)) to point Pm and finally to 

point Pf ((S1,S2)=(10,10)) on the bisectrix ( see Figure 40 A). Point Pm will be 

different for each combination of TSi. Along the direct path PfPi , a slice of the X 

manifold (or Y) would reveal a bifurcation diagram with a perfect supercritical 

pitchfork bifurcation (completely connected branches). Along a path PmPi  in the 

codimension-2 bifurcation diagram (Figure 40 A) the disconnection between 

branches is revealed (Figure 41). The minimal distance between branches d 
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(Figure 41) is proportional to the maximal difference between S1 and S2 during 

the simulation. Asymmetries caused by differences in S1 and S2 rising times 

provoke proportional differences in the size of the basins of attraction at each 

time step. The basin of attraction border moves according to the external signal 

differences, with noise being responsible for crossing the boundary or potential 

barrier. The speed with which the basin border moves may also play a role. Since 

the regulatory landscape is responding to the external signals the path which the 

system follows to appropriately commit the cell to a certain outcome is relevant. 

Signals arriving at the nucleus are encoded not only by amplitude, duration (109) 

and sequence (84) but also how fast they induce changes in the transcriptional 

landscape. The response of the switch studied in this work to more complicated 

combinations of input signals will be reported elsewhere. 
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A  B  

 

C D 

 

 Figure 40 Bifurcation diagrams and nullclines for the decision genetic switch. A) Two 
dimensional bifurcation diagram (for component X) f or the circuit observed in Figure 39 
B with no cross-talk (k X2=kY1=0, see Equation 60 and Equation 61 ). The diagram was 
obtained by varying the amplitude of each of the in put signals. Point P i corresponds to 
the initial amplitudes of S 1 and S 2 which are set to 0. The steady state values of eac h of 
the variables in the circuit at P i are the following, (X a,Ya,X,Y)A = (0.739,0.739,0.739,0.739). 
Point P f corresponds to the final amplitude achieved during  the simulation 
(S1,S2)=(10,10). Point P m corresponds to an intermediary point at t=T S1 (see Figure 39C) 
achieved in the path between P i and P f resulting from the differences in sweeping rates 
between each of the input signals. B) Nullclines at  Pf. C) Nullclines at P i. D) Nullclines at 
Pm. Parameters d x=dy=1; b x=by=1; g x=gy=1; ηηηηx=ηηηηy=1; sa=sd=1; σσσσ=0 (see Equation 60 and 
Equation 64). The approximate basin of attraction b oundary represented in B is a drawn 
projection of the 4 dimensional system studied here . It was determined by inspection in 
XPPAUT (18). 

 

 

An example of the evolution of concentrations of each of the transcription factors 

in the circuit is shown in Figure 42 A. The distribution of trajectories 

(corresponding to 1000 trajectories), for each of the steady states, for 3 time 
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points is also presented. Initially the distribution is monomodal and starts to 

broaden until the bifurcation point is reached. Just before the bifurcation an 

amplification of noise due to the broadening of the potential is expected (279). 

The bifurcation extends the broadening until the onset of a bimodal distribution.  

 

In Figure 42 B the corresponding 

trajectories in phase space (X,Y) are 

shown. Both the stochastic trajectory 

and the numerical deterministic 

solutions are presented for two 

transcription time-scales ratios: 

τTFX,Y/τSX,Y =1 and  10. When the time-

scale separation between 

phosphorylation reactions and 

transcription processes is higher, the 

trajectories spend naturally more time 

near the basin border (section 2.3.2), 

which corresponds to the location of 

the unstable solution or potential 

barrier. As will be proved ahead this 

will have clear impact on the capacity 

for the system to discriminate between differences in external signals S1 and S2.  

It can also be seen that the variation around the deterministic path is higher for 

smaller time-scales. This particular phenomenon is a clear consequence of the 

noise term chosen (Equation 64), which follows the standard form for fluctuations 

of chemical reactions arising as a Poisson process (258). 

 

 

 

 

 

 

Figure 41  Bifurcation diagram for 
component X with different 
parameterization, from P i to Pm  (see Figure 
40 A). a stands for the maximum asymmetry 
between external signals observed during 
the simulation (see Figure 39C). r stands for 
the distance between the origin and a point 

along the path mi PP . It can be calculated by 

the following expressions, 
r=S1/cos(arctg((10- a)/10)) = S2/sin(arctg((10-
a))/10)).  Parameters: d X=dY=1; b X=bY=1; 
gX=gY=1; ηηηηX=ηηηηY=1; sa=sd=1 (see also 
Equation 60-Equation 64). 
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A 

 

B 

 

Figure 42 Examples of stochastic and deterministic trajectories for the decision genetic 
switch. A) Left, evolution in time of the concentra tion of  transcription factors X and Y 
for a generic combination of input signals, ( ττττTFX,Y/ττττSX,Y)=1 and σσσσ=0.05 (see also Equation 
60-Equation 64). Right, initial and final distribut ions for 1000 cells for transcription factor 
X. B) Trajectories in phase space for σσσσ=0.05 and two time-scales ratios, ( ττττTFX,Y/ττττSX,Y)=1 
and ( ττττTFX,Y/ττττSX,Y)=10. Parameters: d X=dY=1; b X=bY=1; g X=gY=1; ηηηηX=ηηηηY=1; sa=sd=1 (see also 
Equation 60-Equation 64). 

 

 

Another conspicuous aspect observed in Figure 42 B is the fact that when noise 

is considered there is a substantial mismatch between the final attractor of the 

trajectories that was not observed in the deterministic scenario. This may arise 

due to the fact noise is multiplicative and its mean constituent contributes to the 

deterministic part of the dynamics. This will not, on the other hand, alter 
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substantially the selectivity studies performed in the following section. Although 

the final attractor is displaced, the trajectory commitment is final following the 

switching during the critical sweeping process (see Figure 42 B). Attractor-

attractor transition occurrences are completely quenched. 

 

2.3.2.1 Genetic decision switch attractor selectivity dependence on sweeping 
speed and external signal asymmetry 

 
To understand the capacity of the decision switch to discriminate between 

differences in sweeping rates and consequently paths in the codimension-2 

bifurcation diagram, a 100 by 100 grid of combinations of maximum asymmetry 

and sweeping speed was selected according to Equation 65 : 
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The sensitivity of the decision switch to small asymmetries in the presence of 

fluctuations, even in the case of a<<σX,Y ,should indicate how likely the shape of 

the external signals influences cell fate decision. The selectivity in the final 

simulation step for each of the input combinations was determined by calculating 

the percentage of number of runs in the vicinity of each of the attractors. The 

results varying both noise strength σ (Equation 64) and transcription plus 

translation timescale τ=τTFX=τTFY (Equation 62 and Equation 63), are presented in 

Figure 43.  
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C D 

  

                                            E  

 

Figure 43 Selectivity vs. asymmetry and sweeping sp eed for several noise and time-
scale ratios. A) σσσσ=0.01 and ( ττττTFX,Y/ττττSX,Y) =10. B) σσσσ=0.05 and ( ττττTFX,Y/ττττSX,Y) =10. C) σσσσ=0.01 and 
(ττττTFX,Y/ττττSX,Y) =1.D) σσσσ=0.05 and ( ττττTFX,Y/ττττSX,Y)=1.The pictures are a result of fitting a surface to 
the simulated data through the TriScatteredInterp l inear interpolation method (MATLAB 
R2010b). Selectivity  or P up is represented in a coloured scale. E) Selectivity  Pup for 
several asymmetries a, for σσσσ=0.01 and ( ττττTFX,Y/ττττSX,Y) =1. Parameters d X=dY=1; b X=bY=1; 
gX=gY=1; ηηηηX=ηηηηY=1; sa=sd=1 (see also Equation 60-Equation 64). 
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As in the original findings in the bistable potential (161, 191) and the 

numerical simulations of section 2.2.4, the speed (log(10/TS1)) with which the 

system crosses the critical region influences clearly the sensitivity to small 

asymmetries. A set of cross-sections of Figure 43 C for several external 

asymmetries and variable sweeping speeds show exactly this speed-dependent 

cell fate decision mechanism (Figure 43 E). Observe that for higher sweeping 

speeds the cross-sections obtained become indistinguishable (Figure 43 E).  

As can be observed in Figure 41, the asymmetry depends on the crossing 

point between the hysteresis lines in the 2D bifurcation diagram and the path 

PmPi . Although the system regains symmetry, it momentarily is exposed to 

asymmetric signals.  As in the bistable potential, larger asymmetries generate 

larger selectivities and larger intensities of noise blur clear asymmetries between 

signals. Observe that the border between high (red region) and low (blue region) 

selectivities shifts towards the left and upwards. According to the theoretical 

derivations performed on 1 dimensional systems in section 2.2, the selectivity of 

the connected branch depends on the signal gmax to noise ratio but also on ratio 

between the inverse of sweeping rate (Equation 66). Due to the dimension of the 

decision genetic switch with external stimulation, solving the Fokker-Planck 

equation by the moments method (94) with a multiplicative noise term given by 

Equation 64 is a cumbersome task. We chose, due to time restrictions, to 

qualitatively evaluate the selectivity dependence on the signal to noise ratio and 

the sweeping speed to time-scale ratio. The time-scale difference between 

phosphorylation and transcription processes (τTFX,Y in Equation 62 and Equation 

63) is the additional dependence not explored above in one dimensional systems 

but demonstrated by Kondepudi and coworkers in electronic circuits (Equation 

66) (161, 191).  
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In Equation 66 function F should depend on the set of equations describing the 

system undergoing a dynamic bifurcation. See for example the calculations 

performed in section 2.2.4.2. Yet, the scale 
α

τ 







10
1ST

dependence can still be 

checked by evaluating the numerical data obtained. When the time-scale ratio is 

raised from τTFX,Y/τSX,Y =1 to 10, for a noise amplitude equal to 0.01, the area 

where selectivity one is observed is reduced (Figure 43). This could be justified, 

at a first glance, because the system spends more time near the unstable basin 

border with jumps to the disconnected branch of attractors (L,H) being more 

probable (see Figure 42 B). Following the parameter dependencies implicit in 

Equation 66, if similar quantitative aspects underlie the genetic switch, we 

should, for a specific signal to noise ratio, observe similar selectivities if the 

sweeping rate to time-scale ratio is maintained.   

 

For the numerical data acquired, 

for example for noise strength 

equal to 0.01 and a variation of 

(τTFX,Y/τSX,Y)=1  by a factor of ten, 

several selectivity profiles as a 

function of gmax are represented in 

Figure 44. For (τTFX,Y/τSX,Y)=10  , 

the closest curves to the selectivity 

obtained for (τTFX,Y/τSX,Y)=1   are 

both associated with a decrease in 

sweeping speed of approximately 1 

order of magnitude. Graphically, 

this is equivalent to cross sections 

Pup vs a in Figure 43 A being 

similar to those observed in Figure 43 C but shifted to the left by approximately 

log(1/10). If the number of runs performed were higher, smoother profiles would 

Figure 44 Probability  P up  of reaching the upper 
branch (numerical data) as a function of 
maximum asymmetry a for several time-scale 
ratios ( ττττTFX,Y/ττττSX,Y) and sweeping speeds (10/T S1).  
Parameters d X=dY=1; b X=bY=1; g x=gy=1; 
ηηηηX=ηηηηY=1; sa=sd=1 (see also Equation 60-
Equation 64) 
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have been obtained and possibly better accordance between numerical results in 

Figure 44.  

The shape of the external signal has been explored in connection with the 

cell outcome induced. Transient versus sustained activation is usually correlated 

with cell fate decision, although there is a significant variance between cell lines 

and pathways, e.g. Epidermal Growth Factor (EGF) competing with the Tumour 

Necrosis Factor (TNF) activation of output kinases (91, 194, 195, 259). It is likely 

that transcription factor networks controlling the expression of other proteins and 

the network itself clusters or integrates a combination of inputs with different 

shapes into attractors with the most appropriate response to the environmental 

signals. Time-scale separation effects should have a more profound effect in the 

capacity for gene regulatory circuits to discriminate between time-dependent 

signals. Only external signals held at a level for an interval comparable to the 

transcription plus translation processes’ time-scale have a high correlation 

coefficient with the attractor selected. Traditionally, in these cases quasi-steady 

state or adiabatic approximations are a practical simplification technique for 

understanding long-term feature of dynamical systems. Normally, in gene 

regulatory networks this technique arrives at much faster convergence times to 

the slow manifold. Other techniques have been developed which approximate 

considerably better the transient dynamics (22). Systems with well separated 

time-scales can usually be cast in fast-slow canonical forms (24). In other 

situations, most notably if the systems admit bifurcation points, several dynamical 

aspects may not be accurately described by slow-fast paradigmatic forms: 

phenomena such as jumps between distinct  parts of the slow manifold, 

bifurcation delays and dynamical hysteresis loops (see section 2.2.2), and 

relaxation-oscillation regimes. 
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2.4 Summary 
We have shown in both canonical models in Physics and 

Synthetic/Systems Biology the effects of the speed of bifurcation parameter 

sweeping in the presence of fluctuations and small asymmetries: even in the 

presence of strong fluctuations, slow passage through the critical region 

increases sensitivity to external asymmetries. Theses results will have further 

impact in investigations of genetic circuits with high dimension and undergoing 

more complex types of bifurcation. It is a fundamental mechanism that completes 

the set of characteristics of external signals studied so far in the literature. The 

impact on understanding how cell networks should be perturbed is also expected 

to be original. Most of the therapies currently used focus on the signalling 

system. Therefore, we are bound to the effect of time-dependent protein 

concentrations inducing distinguishable attractor selection. 

The results for the canonical supercritical Pitchfork bifurcation normal form 

helped us framing the findings for both time-dependent critical parameter and 

external asymmetry. In fact, there’s equivalence between this model and the 

decision genetic switch. Further analytical work on the genetic switch will also 

help us in the analysis of the effects of multiplicative versus additive noise in the 

attractor selection problem. This problem was not discussed here. Also, further 

development of the analytical expressions devised for the canonical model, 

should be extrapolated to the decision switch and help us understand if similar 

effects of reaching the maximum asymmetry before and after the critical region is 

relevant for cell fate decision. 
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3 Path-dependent pattern selection effects in high-
dimensional integrative signalling-gene regulatory 
intracellular networks 

 

3.1 Introduction 
 

Induction of a transcriptional program by external signalling inputs is a 

crucial aspect of intracellular network functioning. As previously reviewed 

(section 1.5) the theoretical concept of attractors representing particular 

transcriptional programs is reasonably adapted to experimental observations of 

“whole-genome” expression profiles (131). These can be associated either with 

developmental outcomes such as differentiation into specific types of cells, or 

maintenance of cell functioning such as proliferation or apoptosis. An example of 

a gene expression pattern selection generated during differentiation can be 

viewed in Figure 17 B. We recommend the reader to consult the data generated 

by Huang and coworkers for the cyclic pattern observed during HeLa cell cycleq.  

Here we will examine the clustering of external signals by a highdimensional 

switch circuit (see Figure 45). The crucial characteristics of input signals such as 

the speed with which they induce high-dimensional transcription landscape 

changes will be tested. The combination of external signals effectively induces 

visible changes in the trajectories in phase space. Due to effects of fluctuations in 

conjunction with external signal characteristics, the paths taken in high-

dimensional space will change the probability of attractor selection.                                                                                                                        

 

 

 

 

 

 

 

                                            
q http://www.childrenshospital.org/research/ingber/GEDI/gedihome.htm 
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Figure 45 Representation of a highdimensional genet ic decision switch with 10 
transcription factors (nodes 6 to 15) and 5 input s ignals. Only nodes 6 to 10 need to be 
activated (phosphorylated) to act on any promoter r egion of the rest of the transcription 
factors in the network. Each transcription factor r einforces its own expression and 
represses all other nodes. The connectivity matrix between the set (S 1,...,S5) and nodes 6 
to 10 is represented in Table 2. 

 

 
 

The highdimensional switch has been explored before by Cinquin and 

coworkers in modelling generalized, switch-like competitive basic Helix-Loop-

Helix (bHLH) heterodimerization networks in the context of differentiation (53-55). 
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A set of rules for the clustering capacity of this type of network was devised as a 

function of competition between synthesis, degradation and complex formation 

rates of different elements. Here we will assume a specific type of network 

parameters that induce multistability but in a different class of models from 

Cinquin’s work (53-55). Essentially, we will employ a generalized version of the 

“mean-field” model analyzed before for the bistable decision genetic switch (11) 

(see section 2.3.1).  The sequences (S1,…,SN) (see Figure 45) will only differ on 

their rising time TSi. As with the bistable switch previously studied, the differences 

in rising times impose time-dependent asymmetries which are processed by the 

network. Unlike the low order decision genetic switch, here we additionally 

consider an extra layer of nodes (TF11,…,TF15) (see Figure 45) that should 

respond to the activity of the “genomic gateway” set of nodes (TF6,…,TF10) (see 

Figure 45). We chose to work with five inputs because it stands as the number of 

nodes most often associated in the literature with competing attractor selection 

by signals.  Usually, the external signals studied are (122): 

• Akt-activity correlated with apoptosis 

• Erk –activity linked with proliferation 

• Rac -correlated with cytoskeletal regulation 

• Sapk and p38-stress outputs  

3.1.1 Modelling the highdimensional switch 
 

For each TF-TF connection, associated with a protein-gene interaction or 

regulatory process, we will resort to a generic representation shown in Equation 

67. It represents a mean-field approximation to the combinatorial logic operating 

on the promoter region of a gene. All regulatory interactions to any gene are 

replaced with an average or effective interaction, taking into account the 

repression, activation and multimerization mechanisms inherent to epigenetic 

regulation. This formalism follows Andrecut and coworkers paper (11). If we 

recall the set of equations previously used in section 2.3 for the small genetic 

switch, they stand as a generalization that takes into account all possible 
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reactions between nodes. Previously, only formation of homodimers was allowed. 

Here, we will allow for hetero and homodimers. 

 

Equation 67 
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In Equation 67 we only show terms associated with monomer (m) and dimer (d) 

formation. Other terms generate a very long and complicated formulation. In 

Equation 67 we also only show terms associated Xj. The complete expression 

including also Xj
a would be too long. For that reason only we omitted them. 

During the simulation studies this species is also considered. As in the small 

dimension switch (see Equation 53 - Equation 59) parameters have specific 

meaning: 

• ci
j stands for the ratio between rates of expression of the respective gene 

and basal transcription when monomers j are bound to the promoter 

region. 

• di
jj’ stands for the ratio between the rate of expression of the respective 

gene when dimers (j-j’) are bound to the promoter region with respect to 

basal transcription. 

• ai
j represents ratios between binding and unbinding of monomers to 

promoter regions. 
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• bi
jj’ represents ratios between binding and unbinding of dimers (j-j’) to 

promoter regions. This parameter can be seen as a threshold for gene 

transcription.  

• ηi correspond to a measure of promoter strength multiplied by translational 

efficiency, i.e., basal transcription rate multiplied by translation rate divided 

by mRNA degradation rate. 

• The matrices α, β, γ, λ and µ represent binary selection switches for each 

reaction involved. α stands for the formation of dimer complexes prior to 

binding to the promoter region. β represents a reaction of a transcription 

factor in monomer stage with a downstream gene. The product λα 

controls the inclusion of repression reactions exerted by dimers. γ will be 0 

if a monomer formed represses the expression of a downstream gene. µ 

will be 0 if the dimer formed exerts repressive action on the downstream 

gene. 

 

This formalism establishes a connection between a Boolean representation of the 

links between nodes and a continuous framework.  Equation 67 has been 

proved, on the other hand, to be equivalent to a much more simplified version 

contemplating multimers up to order M (11) (see Fi in Equation 68). The 

simplified version for the circuit in question takes the following form when all the 

binary tensors, α,  β, etc, take the associated values to the highdimensional 

switch. We chose to use the simplified version due to its compact way of dealing 

with the complex set of reactions inherent to the transcription initiation process. 
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Equation 68 
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Equation 68 represents the dynamics of the set of nodes activated by external 

signals (TF6, … , TF10). For the rest of the nodes, (TF11, … , TF15) the term 

dt

tdX a
i )(

−  is not included and the numerator in Fi(x(t)) depends on X and not Xa. 

Equation 68 incorporates all possible combinations of multimers up to order M 

between all input species. The larger the multimer order, the larger the 

cooperativity between input species. Depending on the order M of multimers 

allowed to be formed, several regimes can be generated by combining both 

negative and positive links between transcription factors: multiple clustering 

attractors (M<6), oscillations (5<M<8) and chaotic regimes (M>8) (11). In the 

case of the highdimensional switch chosen for our work, M=2, only a high density 

of multiple stable states are observed. 

Regarding the contribution of random fluctuations we assumed it to be 

multiplicative and proportional to iX . This multiplicative noise term is 

interpreted  in the Stratonovich sense, which is the correct interpretation for a 

realistic source of noise showing small temporal autocorrelations (135).  

An important feature of the model is the fact that only half of the 

transcription factors need to go through an activation reaction before being able 

to act on a downstream promoter region. This models generically the action of 

signalling molecules on Immediate Early Gene products (IEGs). Examples of the 

action of signalling molecules on IEGs, such as c-jun, c-fos and c-myc were 
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described in detail in section 1.2.5.  The rest of the transcription factors operate 

even if no signal is present. They stand for delayed early genes products (DEGs), 

the second wave of transcription initiated by the signal (see Figure 46). Although 

this scenario is a simplistic approach to modelling the interface between the 

signalling module and the transcriptional machinery, it serves quite well our 

objective: observe and generalize the effects of parameter sweeping speed and 

transient external asymmetries in the process of highdimensional attractor 

selection.  
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Figure 46 Generic representation of signal inductio n of immediate early gene products 
(IEGs) and subsequent delayed early gene products ( DEGs). The signal S initiated at a 
receptor phosphorylates the output node of the sign alling module MAPK or Erk which 
directly activates transcription factor 1 (TF 1). Examples of IEGs are the AP-1 
components FOS and JUN. These are the gateway for g enomic response and instigate a 
second wave. DEGs encode a variety of proteins such  as transcriptional repressors, e.g. 
NAB2, RNA-binding proteins, e.g. ZFP36, and MAPK ph osphatases. 

 

The action of signals on 50% of the transcription factors will be assumed 

to follow mass-action kinetics (see Equation 69 and Figure 46 and section 1.4.1 

for introductory notes). 
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Equation 69  
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In Equation 69, Sj(t) stands for the signal profile (see Figure 45) and sa and sd 

represent a basal level of activation and decay.  

An extensive study of all sets of parameters and Si-TFi connectivity 

matrices was performed. We selected the network that exhibited the highest 

number of attractors in order to generate maximum discrimination between 

combinations of inputs. The connectivity chosen between the set of signalling 

inputs (S1,…,S5) and the set of transcription factors activated is represented in 

Table 2. 

 S1 S2 S3 S4 S5 

TF6 0 1 1 1 1 

TF7 0 1 1 0 1 

TF8 1 0 0 0 0 

TF9 1 0 1 0 1 

TF10 0 0 1 1 0 
 
Table 2 Connectivity matrix between signalling inpu ts and transcription factors. See also 
Figure 45. 

 

The inspection of the number attractors was performed numerically by 

generating bifurcation diagrams for each set of parameters (see Figure 47). Initial 

bifurcation diagrams were generated by assuming S=S1=S2=S3=S4=S5 and 

investigating for each value of critical S the attractors emerging from initiating the 

system at 100 random initial conditions. In this chapter we present only the 

results for the selected network set of parameters and topology. This network will 

be maintained throughout the numerical simulations in this chapter. 

Analyzing Figure 47 A it is possible to clearly verify the existence of 

multiple attractors for all network nodes. For the set activated by the external 

signals, only when the amplitude crosses a certain threshold (S∼1) do multiple 
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attractors above zero become clear. Actually, even before the amplitude reaches 

this point there’s a very fine set of states very close to zero (see Figure 47 B). For 

the set of transcription factor nodes that do not directly interact with any Si, the 

existence of multiple high concentration steady states is clear even for low values 

of signal amplitude. There is also a very fine set of attractors very close to zero. 

As the signal value is raised the nodes TF6 to TF10 tend to show higher and 

higher steady state concentrations. Nevertheless, a set of low concentration 

steady states is still observed for all values of S and for all nodes with the 

exception of TF6. Regarding the nodes TF11 to TF15, higher levels of S reduce the 

steady state concentration levels (Figure 47 A). The finer structure of steady 

states close to zero is also maintained for this set of nodes (Figure 47 B). The 

parameters chosen for this circuit were maintained throughout the chapter: ci
i=20, 

ai
i=0.1 (self-activation) and ai

j=0.1 (cross-repression), for i, j=6,…,15. The 

bifurcation diagrams show that for this set of parameters the system seems to go 

through a sub-critical type of bifurcation, due to the disconnection between 

emerging branches. Indeed, this set of parameters have shown to induce in 2 

dimensional genetic switches a transition between a region of 1 stable state with 

low values (IL) and another with 3 stable states with high concentration values 

(IIIH) (109). Although the model in (109) was slightly different, if a similar process 

is present in our circuit then the disconnection is indeed caused by a sub-critical 

type of bifurcation. On the other hand, the disconnection may arise due to limited 

number of simulations sampling the distribution of attractors in phase space, and 

indeed the type of bifurcation present is supercritical. Further investigations are 

necessary to clarify this point.  
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A 

 
B 

 

Figure 47 Bifurcation diagram for each of the trans cription factors for S=S 1=S2=S3=S4=S5. 
A) Complete bifurcation diagram. B) Amplification o f lower part of the bifurcation 
diagram represented in A). Parameters: M=2, ηηηηi=0.1, c i

i=20, ai
i =1 (self-activation) and a i

j 
=0.1 (cross-repression), sa=0, sd=0.3, ττττS

i=ττττT
i=0.001, for i,j=6,…15 (see Equation 68 and 

Equation 69). S is the horizontal axis for all the figures, from TF 6 to TF 15. 

 

 

For the time-dependent signals studied ahead, the asymmetries ∆Sikkim (t) 

between each input influence the available attractors in the system at each time 

step. Further ahead we will focus on 3 specific input combinations. Their 
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bifurcation diagrams show small differences in the distribution of attractors 

(compare   Figure 90, Figure 91 and Figure 92) 

3.2 Clustering of input signal combinations by the 
highdimensional decision switch 

 
In order to understand if differences in time-dependent input signal Si 

profiles induce different network attractors, we tested the response of the 

decision switch to a batch of 100 combinations of inputs Ik=(S1,…,S5)k generated 

by randomly selecting TSi’s for each input Si (see Figure 45). The maximum 

amplitude allowed for each signal Si was 2. This restriction was chosen by 

extensively testing several input amplitudes and selecting the one that allowed 

for the highest number of attractors.   

For each Ik combination the system was initiated at 100 initial conditions 

randomly, with Xi(0)∈ [0, ηi] (see Equation 68). The asymptotic stable states were 

recorded for each of the combinations Ik and each of the initial conditions. The 

set of initial conditions was exactly the same for each Ik.  In order to understand if 

there are substantial differences in the set of attractors induced by each 

combination, the average euclidean distance (AED, see Equation 70) between 

the set of concentrations in the limit of large times, when the system is at an 

asymptotically stable-state (sst), was compared for all possible pairs (Ik,Ik’) and 

averaged over the number of initial conditions tested.  

Equation 70 
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A                   B               

 

Figure 48 Pair-wise average distance over 100 runs (each corresponding to a different 
initial condition) between asymptotically stable st ates induced by input combinations. 

A) Results for time-scale ratio 1=
S

T

τ
τ

. B) Results for time-scale ratio 5=
S

T

τ
τ

. ττττS
i is 

equal for all nodes, as well as ττττT
i . See Equation 67. Parameters: M=2, ηηηηi=0.1,c i

i=20, ai
i =1 

(self-activation) and a i
j =0.1 (repression), sa=0, sd=0.3 (see Equation 68 and Equation 

69), for i,j=6,…,15.  

 

 

In Figure 48 A, the results obtained from the application of the average 

distance metric AED (Equation 70) can be visualized for two time-scale ratios 

S

T

τ
τ

, with S
i

ST
i

T and ττττ == , for i=6,…,15. Because the matrices are symmetric 

we need only to observe values below the diagonal. In both matrices one can 

verify that certain combinations Ik induce substantially different end attractors (red 

pixels, higher AED distance). Others, for the same initial conditions selected 

exactly the same attractors, on average (blue pixels, lower AED). This indicates 

that certain combinations Ik combinations of signals Si are clustered together due 

to the incapacity of the network to distinguish them.  

Observing Figure 48 B we see that the AED distance for each pair of input 

combinations is decreased if the time-scale difference between phosphorylation 

and transcriptional processes is raised. This effect had been seen already in the 

decision genetic switch; for larger time-scales differences, trajectories stay near 
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the unstable branch for longer periods before the switching to one of the 

attractors occurs (Figure 42 B). In real biological systems the differences in time-

scale magnitude can be substantial (see Table 1). If genetic circuits are not 

sensitive to slight differences between driving external signals when time-scale 

separation is significant, then integration of signals is only successful when very 

pronounced asymmetries occur. In the limit, only considerable differences in 

amplitude held for an interval compared to the characteristic relaxation time-scale 

of the system will be discriminated efficiently. 

3.3 Attractor selectivity in the presence of multiplicative noise 
 

In order to prove the existence of path-dependent effects in attractor 

selection in the presence of fluctuations, we first analyzed the inter-trajectory 

distance for every pair (Ik,Ik’) generating the same end attractors (see Figure 48, 

dark blue squares) in a deterministic simulation. For this calculation we used a 

correlation (r in Equation 72) based distance metric (Equation 71 and Equation 

72). 

Equation 71 
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In Figure 49 the results for each of the pairs extracted from Figure 48, with zero 

AED (see Equation 70), can be observed as a function of time. There are a 

number of ITD(t) profile shapes. Some pairs have maximum trajectory 
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differences for short times and return immediately to zero. Others show more 

distributed differences. We will focus on only one characteristic of the inter-

trajectory distance generated by (Ik,Ik’): the maximum value, [ ]],[ 0
)(max

inaltftttITD ∈ . 

Several other simulations will be reported elsewhere comparing the influence of 

other characteristics of the inter-trajectory distance profile such as the duration 

and average ITD over time. This should reveal extra information on differences 

between distributions over attractors: 

• Influence of the instant the maximum [ ]],[ 0
)(max

inaltftttITD ∈  is achieved  

• Influence of the time the trajectories in phase space  are different 

 

A B 

  

Figure 49 Inter-trajectory distance for pairs (I k,Ik’) inducing the same attractors. A) Pairs 
exhibiting the highest value for max(ITD(t)) (Equat ion 71) and the lowest value for 
max(ITD(t)). B) All pairs (I k,Ik’) with zero AED (Equation 70). See also Figure 48. 

 
The pair (Ik,Ik’)  with input combinations inducing the same end attractors that 

had, at a particular instant, the highest maximum for the inter-trajectory distance 

ITD (Equation 71) amongst all the pairs was (I15,I75). On the other hand, the pair 

exhibiting the smallest maximum was (I75,I94) (see Figure 49). The time-

dependent profile for I15,I75 ,and I94 can be visualized in Figure 50 A. A typical 

trajectory in time can also be observed in Figure 50 B. The trajectory presented 

corresponds to the evolution of the system by applying I15. Usually, the 

trajectories converge very rapidly to high or low concentration values (see Figure 

50 A). Subsequently, for nodes migrating to low concentration values there a 
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further reorganization of states. In the vicinity of the instant when all Si’s have 

reached their maximum amplitude there’s once more reorganization of states 

with 2 nodes reaching intermediate concentration values between 4 and 10 (see 

Figure 50 B right). 

                   A 

 
                     B 

 
                      C 

 

Figure 50 Time-dependent evolution of the highdimen sional decision switch circuit. A) 
Time-dependent profile for each input S i for 3 input combinations I 15, I75,I94. B) Typical 
evolution of concentrations for all the nodes TF i, i=6,…,15. This particular trajectory was 
generated by applying I 15. C) Typical evolution of concentrations for activate d nodes TF 6- 
TF10. This particular trajectory was generated by apply ing I 15. Parameters: 
M=2,ηηηηi=0.1,c i

i=20, ai
i =1 (self-activation) and a i

j =0.1 (repression), sa=0, sd=0.3, 
ττττS

i=ττττT
i=0.001 (see Equation 68 and Equation 69), for i,j=6 ,…,15. 
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The attractors with the highest probability, selected by the 3 input combinations 

(I15, I75, I94), in a deterministic scenario, can be seen in Figure 51. Remember that 

all input combinations have the same amplitude of each Si at the initial and final 

instant of the sweeping process. 

One can observe that TF6 to TF10 show propensity to converge to 

attractors with intermediate and high concentrations (see also the bifurcation 

diagrams in Figure 90, Figure 91 and Figure 92). TF7, TF8 and TF10 also show 

some probability to reach attractors close to zero when the external inputs Si are 

at their maximum value. These attractors are very close to each other. For nodes 

corresponding to the DEG layer (not activated by signals) higher selectivity 

frequencies are registered for attractors with higher concentrations. However, 

there are still trajectories with asymptotic states near zero (Figure 51). 

 

 

Figure 51Initial and final attractors’ positions in duced by I 15 and respective frequency. 
Since I 15, I75 and I 94 have initial and final zero ITD, the position and frequency of 
attractors represented here is equal for the 3 inpu t combinations. Parameters: M=2, 
ηηηηi=0.1, c i

i=20, ai
i =1 (self-activation) and a i

j =0.1 (repression), sa=0, sd=0.3, ττττS
i=ττττT

i=0.001 
(see Equation 68 and Equation 69), for i, j=6,…,15.  
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These 3 input combinations were once again applied to the circuit but in the 

presence of fluctuations (see below, section 3.3.1). An example of a trajectory in 

the presence of noise is shown in Figure 52. Noise tends to blur the low 

concentration steady states. 

 

Figure 52 Typical evolution of concentrations for a ll the nodes TF i. This particular 
trajectory was generated by applying I 15 with noise intensity 0,05. Parameters: M=2, 
ηηηηi=0.1, c i

i=20, ai
i =1 (self-activation) and a i

j =0.1 (repression), sa=0, sd=0.3, ττττS
i=ττττT

i=0.001 
(see Equation 68 and Equation 69), for i, j=6, …, 1 5. 
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3.3.1 Inter-distribution distance depends on noise 
 
A 

 
B 

 
Figure 53 Distributions across attractors in the pr esence of noise intensity σσσσ=0.05. A) I15 
(blue) and I 75 (red). B) I 75 (red) and I 94 (black). Parameters: M=2, ηηηηi=0.1, c i

i=20, ai
i =1 (self-

activation) and a i
j =0.1 (repression), sa=0, sd=0.3, ττττS

i=ττττT
i=0.001 (see Equation 68 and 

Equation 69), for i, j=6,…,15. Histograms for each input combination generated from 
5000 trajectories. 

 

 
The final distributions across attractors generated by applying each of the input 

combination of signals highlighted in the previous section, but in the presence of 

noise (σ=0.05), can be viewed in Figure 53 (see also Figure 93 and Figure 94 for 

final distributions obtained with σ=0.01 and σ=0.5, respectively). Overall, the data 

from 5000 trajectories was collected including several starting points in phase 

space. There are observable changes in the attractors selected when fluctuations 
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are considered.  For the IEG layer of transcription factors (TF6-TF10) there is a 

considerable transfer of probability mass to states located near zero. These were 

not identified as being very probable in the deterministic scenario (see Figure 

51). The addition of noise leads the system to jump across potential barriers to 

stronger attractors which, in this case, are closer to zero. As was seen in the one 

dimensional canonical model (section 2.2.4), according to Kramer’s classical 

theory (see Equation 22) the transition time for a system in one dimension to 

jump across the potential barrier is decreased with noise intensity. Yet, in higher 

dimensions, and especially in our system, the distribution of attractor in phase 

space and their basin of attraction structure in quite complex (see Figure 90, 

Figure 91 and Figure 92). There are several aspects to the attractor selection 

process occurring here: 

• First, let us recall the probability distribution shown in Figure 51. These 

results are dependent only on differences in attractor basins and number 

of initial conditions tested since they were obtained in a deterministic 

simulation. The basin of attraction in dynamical system theory is taken as 

the percentage of points converging onto a specific attractor. 100 initial 

points chosen randomly may not have probed completely the phase 

space. Higher sampling could reveal finer aspects of attractor basins. 

 

• A second aspect of the selection process may arise as a function of the 

fact that different externals signals are exerting different changes on the 

attractor landscape. If the probability mass transfer to attractors located 

near zero was mainly a consequence of the combination of input signals, 

then the differences observed in Figure 53 should be more evident. The 

only clear differences recorded have very low probabilities. Also, we had 

seen before that the bifurcation diagrams also do not show a striking 

difference when each of the input combinations is applied (see Figure 90, 

Figure 91 and Figure 92). We can conclude from these observations that 

the high frequency found for low concentration values for the set of nodes 

TF6 to TF10 is closely related to the concept of strength of an attractor in 
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the face of perturbations. This concept is defined as the minimum size of 

a perturbation that results in very low probability of return (143). The 

attractors close to zero are probably stronger. Nevertheless, they seem to 

have a smaller basin of attraction which led to lower frequencies in the 

deterministic case. 

 

Regarding the attractors found for the DEG layer of transcription factor 

nodes, the distribution does not differ considerably in terms of location from that 

generated in the deterministic scenario. 

The differences between applying each pair of combinations, (I15, I75) or (I75, 

I94), which had highest maximum ITD amplitude and the lowest maximum ITD 

amplitude, respectively, do not show striking differences in Figure 53 .  Mostly, 

the differences in frequency occur in the same set of attractors at high 

concentration values. Applying one or another input combination shifts the 

probability maximum to an attractor in the vicinity. Given the fact that the pair (I15, 

I75) generated an inter-trajectory distance that reached a maximum higher than 

the pair (I75, I94), it would be expected that the differences between the respective 

final distributions would reflect this fact.  

We also evaluated  the distance (see Equation 72) between distributions for 

several noise intensities (Figure 54) to understand if, as in the small integrated 

signalling-gene regulatory decision switch (see section 2.3), noise increases 

symmetry between distribution across attractors or if it causes new attractors to 

be populated according to the changes exerted by each Ik.  
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A  B 

  
                                        C 

 

Figure 54 Distance between final distributions gene rated by different pairs of input 
combinations (I k,Ik’) in the presence of fluctuations. A) Pair (I 15I75). B) Pair (I 15I75), focus 
on TF 11 to TF 15. C) Pair (I 75I94). Parameters: M=2, ηηηηi=0.1, c i

i=20, ai
i =1 (self-activation) and 

ai
j =0.1 (repression), sa=0, sd=0.3, ττττS

i=ττττT
i=0.001 (see Equation 68 and Equation 69), for i, 

j=6,…,15. See also Figure 53, Figure 93 and Figure 94 for distribution histograms. σσσσ 
stands for noise intensity. 

 

 

The distance metric Dr(Ik,Ik’) (see Figure 54) applied in this task is a 

correlation based metric similar to Equation 71 and Equation 72. 

For the pair (I15,I75), the most noticeable fact when we raise noise intensity 

from 0.01 to 0.05, is the relative proximity of the distributions for the DEG node 

layer (Figure 54 A and B). The 5 fold increment seems to force the system to 

jump to the strongest attractors. Effectively, comparing by visual inspection the 

distribution obtained with noise intensity 0.01 and 0.05, Figure 93 (section 8.8.1) 
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and Figure 53 respectively, we verify that for noise 0.05 essentially the maximum 

frequencies occur at the same attractors. For IEG nodes (TF6 to TF10) the same 

observation stands although it is not as evident (Figure 54 A). Further rising of 

noise intensity increases the distance between final distributions, which would be 

expected due to the increased capacity to cross potential barriers and as a result 

populate different attractors, or just as a consequence of the dispersion induced 

by noise (Figure 54 A). 

  For the pair of input combinations (I75,I94) that, as was calculated before, 

had a very small difference between the trajectories in phase space (Figure 49), 

the tendency observed for the distance calculated between distributions when 

noise intensity is increased from 0.01 to 0.5 is similar (also compare histograms 

represented in Figure 93 and Figure 94). Also, for these noise intensities Dr(I15,I75) 

is higher than Dr(I75,I94), which is consistent with the fact that 

max(ITD(I15/I75))>max(ITD(I75,I94)) (see Figure 49). Nevertheless, for noise 

amplitude equal to 0.05 the tendency observed for (I15,I75) is not maintained. At 

this noise intensity, instead of an optimal attractor selection that approximates the 

distributions, the opposite effect is present. 

The numerical results reported above indicate that, for the circuit chosen 

for this chapter, there is an optimal intensity of noise that increases the 

convergence of trajectories to the same attractors, when the differences between 

trajectories induced by each Ik is large. When the differences in phase space 

trajectory are small the noise optimality effect observed before reverses its role 

and increases inter-distribution distance. 

 

3.3.2 Inter-distribution distance depends on sweepi ng speed 
 

To test the ideas developed in other chapters (see section 2.2.5 and 2.3.2) 

related to attractor selectivity as a function of bifurcation parameter sweeping rate 

we extended the simulation experiments for noise intensity σ=0.5. We did not 

perform experiments for the other noise intensities due to time restrictions. On 

the other hand, we chose to perform the extra simulations with the maximum 
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noise intensity to understand if the sweeping speed could override the strong 

effects of noise.  

The original selected combinations, I15, I75, I94, were changed such that the 

maximum asymmetry between each of the inputs was maintained but the 

sweeping speed was decreased by the following algorithm: 

1. For input S1 of the original combination calculate the maximum asymmetry 

reached between S1 and Si recurring to Equation 73; 

2. Increase TS1 by n steps and calculate the necessary TSi (Equation 73) for 

each of the inputs that maintain the maximum asymmetries a between 

signals (recall Figure 39). 

  

Equation 73 

 

))((max

)
2

1(

],0[

1

tSa

T

Ta

finaltt

Si

S

∆=

=−

∈

 

 

This strategy secures that the signals induce similar changes in the 

transcriptional landscape as the original combinations, but at a smaller speed. 

The distance between the final distributions was calculated again by applying a 

correlation based distance metric to 3 extra cases: same input combinations but 

100, 300 and 500 time-steps slower. The results are shown in Figure 55. In light 

of the results obtained for the small genetic decision switch we expected that the 

differences between final distributions across attractors induced by each pair 

(Ik,Ik’) would be increased if the speed with which the signals Si are changed is 

reduced. Figure 55 A shows that, overall, the path-dependent effects registered 

before for the pair of input combinations (I15,I75) are less clear if we perform the 

sweeping process at lower rates. Nevertheless, decreasing the sweeping speed  

through the bifurcation region (by imposing  for example Si’s 500 time-steps 

slower) seems to have, for most of the transcription factors, an effect which 

brings the distributions induced by I15 and I75 closer together. For the other 

sweeping speed experiments (Figure 55 A, 100 and 300 steps slower) there 
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seems to be a tendency for the pair (I15,I75)  to induce closer and closer final 

distributions as we decrease the sweeping speed. Yet, this occurs in a non-

monotonous fashion. This observation contrasts with the findings of speed-

dependent decision making in the bistable decision genetic switch (see section 

2.3) where slower sweeping rates increased the sensitivity to external 

asymmetries. Hence, the differences in the final distributions arising from the 

respective paths in phase space should have been more pronounced. On the 

other hand, we do observe reasonably clear speed-dependent effects for the 

highdimensional switch. Further simulation studies (for σ=0.01 and σ=0.05) are 

necessary to clarify the synergistic effects of sweeping speed and noise intensity 

in highdimensional phase space with less regular attractor landscapes. 

 Regarding the other input combination pair, (I75,I94) (see Figure 55 B), a 

considerable reduction in sweeping speed (500 time steps slower) induces 

exactly the opposite effect observed for (I15,I75). This tendency to observe 

opposite effects in the input combination pairs used throughout this chapter is 

quite intriguing and should be investigated with the complete set of pairs (Ik,Ik’) 

with same end attractors (see Figure 49). Overall, we observe that slower 

sweeping speeds induce a higher sensitivity of the highdimensional circuit to 

external signals when the differences between the respective paths in 

highdimensional phase space, induced by each pair (Ik,Ik’), are smaller. 
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A B 

Figure 55 Inter-distribution distance dependence on  sweeping speed. A) Inter-
distribution distance between the attractors induce d by combination I 15 and I 75. B) Inter-
distribution distance between the attractors induce d by combination I 75 and I 94. Dr 
stands for the distance metric based of the correla tion between distributions (similar to 
Equation 71 and Equation 72). Parameters: M=2, ηηηηi=0.1, c i

i=20, ai
i =1 (self-activation) and 

ai
j =0.1 (repression), sa=0, sd=0.3, ττττS

i=ττττT
i=0.001 (see Equation 68 and Equation 69), for i, 

j=6,…,15. 
 
 

3.4 Summary  

The generalization of the parameter sweeping mechanism to high-

dimensional space developed in this chapter proved that it is strongly dependent 

on phase space structure and on the efficiency of noise to induce transitions 

across potential barriers. The capacity of the highdimensional genetic circuits to 

integrate a combination of complex signals is closely linked to the initial condition 

chosen. The effect of sweeping speed is considerable more complex due to the 

irregular distribution of attractors. Nevertheless, we have shown that even in 

situations that the deterministic system does not discriminate between external 

signals, the effect of noise may render the differences between signals more 

pronounced.  Although not as evidently we have also shown that slower 

sweeping speeds are the most effective in enhancing the capacity of 

highdimensional genetic circuits to distinguish between signals, in the presence 

of fluctuations, when the original external signals result is similar paths in phase 

space. 
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4 Non-specific effects of small molecule kinase 

inhibitor therapies: insights into synergistic effe cts of 

multiple targeting  

4.1 Introduction 
 

In many cancer treatments, multi-component combinations have become 

the main strategy (see section 1.3.3). A problematic aspect that may arise in 

combinatorial approaches stems from the additional targets, also known as non-

specific interactions, which may or may not be relevant in a particular tumour 

molecular profile. Indeed, several studies of binding affinity against panels of 

kinases (79) have revealed that a wealth of additional targets are inhibited by 

currently used small molecule kinase inhibitors.  This uncertainty increases the 

probability for toxicity. Alternatively, complete disruptions of a network by a set of 

specific drugs may not be the most successful strategy. Studies of large networks 

(3) have shown  that multiple weakly modulated nodes have a higher impact on 

network efficiency, which is a “global measure of network integrity related to the 

shortest path length between each pair of elements within the network” (3). This 

has motivated therapeutical approaches looking for synergistic effects of drug 

combinations with reduced toxicity (169).  In this chapter we will study the effects 

of non-specific interactions of small molecule kinase inhibitor therapies on a fully 

parameterized model of the paradigmatic Epidermal Growth Factor Receptor 

pathway (EGFR). This is an attempt to understand if, indeed, multitargeting is 

absorbed by the network or if it has additional effects that can be used to clarify 

how one should target a network. All small molecules will be tested 

independently. Hence, the high-order targeting nature of the investigations will 

not come from understanding the action of multiple drugs but by clarifying the 

effect of multiple weakly bound targets by one agent, in a data oriented fashion. 

Recall also the discussion of section 1.3.3. 
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Additionally, we will devise modelling approaches to study the problem of 

multitargeting in an extended version of the Human Signalling Network (64) (see 

section 4.3.2). 

 

4.2 Targeting the Systems Biology paradigmatic Epidermal 
Growth Factor Receptor Pathway with documented small 
molecule kinase inhibitor therapies 

 

This section will be dedicated to identifying the effects of additional off-

target interactions characteristic of small molecule kinase therapies. We will 

focus on the biological impact of each kinase inhibited and its possible 

connection to the EGFR. Additionally, correlation with experimental findings 

reported in the literature will also help estimate the impact of non-specific 

interactions in the pathway output behaviour. 

The EGFR pathway has been considered a fundamental example in the 

development and application of mathematical tools in the area of Systems 

Biology. The wealth of data on this network  is sufficiently vast to allow for several 

lines of research to take place: proving the existence of structural and functional 

(dynamical) modules, testing the importance of concepts from control theory such 

as feedback (269), and developing easily manageable modelling tools such as 

the stochastic π-calculus (211, 215). The introductory discussion of this section 

will be very useful to understand how documented non-specific interactions 

exerted by targeted cancer therapies contribute to cell fate decision seen from 

the traditional perspective of the concentration profile of a single species. 

                                                                                         

4.2.1  EGFR/MAPK pathway dynamics: focus on Schoebe rl et al 
(2002) model. 

 

Schoerberl and coworkers model (230) reconstructs a complete signalling 

cascade by mathematical description of the EGF receptor induced Mitogen 

Activated Protein (MAP) kinase pathway, including receptor internalization. It is 
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one the largest kinetic models based on ODEs developed so far. An extension to 

this model has been published recently that includes reactions involving all 

possible members of the ERBB receptor family (51). In 2003, Resat and 

coworkers (220) developed one of the largest models of the EGFR cellular 

network but using a probability weighted-dynamic Monte Carlo stochastic 

simulation. Their model is an integration of both trafficking and signalling aspects 

of the EGFR system. It encompasses hundreds of distinct endocytic 

compartments and considers around 13000 reactions over a considerable spatio-

temporal range. EGFR signalling sequence is well known but the kinetic 

behaviour and critical signalling events that are responsible for cell phenotype 

such as cell growth, survival, or differentiation is still to be clarified.  

The components involved in Schoeberl’s model (230) and its connection 

are represented in Figure 57. The model calculates the concentration of 94 

compounds after EGF stimulation by computing the changes according to a mass 

action law type of approach (Equation 74). It also includes the role of receptor 

internalization. It is assumed that receptor at the cell surface and internalized 

receptors in endosomal compartments bring about identical signalling 

downstream cascades. One of the extension to the Schoeberl and coworkers’ 

model will be used throughout this chapter (125). It contains 148 cellular 

molecular processes and 103 molecular species. It is an augmented version of 

previous work (150, 230). Here we will focus on the EGFR or Erbb1 pathway and 

study the effect of drugs targeting this receptor (section 4.2.2).  

 

Equation 74 [ ]
∑∑ −= cp

i vv
dt

Cd

 

 

In Equation 74  vp stands for the reaction rate of production and vc for reaction 

rate of consumption of particular species included in the model. In this model the 

cell was idealized as a sphere with diameter of 15µm resulting in a volume of 

1×10-12L. The estimated radius of the endosome is 100nm giving rise to a volume 

of 4.2×10-18L (151). The cell line used was HeLa (230).Understanding what parts 
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of the pathway exert a stronger influence on the activation of ERK is an important 

step towards the dissection of the network into its functional parts. Regarding cell 

fate decision the response evoked by the MAPK pathway is crucial. Magnitude 

and duration of the signal (transient/proliferation versus sustained/differentiation) 

of ERK activation are fundamental (58, 184). A characteristic concentration 

profile for some of the pathways components is represented in Figure 56. 

 

 

 Figure 56  Concentration profiles for EGFR pathway . EGF concentration-50ng/ml.EGFR-
50000. The rest of the initial conditions and param eters as in (230). For a constant ligand 
concentration the responds transiently to the stimu lus. 

 

The results obtained by Schoeberl and coworkers (230) give us further insight 

into the mechanisms of signal transduction by the EGFR pathway. During signal 

transduction EGF concentration and binding kinetics affect the velocity of the 

EGFR activation and therefore the flux of information from the outside to the 

inside of the cell. EGFR autophosphorylation suffers a decrease in its initial 

velocity activation with decreasing EGF concentration. The impact of lower ligand 

concentrations is also seen in Shc phosphorylation although not as strong as with 

EGFR. Ras-GTP activation is also dependent on ligand concentration; it shows 

always lower peaks in amplitude and earlier in time with decreasing [EGF]. 



   

 173 

Regarding the MAPK cascade the tendency is the same. Nevertheless, a crucial 

observation is that 70% of ERK’s maximum amplitude activation is still attained at 

lower values of ligand concentration. Therefore, high sensitivity is observed over 

a relatively broad EGF concentration range. This particular outcome is a result of 

the MAPK cascade structure which has the capacity for ultra-sensitive behaviour 

and amplification (228). 
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One important result of Schoeberl and coworkers’ paper (230) is the fact that 

attaining the maxima is irrelevant for signal transfer to the next protein in the 

signal cascade, since the maximal amplitude of activation of downstream 

proteins is reached before the maxima of the preceding protein. The relevant 

parameter is EGF-EGFR affinity. As it decreases the initial velocity of EGFR 

activation also decreases and ERK activation suffers a delayed. This is a similar 

effect to that observed for decreasing EGF concentrations. 

Regarding receptor internalization represented in Figure 57, it was 

concluded that it protects the cell by attenuating signalling at high EGF 

concentration. Nevertheless, it amplifies the signal after internalization at low 

EGF concentrations, and probably protects the cell from apoptosis resulting from 

insufficient growth stimulation. This conclusion has to be taken with due 

moderation given that interaction between internalized and external receptors 

may be different for different pathways (42). The contribution of the internalized 

part of the model to total ERK-PP concentration is at most 1.2%. 

The test performed by Schoeberl and coworkers (230) involving EGF 

receptor number and signal duration showed that although maximum amplitude 

is maintained when EGFR numbers increase the duration of ERK rises (see 

Figure 58). This could be related to the process of internalization given the fact 

that with high numbers of EGFR the machinery of internalization is saturated and 

its effect on modulation (endocytosis) of the signal along the cascade is not felt 

(230). Schoeberl’s model doesn’t involve the negative feedback mechanism from 

activated ERK (ERK-PP) to SOS. This feedback mechanism results in the 

dissociation of the Shc-Grb2-SOS complex and therefore stops the activation of 

Ras and the MAPK cascade. The transient ERK response is then elicited. 

Instead, in Schoeberl’s model the transient response is created by an incorrect 

modelling of deactivation of Ras. Consulting Figure 57 one can verify that there is 

a built up of an extra species Ras-GTP* (species 43). Differences in speed in 

creation and removal of this extra component assure the correct transient ERK-

PP temporal profile (206). This inactive Ras-GTP* is not known to exist. This 
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study also concluded that the simulation results hold for a significant change in 

the parameters. 

 

 

Figure 58 Temporal profile of ERK-PP (total) activa tion with the presence of the negative 
feedback loop from ERK-PP to SOS. Reproduction of t he extended version (125) of 
EGFR Schoeberl’s model (230). EGF concentration-50n g/ml. EGFR-50000 (purple); 
500000 (dark blue); 5000000 (light blue). Parameter s as in (125). 

 

Another important aspect of the Schoeberl’s model is the function of Shc. The 

adaptor protein Shc-dependent pathway is redundant and seems to be 

preferentially used (105). Shc plays an important part only at low EGF 

concentrations (223). 

Disturbances of the normal regulation of cell division and differentiation 

plays a central role in tumourigenesis (221). Growth factors such as the EGF are 

crucially involved in cell proliferation. When absent, cell cycle inhibition or arrest 

may occur and cells may also undergo apoptosis. Constitutive activation of the 

MAPK cascade, activated by the EGF receptor pathway, may contribute to 

malignant progression of many human cancers. Although the causes of MAPK 

activation differ across the variety of tumours, constitutive signalling from the cell 

surface tyrosine kinase receptors contributes in many cancers to excessive 

activation of the Ras-Raf-MEK-MAPK central pathway. In breast cancer cells the 

EGFR is overexpressed up to 20% (73).  



   

 177 

The temporal pattern of ERK activation determines cell fate. Besides the 

mechanisms reviewed in section 1.2.5, another reason for this could be that 

sustained ERK activation causes ERK to translocate to the nucleus. Transient 

ERK activation does not show massive translocation to the nucleus (149, 184). 

This might also be coherent with observations of protein p27, which is activated 

by mitogenic signal transduction pathways like the Ras-activated MAPK cascade. 

The protein p27 is a G1 to S phase cell-cycle regulator. During G0 and early G1, 

the protein p27 binds tightly and inhibits cyclin E1-cdk2. During G1 to S phase 

progression, proteolysis of p27 is increased, leading to its loss as cells enter S 

phase. The process of proteolysis is regulated by p27 phosphorylation. It is also 

known that MAPK can phosphorylate p27. In many cancers p27 degradation is 

increased (73). For the case of human breast cancer cells it was shown that 

constitutive MEK/MAPK activation changes significantly p27 phosphorylation and 

therefore protein levels. This stimulates tumour growth (73).  

 

4.2.2 Tyrosine Kinase Inhibitor non-specific intera ctions and its 

influence on EGFR pathway output. 

 

The kinome is made of around 500 kinases. Protein kinase networks work 

by transferring a gamma phosphate from an adenosine tri-phosphate (ATP) 

molecule to a hydroxyl group, attaching it covalently (Equation 75).  

 

Equation 75 

)( MKKofationPhosphorylADPPMKKPMKKKATPMKKPMKKK +−+−←→++−
 

 

Protein kinases phosphorylate mostly serine, threonine and tyrosine residues. A 

class of drugs has been developed to target specific kinases and enable 

modulation of signalling networks (280). A great percentage of kinase inhibitors 
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target the ATP binding site and competitively bind the affinity pocket (Figure 59) 

(280).  

 

 

 

 

 

 

ATP:       

Inhibitor:  

Figure 59 Representation of competitive ATP and Inh ibitor binding to a kinase. The 
interaction represented in the figure holds the enz yme in an ‘active’ conformation, but 
does not allow any access to ATP. This functionally  inactivates the kinase. H, hydrogen 
bond. Adapted from (29) 

 

Kinases have the capacity to distinguish between different substrates by 

resorting to several mechanisms among which are slight differences in catalytic 

structures, which allows for the creation of somewhat selective inhibitors. In the 

case of successful binding of the inhibitor to the kinase, the access to ATP is not 

allowed, leaving the kinase functionally inactive (Figure 59), and the 

phosphorylation of a downstream kinase impossible. The ATP site is heavily 

conserved between all the different protein kinase families. This leads to the 

possibility of high cross-reactivity and non-specific interactions between the 

kinases and the inhibitors. Fabian and coworkers (79) used an ATP site-

dependent competition binding assay to test specificity of 20 kinase inhibitors on 

Functionally 
Active  

Kinase Kinase  

Functionally 
Inactive  

Gatekeeper  
residue 
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a panel of 119 protein kinases. It was  shown that many of them had non-specific 

effects (79). 

Six of the inhibitors  (Figure 60) tested by Fabian and coworkers (79) 

targeted the EGFR: Iressa/Gefitinib, Tarceva/Erlotinib, ZD-6474, CI-1033,GW-

2016 and EKB-569. For 5 of them we constructed simplified inhibition signatures 

that will be shown throughout this chapter. Nevertheless, for the simulation 

studies we will not work with ZD-6474 (Figure 81 A) or CI-1033 (Figure 81 B).  

 

Figure 60 Cross reactivity across the kinome for si x small molecule kinase inhibitors 
that target the EGFR. Degree of binding correlates with kinase inhibition. The smaller 
the binding constant the strongest the binding and clinical inhibition (79). GW-2016 is 
the most specific inhibitor. EKB-569 is the inhibit or exhibiting the highest cross-
reactivity. 

 

Gefitinib and Erlotinib have already been approved for clinical use in cases of 

non-small cell lung cancer (NSCLC) (1). The binding characteristics of each of 

the six small molecule kinase inhibitors targeting the EGFR are represented in 

Figure 60 and Table 6.  

In order to understand the downstream effects on cell fate decision of the 

inhibition performed by each small molecule kinase inhibitor, a reproduction (in 

MATLAB R2010b) of an extended version (125) of the kinetic model  developed 

by Schoeberl and coworkers (230) was targeted according to the binding assay 
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data available. Several attempts have been made to understand the correlation 

between dynamics observed in cancer cells and targeted therapeutic agents (see 

(2) for a review). Among them is a targeting study of a mathematical model of the 

EGFR pathway performed previously by Araujo and coworkers (14). Its main goal 

was to understand downstream “additive effects” of multiple node targeting. 

Nevertheless, the mathematical model used involved a lower number of 

molecular species (14, 151) and did not consider the internalization pathway. Yet, 

it involved the PLCγ pathway not considered in our reproduction of Schoeberl 

and coworkers model.  

 Although the map represented in Figure 60 includes kinases not involved 

in the kinetic model created in this work, we use the information on those 

common to both representations to evaluate the consequence on the activity of 

ERK-PP which, as stated before, correlates with cell fate decision (see also 

section 1.2.5). In the pathological case of excessive proliferation (tumour growth) 

the ERK-PP activity should reflect the situation. The kinetic model will be target 

according to the binding constants taken from reference (79). In this study we are 

interested in the “signature” of each small molecule kinase inhibitor across the 

kinases involved in our kinetic model. The absolute values for each Kd constant 

from Fabian and coworkers paper (79) will be used to perturb the kinetic 

equations (see also Table 6). Still, we want to maintain the qualitative relation 

between the absolute value of each constant and the degree of inhibition. We 

choose a generic simplified version of all the processes involved in inhibitor 

binding. With that purpose in mind we will resort to function ),( nαε  (see Equation 

76). This generic function reflects the main aspect of inhibitor performance: 

• The higher the affinity of the small molecule to the kinase (reflected in the 

lower values for the dissociation constant Kd) the higher the inhibition. 

• The higher the inhibition the lower will be the value of the parameter ε 

(Equation 76).  

 

Kinase inhibitors that target the ATP binding site work by competitive inhibition 

which arises from the fact that they also are able to interfere with the affinity 
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pocket (29). This is a conserved motif near the ATP binding site. For competition 

binding assay tests the kinetic constants are affected by the concentration of the 

inhibitors I and the dissociation constants according to a negative Hill type 

function (241): 

 

Equation 76
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Normally for competitive binding Michaelis-Menten dynamics is assumed and the 

Michaelis-Menten constant for binding of the ligand to the protein to be inhibited 

is affected by 1/ε (α, n) (Equation 77). Other more complex types of 

mathematical representation could be used for the interaction of the inhibitor with 

the kinase (241). Nevertheless, we aim at modelling the simplest case that shows 

the main mechanism at play. 

 

Equation 77 
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Given the fact that we don’t have access to those extra constants, and that we 

only have partial information on the processes the drugs affect, we continue to 
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assume mass-action dynamics as being the most appropriate option. For profiles 

of the inhibition function ε (α, n) see Figure 61 and Equation 76.  

 

Figure 61 Profiles for inhibition constants  εεεε (n,αααα). The higher the concentration of the 
inhibitor αααα the higher the inhibition. Greater values of n are  associated to greater 
dissociation constants and therefore with lower aff inity and efficiency of the inhibitor 
(smaller εεεε). 

 

We should recall that we are interested in studying inhibition signatures or overall 

distributed action of drugs. This entails knowledge of quantitative action of 

inhibitors on network reactions. Nevertheless, parameters describing the 

interaction of the collected set of kinases from Fabian and coworkers’ paper with 

the EGFR dynamic model haven’t been published. We are therefore bound to 

explore the possible impact on EGFR processes of inhibited kinases not in a fully 

mechanistic fashion but through a generic approach such as that represented in 

Equation 76. This represents a possible impact on the pathway and not an 

accurate modelling of all types of processes.  

For our generic analysis we will only analyze the cases of Gefitinib, 

Erlotinib and EKB-569 of the 5 drugs that targeted the EGFR tested by Fabian 

and coworkers (79). All of them have an inhibition profile which can be tested, to 

a certain extent, in the kinetic model used in this work: Gefitinib and Erlotinib 
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inhibit significantly, apart from the EGFR, the Cyclin G-associated Kinase (GAK) 

protein (also known as auxilin II) (281).  

EKB-569 is the most promiscuous small molecule. One other protein 

inhibited by this drug which could be seen as being represented in the kinetic 

model belongs to the family of MAPK kinases: MAP3K4. Instead of MAP3K4 we 

have Raf, also a MAP3K. We’ll invest in modulation of the processes where this 

protein is involved instead, since it serves as an input to the MAPK kinase 

cascade and could be crucial for amplitude and signal duration. 

Our numerical simulation will focus on measuring the changes in the 

output of the dynamic model. The main output signal (ERK-PP) characteristics to 

be measured in the perturbative studies are represented in Equation 78 - 

Equation 80. 

 

ERK-PP Signal Amplitude 
Equation 78 
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In Figure 62 we provide a geometric representation of each of the signal 

characteristics to be studied. 
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Figure 62 Geometric representation of the signal ch aracteristics. ττττ-signalling time. υυυυ-
signal duration. S-signal amplitude. S corresponds to the height that a rectangle with 
base 2 υυυυ should have to equalize the area under the ERK-PP( t) curve (blue) (see also 
Equation 80). 

 

We interpret the output signal as a distribution and calculate its mean in time (τ), 

its standard deviation (υ) and a measure of the area under the curve (S) (see 

Equation 78 to Equation 80  and Figure 62). S corresponds to the height that a 

rectangle with base 2υ should have to equalize the area under the ERK-PP(t) 

curve represented in Figure 62 (see also Equation 80  ).  
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4.2.2.1 Gefitinib and Erlotinib: inhibition signature maps and consequences for 
cell fate decision 

 

A                           Gefitinib B                            Erlotinib 

 

 

Figure 63 Inhibition signature of small molecule ki nase inhibitors Gefitinib and Erlotinib. 
Diameter of red halo is proportional to degree of i nhibition. A) Gefitinib. B) Erlotinib. The 
network representation involves kinases collected f rom several databases. Biocarta, 
CellSignal, Kinase.com, SwissProt and OMIM were use d to link the kinases tested by 
Fabian and coworkers  (79) to relevant phenotypic m anifestations in Cancer. The simple 
map gives us an overall picture of the distribution  of off-target interactions. This map 
was developed in Scipath by Dr.Sylvia Nagl and coll aborators. Green arrows stand for 
stimulation and black arrows for inhibition. Additi onally, also cellular responses 
(proliferation, survival, and differentiation) to u pstream kinases are represented.  

 

 

For the small molecule kinase inhibitors represented in Figure 63 there is 

no explicit representation, apart from the EGFR, of other component in the 

dynamic model that has significant inhibition. Nevertheless, the inhibition of the 

receptor and the conclusions taken from Schoeberl and coworkers (230) study, 

regarding the effects of the internalization pathway, may be informative on the 

possible effects of the inhibition, for instance, of GAK (Figure 63 A and B). 

The protein GAK  is a serine/threonine kinase involved in the uncoating of 

clathrin coated vesicles and thus regulates receptor trafficking (281) (Figure 64). 

This protein is relevant to the function of the EGFR pathway due to the protective 
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fundamental part that the internalization pathway has on signalling control. After 

ligand binding, the EGF receptors enter a process of internalization partly 

regulated through clathrin mediated endocytosis. The receptor is then either 

degraded or recycled. Non-specific inhibition of GAK affects, as can be seen in 

Figure 63, the internalization of receptors. Hence, a first non-desirable effect 

arises. 

Additionally, it has been observed that down regulation of GAK is 

associated with an increase in cell proliferation and survival. The levels of 

receptor expression and tyrosine kinase activity are increased by a factor of more 

than 50 and the downstream signaling machinery is considerably affected. 

Amongst several important changes, the levels of activated extracellular signal-

regulated kinase 5 and Akt suffer a substantial increase (281). The inhibitory 

action over Akt represented in Figure 63 A may then be a partial explanation for 

the enhanced proliferation recorded. Akt phosphorylates and inactivates the 

protein BAD, which is associated with programmed cell death. Inhibition of GAK 

has the opposite effect on Akt. Through the just described alternative route an 

additional non-desirable effect takes place as a result of Gefitinib and Erlotinib 

non-specific targets. GAK is consequently thought to have tumour suppressor 

potential. 

Moreover, it should be noted that Cblr-mediated EGFR degradation 

pathway is considerably altered in cells with the GAK gene inactivated. The 

binding is made through its phosphotyrosine binding domain, which subsequently 

induces receptor ubiquitination.  

In GAK knockdown cells, c-Cbl is in fact notably down-regulated. GAK 

probably affects c-Cbl stability by direct phosphorylation or through other 

convoluted routes (281). 

Gefitinib and Erlotinib are relatively specific when compared to the maps 

for the inhibitors ZD-6474 (Figure 81 A) and EKB-569 (see Figure 73). Gefitinib 

has been shown to be most effective in attenuating proliferation in cell types 

which show a mutated or constitutively active forms of EGFR (113) and so only 

                                            
r Cas-Br-M Murine Ecotropic Retroviral Transforming Sequence Homolog 
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patients that exhibit this particular mutation will benefit from the therapy. 

Gefitinib’s lateral effect on GAK may be one of the reasons. We have, therefore, 

an antagonistic combination of two effects generated by the same drug.  

From Schoeberl’s model (125, 230) it was concluded that the internalized 

part of the model revealed that its function may be signal amplification and 

therefore protection from apoptosis at low EGF concentrations and signal 

attenuation at high EGF concentration, which one could expect to be relevant for 

protection from excessive proliferation. Hence, at normal EGF stimulation the 

internalization pathway when perturbed may not be performing its attenuation 

function and, therefore, contributing to enhanced proliferative signals. Also, since 

an increase in receptor number also increases the duration and therefore the 

integral of ERK-PP signal (amplitude is maintained, Figure 58) the inefficient 

operation of internalization is further revealed.  

 

 

Figure 64  Vesicle formation and uncoating of clath rin vesicles. GAK is involved in the 
last process. GAK is also thought to be associated with CBL related degradation of 
EGFR (281). Taken from (110) 

 

In reference (125) a study based on an adaptation of the Metabolic Control 

Analysis (MCA) method to intracellular signalling was performed. This method 

was based on analysing response coefficients of the form 

CA
i=dlog(A)/dlog(ai)=(dA/A)/(dai/ai), where changes in a specific characteristic 

(e.g. amplitude A, (Figure 58)) of the output signal (ERK-PP) are analysed with 

respect to perturbations in a parameter ai (e.g. reaction rates). The analysis in 

reference (125) revealed that small and ±50% perturbations on the parameters 
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regulating internalization and degradation in an extension of Schoeberl’s model 

had interesting effects on the characteristics of the dynamic profile of ERK-PP 

(see Figure 58). Although the control is highly distributed, there is a core pathway 

that has a stronger influence (Figure 65). 

 

Figure 65. Condensed representation of control in t he EGFR pathway. Each of the 148 
reactions in the kinetic model was assigned, accord ing to Hornberg and coworkers 
(125), to a particular class represented in this fi gure by an arrow.  The numbers stand 
for the control (sum of the response coefficients) exerted upon the 3 characteristic of 
the output ERK-PP signal by each class of biologica l processes: amplitude (top), 
duration (middle), and area under the curve or inte grated response (lower). This figure 
corresponds to the small perturbations in the param eters. For the remaining values see 
Table 4. Taken from (125). 

 

We see that reactions leading to internalization of the EGFR and respective 

protein complexes have negative control both on the duration and integrated 

response of the ERK-PP signal. The amplitude for the coefficients is, 

nevertheless, significantly less than the more important processes in the system, 

those associated with Raf and MEK. Even though signaling still continues after 

internalization, changes in the rate of this process are reflected in ERK activation. 
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Since GAK is involved in this process, one expects that its inhibition is felt 

downstream.  

Large negative perturbations on the internalizations and degradation 

processes do affect significantly the output component. Larger negative effects 

are felt on duration and integral response. Gefitinib inhibition of the EGFR (cross-

phosphorylation reaction) and GAK (internalization) (see Figure 63 A) is similar to 

summing the respective response coefficients in Figure 65 (see also Table 4). 

The inhibition performed does affect significantly the output. In large 

perturbations (-0.5), signal duration decreases with the concerted action on 

receptor activation, internalization and degradation. Regarding the area of the 

signal (integrated response) the extra perturbation on the degradation process 

seems to give rise to an increment in this characteristic.    

To account for each small molecule signature on the kinetic model we 

inhibited the respective kinetic parameters according to Equation 76 (see 

sections 4.2.2.2, 4.2.2.3 and 4.2.2.4). The parameters to be used are equal to 

those used in reference (230) and (125). This study is different from that 

performed by Hornberg and coworkers (125). We do not perturb parameter by 

parameter but use the small molecule kinase “inhibition signature” to study the 

possible “additive” effects of the non-specific cross-interactions. It is an approach 

which is motivated by the experimental literature but intrinsically it constitutes a 

multiparametric  perturbation method that could be related to global sensitivity 

analysis methods developed recently (217). 
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4.2.2.2 Gefitinib non-specific interactions and EGFR pathway output   

A 

 
B 

 
C 

 

 Figure 66 ERKPP response for Gefitinib. Normal exp ression of EGFR=50000, normal 
EGF concentration=50ng/ml. A) Only EGFR inhibition (cross-phosphorylation, rate v3 
(Figure 57). B) Cross inhibition-EGFR+internalizati on rate (v3+v6). C) Cross inhibition- 
EGFR+internalization+degradation (v3+v6+v60). ODE m odel parameters are as in (125). 
See also Equation 78-Equation 80 for signal charact eristics definition. 
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From the previous figure (Figure 66 A and B) we can observe that the 

higher the relative inhibition level (α) (see also Equation 76), the lower the output 

signal in the signal amplitude S (Equation 78) response. The signalling time 

(Equation 79) shows a gradual increase which means that the peak of ERK 

activation is reached at later and later times (Figure 67).  

 

Figure 67 EGFR and ERK-PP profiles for EGFR Inhibit ion with Gefitinib vs. no Inhibition. 
The inhibition values correspond to the last record ed value for αααα (see Figure 66 B). ODE 
model parameters are as in (125). 

 

The substantial decrease in amplitude was to be expected given that the pathway 

was simulated with EGF ligand at a constant level and the only reaction inhibited 

was the cross-phosphorylation between monomers EGFR. Regarding the 

contribution of the internalized pathway (red lines in Figure 66 and Figure 67) we 

observe an increasing contribution from this protective pathway to all the 

measured ERK-PP signal characteristics. The additional cross-inhibition of the 

internalization rate (Figure 66 B), representing the action of GAK, does not 

induce any further effects on any of the ERK-PP output signal. We also 

measured the signal rising time, which corresponds to the time necessary to go 

from 10% of maximum amplitude to 90% of maximum amplitude. This value has 

an overall tendency to go up as the inhibitor concentration rises (see Figure 66 A 

and Figure 67). At normal EGF concentration the perturbation of the 
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internalization machinery together with EGFR inhibition doesn’t seem to 

contribute to an enhanced cell proliferative potential.  

On the other hand, the extra inhibition of the degradation rate by the same 

amount as that used for the internalization rate gives us a different output profile 

(see Figure 66 C). The internalized part of the pathway has an interesting 

contribution. The signal duration, signalling time and signal rising time evolution 

rate with the inhibition level is much more pronounced than that of the surface 

receptors, even surpasses it at an α level around 20. The abnormal degradation 

machinery functioning contributes to the percentage with which the internalized 

pathway affects whole pathway functioning. It enhances the possibility of 

deregulated proliferation by reinforcing the signal (see differences between 

curves regarding the internalized pathway with and without Gefitinib applied, in 

Figure 68). After a considerably high level of α, the signal rising time is reduced 

drastically. 

 

Figure 68 Differences in profiles EGFR when the int ernalization rate and the degradation 
rate are inhibited. Inhibition parameter αααα=400 (see Figure 66C). ODE model parameters 
are as in (125). 
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These results show us that an additional effect of the cross-reactivity of Gefitinib 

may counterbalance its initial purpose. The overall performance of the 

internalized pathway increased always with inhibition concentration. 

 

Figure 69 Relative order of signals for 3 consecuti ve αααα. See also Equation 76 and Figure 
61. 

 

We should make an observation about the irregular shape observed for all the 

signal characteristics measured. This stems from slight differences in signal 

shape that arise when we increase the inhibition parameter α. Signals starting 

above at initial steps with regards to other signals, when measured for 

consecutive α’s do not maintain their relative position (see Figure 69). 
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A 

 
B 

 
C 

 

Figure 70 Gefitinib ERKPP response to inhibition αααα, under EGFR overexpression. 
EGFR=500000, EGF=50ng/l. A) Only EGFR inhibition (c ross-phosphorylation, rate v3 
(Figure 57)). B) Cross inhibition-EGFR+internalizat ion rate (v3+v6). C) Cross inhibition- 
EGFR+internalization+degradation (v3+v6+v60). D) No  inhibition. ODE model parameters 
are as in (125). See also Equation 78-Equation 80 f or signal characteristics definition. 

 

 

The simulation results performed by increasing the number of EGFR receptors by 

ten fold shows us, as expected, that  although the signal amplitude is reduced 
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only slightly, the signalling time, duration and rising time increase with respect to 

the normally expressed EGFR simulation (Figure 70 A). If both EGFR and 

internalization rate are inhibited, only after application of substantial doses of α 

the signal starts to get attenuated. An even more contrasting result is that 

obtained for the simulation with inhibition of EGFR, internalization and 

degradation (Figure 70 C). After a steep rise in signal duration for the internalized 

part of the pathway, the output starts a gradual descend. The higher doses 

eventually perform the designed purpose of reduction of signal. Hence, we 

observe that the combined action of non-specific interactions of this particular 

small molecule are dependent on the applied dose. This observation shows, to 

an extent, the success of Gefitinib in patients that show particular mutations in 

EGFR that enhance signalling (discussed above). 
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4.2.2.3 Erlotinib non-specific interactions and EGFR pathway output 

 

A 

 
B 

 
C 

 

Figure 71 Erlotinib ERKPP response to inhibition αααα, under normal expression of EGFR.  
EGFR=50000, EGF=50ng/ml. A) Only EGFR inhibition (c ross-phosphorylation, rate v3 
(Figure 57).B) Cross inhibition-EGFR+internalizatio n rate (v3+v6).C) Cross inhibition- 
EGFR+internalization+degradation (v3+v6+v60). ODE m odel parameters are as in (125). 
See also Equation 78-Equation 80 for signal charact eristics definition. 
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Erlotinib has a stronger binding to EGFR than Gefitinib but a weaker effect 

on the internalization pathway (see Figure 63 B). The output profiles for each of 

the signal characteristics presented in Figure 71 don’t show a very pronounced 

difference from the tendency of the output generated with Gefitinib inhibition. We 

should make a remark, on the other hand, that given Erlotinib’s weaker action on 

the internalized pathway due to the differences in the dissociation constant (Kd) 

values regarding GAK (see Table 6), when EGFR inhibition, internalization  and 

degradation rates are concomitantly affected, Gefitinib forces a higher 

contribution from the internalized pathway. This particularity has even more 

striking effects with overexpressed EGFR (Figure 70 C, Figure 72 C). The 

decrease in signal that was possible when substantial values of α were applied 

with Gefitinib, do not have the same effect with Erlotinib. The lower the 

dissociation constant Kd, the faster the response of ε (Equation 76) to changes in 

inhibitor concentration and the stronger the effects on output. Yet, the 

relationship is not linear (see Figure 61).  
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A 

 
B 

 
C 

 

Figure 72 Erlotinib ERKPP response to inhibition αααα, under over expression of EGFR. 
EGFR=500000, EGF=50ng/ml. A) Only EGFR inhibition ( crossphosphorylation, rate v3, 
Figure 57). B) Cross inhibition-EGFR+internalizatio n rate (v3+v6). C) Cross inhibition- 
EGFR+internalization+degradation (v3+v6+v60). See a lso Equation 78-Equation 80 for 
signal characteristics definition. 
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4.2.2.4 EKB-569 inhibition signature map and EGFR pathway output 

 

 

Figure 73 Inhibition signature for EKB-569. This is  the most “promiscuous” small 
molecule kinase tested. The network representation involves kinases collected from 
several databases. Biocarta, CellSignal, Kinase.com , SwissProt and OMIM were used to 
link the kinases tested by Fabian and coworkers  (7 9) to relevant phenotypic 
manifestations in Cancer. The simple map gives us a n overall picture of the distribution 
of off-target interactions. This map was developed in Scipath by Dr.Sylvia Nagl and 
collaborators. Green arrows stand for stimulation a nd black arrows for inhibition. 
Additionally, also cellular responses (proliferatio n, survival, and differentiation) to 
upstream kinases are represented. 

 

The action of this small molecule kinase inhibitor has an extra inhibition 

contributor in the kinetic model used in this work. As previously mentioned, the 

effect of the cross-reactivity with MAP3K4 of EKB-569 was simulated by inhibiting 

the process of activation of Raf (see Figure 75). The results in Figure 74 D show 

that this extra inhibition doesn’t have any particular additional effects on any of 

the signal characteristics tested for this small molecule. 

 



   

 200 

A 

 
B 

 
C 

 
 Figure caption on the next page 
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D 

 

Figure 74 EKB-569 ERKPP response to inhibition αααα, under  EGFR normal expression. 
EGFR=50000, EGF=50ng/ml. A) Only EGFR inhibition (c ross-phosphorylation, rate v3, 
Figure 57). B) Cross inhibition-EGFR+internalizatio n rate (v3+v6). C) Cross inhibition- 
EGFR+internalization+degradation (v3+v6+v60). D) Cr oss-inhibition-
EGFR+internalization+degradation+Raf (v3+v6+v60+v28 +v29). ODE model parameters 
are as in (125). See also Equation 78-Equation 80 f or signal characteristics definition. 

 

 

This may come from the fact that according to (79) the dissociation constant is 

particularly high (Kd=1300×10-4 µM) with respect to the minimum (Kdmin=10×10-4 

µM). Hence, ε  is relatively small. 

 

 

Figure 75 Generic representation of the extra inhib itory interaction considered for the 
EKB-569 with respect to the MAPK module. According to certain views brought from 
control theory, the MAPK 3 layer cascade is resilie nt to perturbations inside the 
negative feedback loop (228). 

 

If the extra inhibitory interaction had been sufficiently strong the input signal to 

the MAPK cascade module would have been hindered and, as a result, we would 

have expected a substantial attenuation in ERK-PP output signal. 

Raf 

Non-specific interaction  
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If perturbations had been performed inside the module, its performance as a 

feedback amplifier (228) may had compensated for the inhibition used: the 

effects would have been absorbed (position defended in reference (228)). 

Results from the adaptation of the MCA analysis to signalling performed in 

reference (125) prove that perturbations inside the module (Table 4, Processes 

6,7,8,9,10) do have strong effects! Actually the strongest! Moreover, the 

presence of the feedback loop doesn’t affect as much as expected the ERK-PP 

output. This is, apparently, in contrast with the predictions from the use of control 

theory principles in understanding embedded network motifs such as those 

highlighted in (228). The feedback loop from ERK-PP to SOS had been omitted 

from the original kinetic model developed by Schoeberl and coworkers (230) as 

was previously mentioned. Its inclusion is crucial for the correct ERK-PP output 

concentration profile as stated in (206). If perturbations on this feedback loop 

don’t exert considerable influence (Figure 65 and Table 4) on the signal 

characteristics studied in this report, its action on the pathway may not be as 

strong as anticipated and the MAPK cascade module is exposed to perturbations 

on its components Raf, MEK, and ERK. 

The results obtained by applying the same perturbation strategy as for the 

previous cases give similar results to Gefitinib. Their constants Kd are similar for 

the same species inhibited. The difference with respect to Gefitinib arises once 

again in the overexpression scenario (see Figure 76). EKB-569 is not as efficient 

in decreasing output signal when EGFR, internalization rate and degradation rate 

are inhibited. This comes as a surprise as EKB-569 binds more strongly than 

Gefitinib both to EGFR and to GAK (see Table 6). Apparently, Gefitinib has the 

adequate balance between the two targets to induce the changes in output signal 

reported above.   
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 Figure caption on the next page 
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D 

 

Figure 76 EKB-569 ERKPP response to inhibition αααα, under overexpression of EGFR. 
EGFR=500000, EGF=50 ng/ml. A) Only EGFR inhibition (cross-phosphorylation, rate v3 
(Figure 57)).B) Cross inhibition-EGFR+internalizati on rate (v3+v6).C) Cross inhibition- 
EGFR+internalization+degradation (v3+v6+v60).D) Cro ss-inhibition-
EGFR+internalization+degradation+Raf  (v3+v6+v60+v2 8+v29). ODE model parameters 
are as in (125). See also Equation 78-Equation 80 f or signal characteristics definition. 

 

 

 

4.3 Extending the study of non-specific small molecule kinase 
interactions to a larger integrative network: the Human 
Signalling network and the FANTOM4 regulatory network 

 
  To extend the link between non-specific interactions of therapies and the 

necessity for a multitargeting approach, we sought to assemble a network 

incorporating both signalling proteins and transcription factors exerting feedback 

on the signalling module. Due to time restrictions, we did not use the network in 

extensive perturbative studies as was performed before in this chapter on the 

EFGR ODE kinetic model. Nevertheless, the modelling approach developed for 

integrating both qualitative data collected from the literature and network 

structure will be described ahead. It combines methods described in section 1.4. 

and constitutes an original approach to modelling integrative systems’ dynamics.  

The network chosen should incorporate at least 50% of the kinases 

assayed by Fabian and coworkers (79). After extensive search we came across 

two networks fulfilling the requirements for perturbative studies with identifiable  

global phenotypes or dynamical patterns: the Map of human cancer signalling 



   

 205 

and the transcription factor network developed under the program FANTOM4 

(248).  

 The original human cellular signaling network was constructed by 

consulting the signaling pathways from BioCarta database. The curated dataset 

included gene names, functions, cellular locations and functional relationships 

between  genes (17, 64). The information collected from Biocarta was also 

merged with another literature-mined signaling network involving  approximately 

500 proteins (178). As a result, the published network was made of around 1600 

nodes and 5000 links. Around 190 nodes correspond to Transcription factors, 

254 to kinases and 31 to phosphatases. An initial evaluation of the basic network 

connectivity properties (in-degree, and out-degree distribution) in and out-degree 

can be visualized in Figure 77. 

 

A                            In-degree B                                 Outdegree 

  

Figure 77. Connectivity distribution (in-degree) fo r the original human signalling network 
(64). A) In-degree (k in-mim  =1, k in-max  =36,k in-av  =  2.20). B) Out-degree (k out -mim  =1, kout-max  
=66, kout-av  =  2.19). 

 

 

As can be seen in the previous picture, most of the nodes have 2 connections. 

An extensive study was performed on the Map of human cancer signalling 

including most common network motifs, the existence of structural network 

communities and modularity and the cellular phenotype most commonly 

k in-mim  =1 
k in-max  =36 
(Rho) 
k in-av  =  2.20 

kout -mim  =1 
kout-max  =66(Rac) 
kout-av  =  2.19 
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controlled by each. We recommend the reader the paper of Cui and coworkers 

(64). 

 

4.3.1.1 Extension of the Human signalling network 
 

The Human signalling network was originally constructed to include 

transcription factors activated by upstream signalling proteins and participating in 

multimerization or complex formation necessary for transcription initiation. All the 

interactions between transcription factors were represented by protein-protein 

links. No protein-gene regulatory interactions were represented. The extended 

version presented in this work includes also regulatory interactions between 

transcription factors devised under the FANTOM4 project, and presented in a 

paper by Suzuki and coworkers (242). In this paper the transcriptional network 

that controls growth arrest and differentiation in a human myeloid leukaemia cell 

line was analysed. 

An extension has been performed to the Human signalling network, within 

our project, by including some of the kinases assayed by Fabian and coworkers 

(79) on a small molecule kinase inhibitor study of non-specific interactions across 

the kinome and the core network of transcription factors devised under the 

FANTOM Consortium and the Riken Omics Science Center 

(http://fantom.gsc.riken.jp/4/). The method for adding to the original network was 

similar to the one followed originally in its construction. Approximately 40-45% of 

the panel of 119 kinases assayed in Fabian and coworkers’ paper (79) was 

already represented in the Human signalling network. For some of the kinases 

assayed and not represented in the Human signalling network we tried to identify 

all the possible connections by consulting Biocarta (www.biocarta.com), Cell 

Signal (www.cellsignal.com), Kinase.com (www.kinase.com), OMIM 

(http://www.ncbi.nlm.nih.gov/omim/) and using Cytoskape 

(http://www.cytoscape.org/).  

Phosphorylation events were represented through stimulatory edges (s=+1). To 

any connections representing transcription factor complex formation necessary 
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for transcription initiation a neutral link (0) is attributed. Stimulatory and inhibitory 

connections are associated with s=+1 and s= -1 respectively. The nature of each 

connection (s=±1) was extracted from the FANTOM4 database, EDGE 

EXPRESS DB centre view 

(http://fantom.gsc.riken.jp/4/edgeexpress/view/index.php#5558263), by analyzing 

the respective node perturbation edge weight matrix devised by siRNA. We 

focussed on the core regulatory network devised in (248) of 55 highly trusted 

edges among 30 core motifs. This study measured the “ genome-wide dynamics 

of transcription-start-site usage in the human monocytic cell line THP-1 

throughout a time course of growth arrest and differentiation” (248).  The list of 

nodes and the respective connections will be provided with the electronic version 

of the thesis (see attached CD). 

 

4.3.2 Modelling the extended Human signalling netwo rk 
 

The information available about each functional connection between 

nodes/proteins in the extended network is in the form of a connectivity matrix with 

stimulatory (+1), inhibitory (-1) and neutral links (physical interactions). A 

stimulatory connection (+1) would be for example a phosphorylation reaction 

between 2 kinases. An inhibitory link could represent again a phosphorylation 

inactivating the downstream protein or the action of a phosphatase. Neutral links 

represent reactions associated with the necessary binding between proteins in 

complex formation. In order to model dynamic aspects of network behaviour we 

will resort to generic forms of representing the class of biochemical processes 

taking place. The dimension of the network and consequently the computation 

time would not allow more detailed approaches. Although there are several 

processes in the literature, e.g.EGFR pathway (51, 230), TNF pathway that have 

been parameterized, most of the links have no information at all. 

 A representation under the Boolean formalism for approximately 130 

nodes in the present network has been previously published (122). Given that 

some nodes have very high connectivity (Figure 77), extending this formalism to 
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the whole network would result in impractical Boolean input function tables. 

Therefore, we chose to transform the existing Boolean functions into a 

continuous representation (104, 213) maintaining the same functional properties 

and  that can be applied in the future to the whole network dynamics.  

 

4.3.2.1 Transforming qualitative Boolean expressions into their algebraic 
equivalent 

 

Let bi be a Boolean variable, i.e., bi ∈ {0,1} (4). The complements of bi are 

represented as ib . The objective is to define an algebraic function F (X1,…,Xn) 

depending on the algebraic equivalents to the Boolean variables bi, and that 

represents the logical  Boolean tables (B(b1,…,bn,)) with continuous variables (X1, 

…, Xn) (see Equation 81). 

 

Equation 81 
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Take for example the following Boolean function: 

 

Equation 82 
21212121 bbbbbbbb ++=+  

 

Each Boolean function can be represented by the sum of its minterms (rows in 

the Boolean table where the input function equals 1, mα in Equation 81 and Table 

3).  
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Minterm b 1 b2 b3=b1+b2 

 0 0 0 

m1= 21bb  0 1 1 

m2= 21bb  1 0 1 

m3= 21bb  1 1 1 
 
Table 3 Boolean function table corresponding to the  logical OR function with the 
corresponding minterms. Minterms are rows where B(b 1,b2)=1 (true). 

 

By substituting each of the Boolean variables in Equation 82 with the algebraic 

equivalent, jj Xb →  and )1( jj Xb −→ , we get the equivalent algebraic equation 

F(x) (Equation 81). The transformation follows Equation 83. The matrix b=[bkj] 

stands for the matrix composed of the b1 and b2 columns in Table 3. B3=[Bk
3] 

stands for the values of the Boolean function for each of the lines of matrix b=[bkj] 

for variable or node X3 in the network. 

   

Equation 83 
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This approach allows us to compute the algebraic expression for each of the 130 

nodes of the subnetwork for which there is an associated Boolean table 

developed by Helikar and coworkers (122). The generalized form is expressed in 

Equation 84 . 
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Equation 84 
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In Equation 84 I stands for the set of inputs or links influencing variable/node Xi. 

Additionally, each Xi can follow a sigmoid that assures that the variables are 

always smaller than 1. 

 

4.3.2.2 Modelling the remaining signalling and transcription processes 
 

For each of the signalling nodes where no Boolean tables are available a 

generic mass action law will be applied (Equation 85): 

 

Equation 85  
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L stands for ligand. sa and sd stand for a basal level of activation and decay. The 

transformed Boolean tables into polynomials is equivalent to having higher order 

terms of the form, kijj’XjXj’ in Equation 85. These stand for nonlinear interaction 

between binding sites in a protein or between proteins in the formation of 

complex structures in order to activate species Xi. 
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 The modelling approach for the dynamics of the FANTOM4 network will be 

based on a mean-field approximation for promoter occupation (11) which was 

explored in this thesis. 

 The extended Human signalling network includes both protein-protein 

interactions and protein- interactions. Its integrative nature allows for exploring 

network dynamics in the presence of signalling-transcription separation of time-

scales, initiated in chapter 2, but in high-dimensional space. Moreover, due to the 

fact that the network is motivated by data collected from experimental studies, 

and we have information on the distribution of targets of a class of therapies, 

small molecule kinase inhibitors, the study performed for the EGFR pathway 

could be greatly expanded. We have, therefore, established a perfect ground to 

develop and test the concept of “inhibition signature” affecting gene expression 

dynamics and, consequently, pattern or attractor selection. The optimal inhibition 

signatures should integrate time-scale separation between signalling and 

transcriptional processes, as well as network structure information. 
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4.4 Developing inhibition multitargeting signatures inducing the 
appropriate expression patterns 

 
Systematic biological perturbation approaches call for quantitative 

phenotypes monitoring system’s function. A 

global phenotype such as cellular proliferation 

has been frequently used (277). As in the 

working hypothesis used in chapters 2 and 3 

this phenotype can be identified with specific 

genetic programs or systems attractors, 

inducing a particular cellular response can be 

equated as a gene expression pattern 

selection optimization problem. The use of 

integrative phenotypes allows for simultaneous 

examination of system’s functions with few 

measurements. Thus, it is expected that for 

large-scale investigations of high-order 

combinations global phenotypes will be most 

practical.  

Multitargeting should be formalized as a 

basin hopping optimization problem in a 

multiple fixed attractor landscape or in an 

induced landscape by external inputs to the 

transcriptional system (O(t)→FTS, see Figure 

78). In the latter scenario external signals 

induce epigenetic bifurcations which result in 

the appropriate attractor being selected (recall the theoretical work performed in 

both section 2.2 and section 2.3). The end attractors can be point attractors or 

dynamic attractors with the initial state in phase space determining the 

accessibility to each of the modes. If the system, for instance in a pathological 

scenario like cancer, is initially in attractor P (e.g. proliferation in the case of a 

cancer cell) (see Figure 79, upper figure) and we wish to force it into attractor A 

Figure 78 Functional 
representation of integrated 
signalling-gene regulatory 
systems. IS-inhibition signature. 
FSS- function performed by the 
signalling system. F TS-function 
performed by the transcription 
system. O(t)-output combination 
of nodes’ profile of the signalling 
system, e.g. IEGs (see Figure 46). 
φφφφ(t)- N dimensional gene 
expression pattern. The negative 
and positive feedback represent 
the action of composite motifs (7), 
not explored above in other 
sections. 

I(t) 

O(t) 

φφφφ(t) 

FSS 

FTS 

Therapy  
IS 
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(apoptosis) or D (differentiated cell), a multiple signalling targeting strategy 

(ISTherapy, see Equation 88) needs to be developed that induces the appearance 

of only A, akin to a “progressive” switch , erasing P and D completely (Figure 79, 

left lower figure) or making it highly improbable, i.e. with a small basin of 

attraction (Figure 79, right lower figure). The problem can be formulated by 

minimizing the “distance” (Equation 90) between the current state, phenotype φP, 

and the target states φA,D.  We defend a multitargeting approach as opposed to a 

single target approach, due to the wealth of data published on the connectivity of 

intracellular network, which as shown that cross-talk between pathways renders 

single target therapies inefficient (see section 1.3.2) and that cells integrate 

multiple signalling cues at any point of its life-time (96) .  

A specific phenotype, A, D or P is characterized by a gene expression 

pattern φ, which is induced by specific time-dependent inputs I(t) (see Figure 78). 

This phenotype arises as a function of the connectivity matrix associated with 

both the signalling system WSS and the transcription system WTS (see Equation 

87). 
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Figure 79 Simplified representation of the possible  effects of therapies on the phase 
space of a cancer cell. A: apoptosis attractor. D-d ifferentiation attractor (one of several 
possible cell types). P: proliferation attractor (h ere this point attractor may interpreted 
as the first stage in the cell cycle). EB-epigeneti c landscape barrier. Shades of gray are 
associated with depth of the epigenetic landscape ( see gray scale in upper figure). Each 
figure is a simple representation of a projection o f the high-dimensional concentration 
phase space (X 1,…,Xn) of the proteins involved in the system. Observe t hat by applying 
therapy 2 attractor P becomes less probable (smalle r basin of attraction and lower 
strength), but also the epigenetic barrier EB disap pears. Therefore, a system in either 
attractor D or P has access to A. IS Therapyi -inhibition signature therapy. Figures were 
generated with function peaks (MATLAB R2010b). 

 

 

The distance minimization problem referred to before can be achieved by 

simulated annealing approaches minimizing the mean square error function (141, 

142) or maximizing the mutual information between the initial expression pattern 

(P) and the target state (A,D). The parametric changes could be performed by 

targeting the signalling module according to Equation 89. By studying the 

capacity of a biologically motivated network such as the extended Human 
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signalling network useful insight could be gained regarding the efficiency of a 

multiple targeting therapy with variable εj’s inducing visible changes at the 

transcription level, which in a “global phenotype” framework is the most suitable 

indicator of cell phenotype. The simulations would reveal the importance of 

connectivity (kout) for message relaying to the nucleus, and the impact of 

inhibiting specific nodes, with particular activity levels and number of 

connections, in conjunction with others. This study could extend approaches 

based only on structural properties that have concluded that a set of weakly 

modulated nodes are much more efficient in disrupting a network than complete 

removal of a small number of targets (3, 62), e.g. the hub proteins (see also 

section 1.3.3).  

Subsequently, given the optimal inhibition signature determined by 

stochastic optimization methods, one could consult information on available 

drugs, their non-specific interactions or “inhibition signature” (79), and select 

those closest to the solution determined theoretically. Experimental testing could 

be performed either with a single agent binding multiple targets or with several. 

Application of several drugs would, nevertheless, increase the risk of toxicity. 

 

Equation 86 
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Equation 90 PDAd φφφ −= ,
 

 
      

In Equation 89 ISTherapy represents the “inhibition signature” of the therapy, 

which in previous sections was based on small molecule kinase inhibitors. Each 

inhibition constant εi in Equation 89 follows the traditional representation for 

competitive reversible binding (see also discussion in section 4.2.2). In this 

expression Kd represents the binding affinity of the drug to a specific protein 

network node (79), KM  stands for the Michaelis-Menten constant. Also, kout 

represents the number of output connections of each of the nodes. The drug 

shifts the threshold KM to higher concentrations, with the increment depending on 

the dose [I]. We choose as the main connectivity measure kout due to the very 

nature of how we propose to change the links between components in the 

optimization process. As was discussed in section 4.2.2 (see Figure 59), the 

action of an inhibitor such as a small molecule like Gefitinib is on a protein that 

looses its capacity to transfer a phosphate group to a downstream component. 

Hence, it’s its capacity as an effector that is diminished. Consequently, the 

number of nodes it connects to (kout) is fundamental. 

In the therapy optimization problem, node activation dependent on 

extracellular inputs and measures of “pathway specificity” (20), which is 

associated with mean-node activation functions like those represented in 

Equation 78, should also be incorporated. Recently, a compendium of signals 

operating through cross-talk between EGF an TNF pathways have contributed 

extensively to whole network understanding of cell phenotype (96). 

Several comments regarding the multitargeting approach with “global 

phenotype” should be made. First, if a cancer cell has the configuration of 

attractors in phase space shown in Figure 79 (upper figure), and if a particular 

multitargeting approach induces a change in this phase space which is 

favourable, not only the end point but also the intermediate steps during the 

transformation are relevant. Remember that by choosing an inhibition signature 

ISTherapy we are in fact selecting the appropriate time-dependent output O(t) which 
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selected the phenotype φ. As we saw in chapter 3, there are path-dependent 

effects arising from taking into account the signal shape of each of the Oi(t). 

There, not only noise but the speed at which external signals induce cell fate 

decision are important for selecting desired attractors. We expect these original 

mechanisms for cell fate decision to be also relevant for multitargeting therapies. 

The intermediate steps from the cancer epigenetic landscape to another 

favouring either phenotype A or D, induced by O(t), which arises from the optimal 

ISTherapy (see Equation 86), should be such that the desired attractors are chosen 

more frequently in the face of fluctuations (remember the observations of both 

section 2.2.4 and 2.3).  Furthermore, the therapy should also contemplate the 

effects of timescale separation previously studied in the gene regulatory switch 

(section 2.3.2). Large differences between signalling processes and 

transcriptional ones could render the perturbations envisaged by the 

multitargeting therapies completely irrelevant (86). Recalling our example of a 

potential undergoing a bifurcation (see Figure 18) and the findings of section 2.3, 

if the time-scale separation between the evolution of signals Si and expression 

dynamics is considerable, the system is expected to remain near the top of the 

potential barrier for longer. Consequently, the asymmetries arising from the 

external signals are not reflected in the final distribution over the attractors. On 

top of the potential barrier noise has the effect of recovering symmetry. As a 

result, devising a multitargeting therapy is intrinsically linked to choosing 

appropriate cell fate decision paths in high dimension.   

It has been proved than a necessary condition for any perturbation to be 

translated between fast and slow time-scales is the existence of a mechanism 

known as “bifurcation cascade”, whereby the perturbation induced on faster 

elements induce bifurcations that percolate down to slower system’s elements 

(85). In our paradigm, the optimal inhibition signature at signalling level, fast 

reactions, should induce a bifurcation at transcriptional level, slower reactions.  

One should also comment on the consideration of composite motifs 

between slow and fast processes (see Figure 78). This renders the problem even 

harder. Interesting aspects of this type of coupling have shown behaviour such 
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as adaptation and chaotic itinerancy in systems where metabolism is coupled to 

signalling (88). 

Multiparametric approaches generalizing the theory behind control 

metabolic analysis have been proposed recently by Rand and coworkers (217). 

These are based on finding the directions in parameter state space that are stiff, 

and consequently inform successfully strategic combinations of parameters to 

affect model behaviour. Also, extensive Monte Carlo simulations have also 

provided insights into pathway functioning, specifically on the reactions involved 

in the transient vs. sustained activation of Erk, in an early version of the 

Epidermal Receptor Pathway (278). These approaches have not, on the other 

hand, been related back to therapy design. Also, they have not explored 

mechanisms such as speed-dependent cellular decision making (197), which is 

one of the main tenets of our work. Yet, as in the work developed Rand and 

colleagues, which is based on the notion of minimization of a pseudo-energy 

function or a global quantity, our concept  also directs its main strength at finding 

possible nodes and inhibition constants that synergistically induce “global 

phenotype” change. 

A natural extension to multitargeting approaches is “timed-multitargeting” 

therapies. This refers to the administration of drugs sequentially. Adding an extra 

component to the problem might be more successful in dealing with problems 

where selection between complicated dynamical regimes is necessary. Another 

aspect that timed-therapies might address is tumour resistance to targeted 

cancer therapies deriving from mutations. Foo and Michor (83) created a 

methodology optimizing treatment protocols, through both continuous and pulsed 

drug administration, inducing minimal risk of resistance. This methodology takes 

drug toxicity and side effects as model constraints. 

 On the other hand, selecting the appropriate parameters εj (see Equation 

89), applied concurrently and not sequentially, is in fact inducing the appropriate 

combination of profiles O(t) =(O1(t),…,On(t)) which, as was proved in section 2.3 

and 3, is one of driving forces behind attractor selection in noisy genetic circuits. 

Therefore, we expect a considerable overlap between the two approaches. 
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4.5 Summary 
 

From the simulation results with the three small molecule kinase inhibitors 

(Gefitinib, Erlotinib and EKB-569) targeting the Epidermal Growth Factor 

Receptor (EGFR) we may see that overall non-specific interactions do have 

additional effects that may be undesired, e.g. rise in ERK-PP signal duration, and 

that may contribute to proliferative potential. Correlating this with the possible cell 

fate decision may be considerably more elaborate than the traditional 

transient/sustained paradigm. Also, not always does the cell line react according 

to the duality transient/sustained ERK activation. We need, therefore, an overall 

network behaviour including genetic network activation to understand properly 

circuit pathway logic and integration of multiple signals in pathways functioning 

concurrently. 

Extensive perturbative studies should be performed on the extended 

Human signalling network constructed for this project. Information on mutated 

nodes published by Cui and coworkers (64) on the Map of Human Cancer 

Signalling could also reveal further aspects of the interplay between mutations 

and non-specific interactions. Optimization of theoretical inhibition signatures 

through stochastic search methods, taking into account network connectivity, 

node inhibition and cellular response, are expected to generate fruitful results 

regarding the best combination of small molecule kinase inhibitors for efficient 

drug therapy design. 
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5 Summary of key results and discussion  

This thesis was divided into two main areas dedicated to the effects of external 

signals on gene regulatory networks and to the effects of multitargeting therapies 

upstream of the inputs to the genetic program. We will discuss the main aspects 

of the results extensively analyzed above and link them to wider scientific areas 

that will benefit from the investigations performed. 

5.1 Sensitivity to transient external signals in the presence of 

noise depends on parameter sweeping rates. 

In this thesis we demonstrated both in canonical phase transition models 

(section 2.2) and in the genetic decision switch the effects of bifurcation 

parameter sweeping rates and transient external asymmetries on statistical 

attractor selection in small networks (section 2.3) and high-dimensional ones 

(section 3.3).  

5.1.1 Transient external asymmetries in supercritic al pitchfork 
bifurcations induce higher selectivities in the vic inity of the 
critical region 

 
For the simple supercritical Pitchfork normal form original findings were 

reported. The effect of a transient asymmetry with a maximum occurring before, 

at and after the critical point have showed that the system is capable of retaining 

memory of the occurrence of an external signal in the presence of strong 

fluctuations. Fundamentally, transient signals taking place in the vicinity of the 

bifurcation point at slow enough rates induce higher selectivities (sections 2.2.4, 

2.2.5 and 8.5). Moreover, reaching asymmetry maximum amplitudes far below or 

above the critical region become indistinguishable scenarios (section 2.2.4).  

5.1.2 Combination of slow varying external signals induce symmetry 
breaking and increase attractor selectivity in sign alling-gene 
regulatory decision networks 
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Combinations of external inputs with different rising times are sufficient to 

break the symmetry in the genetic circuits. Effectively, the external signals drive 

the systems through a bifurcation critical region and concurrently create a 

transient asymmetry favouring the selection of certain attractors. In the presence 

of fluctuations, time-dependent external signals inducing a slow passage through 

the critical region enhance attractor selectivity (section 2.3.2). The findings in the 

canonical model and the genetic regulatory model open very important questions 

for problems associated with cell fate decision not yet reported in the literature. 

They are expected to generate high impact in experimental naturally occurring 

and synthetic genetic circuits with coexistence of different dynamical regimes 

(see also section 7.2). Likewise, they add to the set of parameters thought to play 

a role in externally driven genetic network cell fate decision: signal rate, 

amplitude, duration, frequency and sequence in time. 

5.1.3 Time-scale separation decreases sensitivity t o differences in 
external signals in the presence of fluctuations 

 

One of the key aspects identified for the action of external signals on 

decision genetic circuits is the time-scale separation between phosphorylation 

and transcription reactions. In line with the observations for the original canonical 

supercritical Pitchfork bifurcation model, the decision genetic switch with external 

stimulation also induces selectivities which are dependent on the inverse 

sweeping speed to time-scale ratio. We have thus a scaling factor, and not an 

independent relationship, for the response of gene regulatory networks to the 

exterior. Consequently, faster signals will induce the same selectivity in systems 

with fast genetic processes as do slow signals in systems with slow transcription 

reactions (section 2.3.2.1, Figure 44). 

 

5.1.4 Paradigmatic cell fate decision models for cr ucial mechanism 
identification 
The use of paradigmatic simple models was incredibly useful to isolate 

successfully inherent properties that underlie attractor selection (section 2.2). 
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Specifically, the representation of the effect of external signalling inputs to gene 

regulatory networks was extensively simplified by generating similar 

characteristics in canonical models. This increased both the speed of numerical 

simulations and the analytical solvability, and helped deep analysis of the 

processes in question. Further analytical derivations will link the decision genetic 

switch and the representative supercritical Pitchfork bifurcation. This will prove to 

be a strong base for the investigation of parameter sweeping effects in more 

complex models of regulatory networks. Also, further numerical experiments 

proving the effects of dynamical hysteresis loops (section 2.2.2) in the genetic 

switch will be an invaluable addition to systems exhibiting multistability. In 

multistable systems exhibiting bifurcation cascades, going through the critical 

region in the forward or reverse direction may select a different outcome from the 

original starting point. Hence, signals with more complex shapes, e.g. with rising 

and relaxation times and different maximum and final amplitudes, are expected to 

show interesting effects and inform on experimentally designed synthetic 

systems behaviour. Furthermore, experimental differentiation studies, with 

special emphasis on pattern formation, constitute also a viable avenue that is 

expected to reveal interesting relationships between the speed with which the 

system grows, and the organized complexity permitted. Investigation of pattern 

formation under time-dependent parameters in physics (61) will further provide 

sound results for applications in symmetry understanding in morphogenesis . 

5.1.5 Highdimensional attractor selectivity depends  strongly on 
structure of phase space 

The generalization of the parameter sweeping mechanism to high-

dimensional space (section 3) proved that it is strongly dependent on phase 

space structure and the efficiency of noise to induce transitions across potential 

barriers. Moreover, the capacity of highdimensional genetic circuits to integrate a 

combination of complex signals is closely linked to the initial condition chosen. 

Also, it was clearly shown that input combinations that generate the same 

attractors in a deterministic system have significant differences in final 

distributions when noise is taken into account (section 3.2 and 3.3). Hence, path-
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dependent effects exerted by different complex signals and noise are relevant for 

attractor selectivity and cell fate decision in highdimensional systems. 

Furthermore, we expect that in real systems not only the combinatorial 

complexity of amplitudes of driving signals are important, but also a finer time-

dependent discrimination plays a role. 

 Further studies on the connectivity properties such as the number and 

nature of the input links to each node should show a fundamental role in the 

interplay between attractor selection, circuit information storage capacity (72) and 

the characteristics of external driving signals. Also, further simulations studies are 

necessary to understand attractor selection principles dependence on parameter 

sweeping speed, in systems with coexistent of different dynamical regimes. This 

endeavour will constitute an interesting extension and contribute to the 

clarification of real selectivity mechanisms present in cells that execute 

competing differentiation, proliferation or apoptosis programs. 

 

5.2 Effects of non-specificity of drugs may inform the 

development of relevant multitargeting therapies 

5.2.1 Epidermal Growth Factor Receptor (EGFR) pathw ay output is 
affected by documented non-specific interactions 
Small molecule kinase inhibitors have been successfully applied in Non-

Small Cell Lung Carcinoma treatment. Nevertheless, their success has been 

dependent on a set of mutations being present. We provided a possible proof of 

principle for the limited success of certain drugs based on numerical simulations 

of drug “inhibition signatures”. Numerical studies of non-specific interactions on 

the EGFR pathway dynamics showed that Gefitinib, a drug already approved for 

Non Small Cell Lung Carcinoma (NSCLC) treatment, has a conflicting action on 

output (Erk) activation. Gefitinib additionally perturbs a kinase (Gyclin G 

associated kinase (GAK)) which is involved in internalization of vesicles and 

consequently of receptors. The EGFR internalization pathway under normal 

concentration of ligand protects the cell from excessive signalling. Additional 
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GAK inhibition perturbs this protective pathway, counterbalancing the intended 

positive inhibition (section 5.2.1). This result shows, nevertheless, avenues of 

research with emphasis on multitargeting that could enhance the response to 

therapy.  

 

5.2.2 Multitargeting strategies are expected to ind uce the correct 
expression program 

 

Multitargeting therapy design strategies integrated with whole network 

response patterns may increase correct expression. Several observations should 

be put forward regarding the distribution of targets in a specific network. 

Information on targets’ connectivity, average activity and correlation with 

expression pattern should be taken always into consideration.  

Whole system targeting strategies based on the premise that the ”whole is 

bigger than the sum of its parts” have been put forward (282). Moreover, the 

development of databases such as the CMAP, which is dedicated to the 

collection of gene expression signatures of drugs such as those tested in this 

thesis, should also reveal significant effects taking place downstream of the drug 

target. Interesting attempts linking the set of mutations present in specific types 

of cancers and the connectivity of nodes they strike is also fundamental in 

selecting optimal strategies in cancer therapy (64). However, although all these 

research avenues provide us with statistical understanding of the end points of 

systems disease perturbations, they do not correlate dynamics and structure 

successfully. The concepts and basic models introduced in this thesis show 

possible dynamical mechanisms that can demonstrate biases in, for example, 

cancer attractor selection. 
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6 Conclusion 
 

This thesis addressed the problem of cell fate decision in the context of 

network connectivity and dynamics. Several paradigmatic signalling-gene 

regulatory networks, such as the genetic decision switch, were crucial in 

identifying never before reported mechanisms. Additionally, canonical models 

from statistical physics were successfully used in devising analytical expressions 

for attractor selectivity in systems with time-dependent parameters. The most 

striking feature of our findings is the crucial impact of the rate with which the time-

dependent bifurcation parameters in genetic systems are changed. In the 

presence of small asymmetries and fluctuations, slow passage through the 

critical region increases substantially specific attractor selection. This has strong 

implications for the cell fate decision problem since cell phenotype in stem cell 

differentiation, cell cycle progression, or apoptosis studies, has been successfully 

identified as an attractor of a whole network expression process induced by 

signalling events. 
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7 Future work 
 

7.1 Decision genetic switch with external stimulation 
 

• Understand the effects of combinations of external inputs, with 

representative shapes, on the paradigmatic decision  switch (109, 

197), with time-scale separation, and undergoing bi furcation. 

 
 

The combination of signals (S1 and S2, Figure 19) will follow representative 

shapes observed in vitro and characterized by rising time, maximum and final 

amplitudes and relaxation time (see Figure 20). This will increase the scope of 

the work developed in this thesis, where only rising time was studied. The signal 

shapes to be tested should give rise to a phenomenon known as dynamical 

hysteresis (107), which has not been explored in genetic systems and could have 

important consequences for cell fate decision. Further simulation experiments on 

this paradigmatic circuit will be performed by combining one of the inputs, S1 or 

S2, with a periodic signal. The results of this step will inform on the possibility of 

an effect known as stochastic resonance which is observed in canonical models 

of phase transitions in statistical physics (198), and is expected to be 

fundamental for gene regulatory network attractor selection. 

A different approach to treat the system analytically will also be performed 

by transforming the original system of equations (see Equation 60-Equation 63) 

(109, 197) into  a simpler two dimensional trigger equation system and separate 

it into two branches as it has been done by Lindner (174).  
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7.2 Highdimensional networks with coexistence of dynamical 
and point attractors 

 
 
A 

 

B 

 

Figure 80 Highdimensional synthetic oscillatory gen etic networks. A)  Decision genetic 
switch with external simulation (cell to cell coupl ing) and relaxation oscillation 
properties. For details see (165). B)  Repressilato r with cell-cell phase repulsive 
coupling. The modified version of the original repr essilator (77) involves an inhibitory 
connection between tetR and luxI genes which leads to a positive loop of TetR on itself. 
For details see (256). 

 

 

 

 

 

 

Cell 1 

Vext 
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• Identify the effects of parameter sweeping with ram p like and/or 
periodic profile, on attractor selectivity, in coup led synthetic gene 
network motifs with multistability and coexistence of dynamical and 
point attractors. Preliminary study cases: 

 
o Decision genetic switch with external simulation (c ell to cell 

coupling) with relaxation oscillator properties (16 4)    
 
AND  
 
 
o Repressilator with cell-cell phase repulsive coupli ng (256). 
 
 

Koseska and Zaikin studied a model of a hysteresis based relaxation 

oscillator by combining two engineered genetic networks, the toggle switch (lacI 

gene and cI857 gene from E.coli, u and v  in Figure 80 A, respectively) and an 

intercellular communication system (quorum sensing system from Vibrio fischeri, 

w in  Figure 80 A). Studies of the influence of coupling strength concluded that 

intercellular communication is essential in generating a wealth of regimes: anti-

phase oscillations, asymmetric oscillations, inhomogeneous oscillations and 

multiple oscillatory and steady-state clustering. The coexistence of several types 

of regimes under parameter variations calls for the question of how should these 

parameters be varied as to induce the desired attractor. In natural biochemical 

systems parameters don’t change in a step like fashion. Varying coupling 

strength according to ramp like signals and/or periodic signals will allow us to 

understand how the system reacts to external changes, and how the selected 

attractor is dependent on the bifurcation inherent to the phase transition occurring 

in the system (recall the example previously outlined of the double well potential 

associated to a supercritical Pitchfork bifurcation). Combined effect of ramp like 

and periodic parameter sweeping has been published for a bistable potential with 

the occurrence of an interesting effect similar to stochastic resonance (198).  

The other motif identified in the literature as an essential paradigm is the 

repressilator (256). Ullner and Zaikin observed that repressive coupling of 

repressilators (lacI gene from E.coli, tetR gene from the tetracycline-resistant 
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transposon Tn 10 and cI gene from λ bacteriophage, see Figure 80 B) through 

the quorum sensing pathway also revealed coexisting regimes under different 

strengths. The repressilator is a transformed version of the original repressilator 

model created by Elowitz and coworkers (77).  

Possible investigations: 

 

o Parameter sweeping experiments with different speeds will be 

performed in both models by changing the diffusion of the auto 

inducer (AI, see Figure 80) molecule across the membrane, varying 

the number of cells in the system or parameters controlling 

expression rates. Varying the number of cells is a way of 

representing action of cell division in the highdimensional system. 

The intensity of noise is known to be related with the population 

size. It will be interesting to understand how the speed of cell 

number increase influences the noise in the system and 

consequently the dynamical regimes selected. This will be a 

considerable new approach to the problem of selectivity of each of 

the coexistent dynamical regimes in the presence of noise, with all 

parameter variations being motivated by the experimental literature. 

Parameter sweeping experiments driven by oscillatory signals may 

also reveal important mechanisms for chronotherapy or cell cycle 

regulation, and contribute with invaluable insight to treatment 

strategies for the so-called “dynamical diseases”.  

 

o One characteristic of integrative signalling-transcription biological 

models is the existence of considerable time-scale separation. We 

plan to test the translation of signal characteristics between fast and 

slow time-scales. It has been proven that there is a limit and a 

mechanism known as “bifurcation cascade” for the successful 

perturbation translation (86). This translation of perturbations is an 

essential aspect to take into consideration in devising targeting 
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therapies. Not only a multitargeting approach should be taken into 

account (196), but it should be devised as to circumvent the 

intrinsic lack of sensitivity between signalling and gene expression 

networks when time-scale separation is large. The simulations will 

be performed under a Langevin type of approach, with multiplicative 

noise, and using the Gillespie approach.  

 

o Small differences between the parameters mentioned above for 

each cell will allow us to test the selectivity of each of the dynamical 

regimes in the presence of intrinsic asymmetries, when the systems 

are undergoing a bifurcation, and in the presence of noise. Several 

bifurcation types are inherent to the appearance of each of the 

dynamical regimes found for both the systems represented in 

Figure 80: limit point, hopf (163, 164) and torus (163) bifurcation. 

Further bifurcation analysis will be performed with the purpose built 

software packages XPPAUTs and MATCONTt. 

• Identify the dynamical regimes of a 30 node transcr iption factor 

network created under the FANTOM4 u initiative. Highlight the 

relevance of parameter sweeping experiments induced  by external 

forcing, under small asymmetries and noise, in the selection of 

expression programs or cell fate decision attractor s. 

 

The FANTOM4 program is dedicated to understanding mechanisms in 

monocytic differentiation in the acute myeloid leukaemia cell line THP-1.The 

transcription factor network responsible for monocytic differentiation will be a 

natural departure from the synthetic biology examples previously highlighted, and 

                                            
s http://www.math.pitt.edu/~bard/xpp/xpp.html 
t http://www.matcont.ugent.be/ 
u
 http://fantom.gsc.riken.jp/4/ 
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an invaluable addition to the type of attractors present in a mammalian cell 

network.  

All simulations planned for this particular network and the previously 

discussed examples will be performed both under a Langevin type of approach to 

stochastic differential equations (with multiplicative noise scaling as the square 

root of the concentration) and using the Gillespie algorithm approach.  

The modelling approach for the dynamics of the FANTOM4 network will be 

based on a mean-field approximation for promoter occupation (11) which was 

explored in this thesis. This will allow for several mean activation functions 

through manipulation of simple parameters. Identification of signalling entry 

points to the transcription factor network will be performed by matching the nodes 

published through the FANTOM4 initiative and the nodes of the Human signalling 

network (64). 
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8 Annex 

8.1 Control coefficients for the Epidermal Growth Factor 
Receptor Network 
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 Process 

  

1 Receptor activation 

(v1,v2,v3,v10,v11,v12,v13) 

2 Recruitment 

(v16,v17,v22-25,v32-41,v63,v64,v69-772,v79-83) 

3 Ras activation 

(v18,v19,v26,v27,v65,v66,v73,v74) 

4 Ras inactivation 

(v8,v9,v14,v20,v21,v30,v31,v67,v68,v77,v78) 

5 Ras activates Raf 

(v28,v29,v75,v76) 

6 Raf dephosphorylation 

(v42,v43) 

7 Raf phosphorylates MEK 

(v86-89) 

8 MEK dephosphorylation 

(v90-93) 

9 ERK phosphorylation 

(v94-97) 

10 ERK dephosphorylation 

(v98-101) 

11 Negative feedback loop 

(v126-131, v143-148) 

12 Internalization 

(v5,v6,v7,v102-v125) 

13 Degradation 

(v60,v61,v62) 

Table 5 Description of the processes and respective  rates (125, 
230) associated with each line in Table 4. See also  Figure 57. 
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8.2 Inhibition signature maps for small molecule kinase 
inhibitors 

ZD-6474 

 

CI-1033 

 

 

 

 

 

 

Figure 81 Inhibition signatures of 2 other small mo lecule kinase inhibitors targeting the 
EGFR. Red halo is proportional to inhibition streng th. Values extracted from (79). 
Diagrams were constructed with the Scipath software  developed by Dr.Sylvia Nagl and 
collaborators. The network representation involves kinases collected from several 
databases such as Biocarta, CellSignal, Kinase.com,  SwissProt and OMIM. These were 
used to link the kinases tested by Fabian and cowor kers to relevant phenotypic 
manifestations in Cancer. The simple map gives us a n overall picture of the distribution 
of off-target interactions. Green arrows stand for stimulation and black arrows for 
inhibition. Additionally, cellular responses to ups tream kinases are represented as clocks 
and links in blue. 
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8.3 Binding affinities for small molecule kinase inhibitors 
 

 Kinase Inhibitor 

 

IRESSA 

/Gefitinib 

TARCEVA 

/Erlotinib 

ZD-

6474 CI-1033 

GW-

2016 

EKB-

569 

ABL1 0 7700 2700 3400 0 2200 

ABL2 0 3000 1300 0 0 1600 

ACK1 0 0 0 0 0 8900 

BTK 0 0 0 7500 0 0 

CLK2 0 0 0 0 0 7000 

CSNK1E 0 0 0 0 0 970 

EGFR 18 14 170 14 55 10 

ERBB2 0 0 0 84 110 770 

FGFR3 0 0 2400 0 0 0 

FLT4 0 0 3000 0 0 0 

GAK 70 400 3300 440 0 15 

MAP3K4 0 0 0 0 0 1300 

MAP4K5 0 0 5100 0 0 37 

MNK2 3600 0 0 0 0 0 

NEK2 0 0 0 0 0 1400 

PDGFRB 0 0 2500 0 0 0 

PKMYT1 0 0 0 0 0 9300 

PTK6 0 0 330 0 0 0 

RIPK2 8000 4100 310 3300 0 0 

SLK 0 1100 960 4400 0 2500 

SRC 0 0 1700 7600 0 1200 

STK10 8700 830 0 4300 0 1100 

STK17A 0 0 0 0 0 570 

TNIK 0 0 0 0 0 450 

VEGFR2 0 0 4700 0 0 0 

YES1 0 0 2800 0 0 8400 

Table 6 Binding constants for the six EGFR inhibito rs to a panel of kinases. 
Binding Constant numbers (Kd) x 10-4 (uM). Values e xtracted from (79) . 
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8.4 Numerical integration method 

Numerical simulation of the equations presented in this project is performed 

through a Heun method (209). This assumes the following form: 

Equation 91 
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If we take the Langevin form of the equations the predictor will be naturally 

affected by the diffusion term G(x(t-τ)). 

Equation 92 
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∆t is the time step and ∆W i are Gaussian random numbers. The first two 

moments of the Gaussian process are given by Equation 93. 

 

Equation 93 tDtWtWtW ijiii ∆>=∆∆<>=∆< δ2)()(,0)(  

 

Two aspects motivate the use of the Heun scheme for the numerical integration 

of the SDEs in sections 2 and 3 (209): 

• The Heun method gives us Stratonovich solutions of the SDEs without the 

deterministic drift term being modified.  

• The deterministic terms are numerically integrated to a second order accuracy 

in ∆t, thus turning the chosen method into a more stable alternative than the 

simplistic Euler approach.  
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Additionally, the Heun method is quite simple compared to more elaborate 

schemes. It provides, nevertheless, accurate results (209). 

 

8.5 Selectivity expressions for the supercritical pitchfork 
bifurcation for specific cases of external asymmetry g(t) and 
critical parameter λλλλ(t) 

 
Here we determine the expressions for the selectivity of the upper branch of 

steady state solutions of a bistable potential undergoing bifurcation, for two 

additional cases to the one that was solved in the main text (see section 2.2.4.2). 

Both the bifurcation parameter and the external field asymmetry are time-

dependent. Additionally, the intensity σ of an additive source of noise is also 

constant. 

 

Equation 94 
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8.5.1 Maximum asymmetry before the bifurcation poin t 

For λλλλ γγγγγγ max22max11 3

2
;2 gcgc gg ====  , the number of standard 

deviations that the peak of the distribution is displaced from the position of the 

unstable branch of solutions is given by Equation 95. 
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Equation 95 
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The probability of reaching the upper branch is consequently given by Equation 

96. 

 

Equation 96 
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As verified in section 2.2.4.2 for the case when the maximum asymmetry is 

reached exactly at the critical point, also here the selectivity Pup is smaller than 

when asymmetry g is constant.  

8.5.2 Maximum asymmetry after the bifurcation point  

For λλλλ γγγγγγ max22max11 2;
3

2
gcgc gg ====  , the number of standard 

deviations that the peak of the distribution is displaced from the position of the 

unstable branch of solutions is given by Equation 97. 
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Equation 97 
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The probability of reaching the upper branch is consequently given by Equation 

98. 

 

Equation 98 
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Again, the same observations hold for sweeping through the critical region when 

the maximum external asymmetry is reached after the bifurcation point. The 

probability of reaching the upper branch of solutions, Pup, is smaller than the 

probability attained with constant g. 
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8.6 Parameter space analysis of the gene regulatory decision 

switch 

The available states to the regulatory circuit studied in section 2.3 can be 

fully characterized through exploration of combinations of parameters chosen to 

model epigenetic regulation: magnitude of basal production rate (ηi), strength of 

auto-activation link (di), magnitude of threshold of auto-activation (bi) and cross-

repression (gi) (see system  Equation 60-Equation 63 and Figure 82). Prediction 

of circuit behaviour through bifurcation analysis is a very useful tool and can be 

fundamental in experimental studies (15, 95, 166, 207). Bistability or multistability 

in genetic circuits has been seen as a fundamental property for flexible signal 

detection and classification; either for efficient differential processing of signal 

duration and amplitude (109), or for frequency selectivity (236). Hence, 

understanding how each state space scenario arises from parameter analysis is 

one step closer to clarifying the selection mechanisms previously investigated, 

i.e. speed-dependent decision making (section 2.3). All bifurcation analysis 

studies reported ahead were conducted in XPPAUTv. Although in the simulations 

reported before (see section 2.3) we used the simplest bifurcation possible for 

the genetic circuit, it is important to show the multitude of scenarios available. 

8.6.1 Isolated genetic decision switch 

 

 

Figure 82  Isolated decision genetic switch. See al so Figure 39. 

In a first iteration of the bifurcation analysis, the existence of multistability 

will be tested against parameters characterising the circuit without external 

stimulation S1 or S2. On the other hand, we will retain all other assumptions 

regarding circuit regulation, highlighted in section 2.3.1.1. Therefore, although 

                                            
v http://www.math.pitt.edu/~bard/xpp/xpp.html 

TFY TFX 
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dimerization reactions still need to take place, the resultant dimers binding to the 

promoter regions are X2 and Y2, and not (Xa)2 and (Ya)2 (see Equation 62 and 

Equation 63). In section 8.6.2 we return to the full circuit and study the effects of 

cross-talk between pathways. Also, in all the subsequent sections a considerable 

percentage of the bifurcation diagrams created are motivated by an attempt to 

understand the effect of external stimulation on the isolated circuit. 

8.6.1.1 Symmetric circuit: large bi/gi ratios induce multistability 

In biology, we mostly encounter asymmetry between strengths of system’s 

links. Yet, studying a symmetric circuit allows us to understand the magnitude 

necessary for the chosen parameters to generate several regimes. 

Combinations of parameters d=dX=dY, b=bX=bY, g=gX=gY in a symmetric 

circuit, are capable of enabling bistability and higher order stable states. As can 

be seen in Figure 83, choosing either d or b as the bifurcation parameter, it is 

possible to induce in the system a supercritical Pitchfork bifurcation (Figure 83 

A), or a subcritical Pitchfork bifurcation (Figure 83 B), respectively. Parameter g 

also induces a supercritical transition, although the stable states arising from this 

have lower concentration values. In our analysis, we show only diagrams for 

variable X. Diagrams for Y would lead to the same conclusions. 

The action of signals S1 and S2 in the original system with external 

stimulation (see Figure 39) is equivalent to assuming b and g dependent on time. 

Hence, signals drive the circuit through the bifurcation points. Throughout our 

work in previous sections, we assumed a multiplicative action of the signals S1 

and S2 on the system’s parameters. This was performed through the 

phosphorylation of X/Y (see Equation 60 and Equation 61). Differences between 

signals, i.e. external asymmetry, induce changes in the bifurcation diagram 

according to their respective time-dependent profile.  
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A B 

  
                                     C  

 

 Figure 83 Bifurcation analysis of the symmetric ge netic decision switch. A) For 
dX=dY→→→→d with ηηηηX=ηηηηY=1, bX=bY=1 and g X=gY=1 (see Equation 60 to Equation 63) showing a 
supercritical Pitchfork bifurcation. B) For b X=bY→→→→b with ηηηηX=ηηηηY=1, dX=dY=3 and g X=gY=2 
showing a subcritical Pitchfork bifurcation. II A: bistability region with anti-symmetric 
states (H,L) and (L,H) branches, where H correspond s to high concentration values, of X  

or Y, and L to low values. III: tristability region . IL,H: monostability region with low/high X 
concentration values, respectively. C) For g X=gY→→→→g with ηηηηX=ηηηηY=1, bX=bY=1 and d X=dY=1, 
also showing a subcritical transition .  [TFX]=X.   

 

Extending the analysis shown in Figure 83 to 2 dimensions it is possible to further 

understand the regimes available to the circuit (Figure 84). Exploring the 

available states for several combinations of parameters one observes that for 
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multistability (III, see Figure 84 A) to occur it is necessary for both the magnitude 

of the auto-activation parameter (d=dX=dY) and the threshold for initiation of 

transcription (b=bX=bY) to be high. Alternatively, if we assume d to be in the 

region of bistability (see Figure 83 A), b needs to be relatively large when 

compared to g to induce multistability (III, see Figure 84 C). This region in state 

space induces 3 stable states, two with approximately anti-symmetric 

concentrations, (H,L) and (L,H), and a third with symmetric but high 

concentrations of both X and Y (see Figure 84 C). Other combinations of b and d, 

for constant g, either induce bistability (IIA), with anti-symmetric (H,L) or (L,H) 

concentrations for (X,Y), or monostability with either low symmetric concentration 

values (IL) or high (IH) (see also Figure 83 B). The basal production level η (see 

Equation 62 and Equation 63), when raised, tends to destroy stable states with 

low concentration values (109) (figure not shown). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



   

 244 

 

A B 

  
                                     C  

 

Figure 84 Bifurcation diagrams formed by extending the diagrams in Figure 83. A) For 
bX=bY→→→→b and d X=dY→→→→d with g x=gy=1 and ηηηηX=ηηηηY=1. B) For g X=gY→→→→g  and d X=dY→→→→d with 
bX=bY =1 and ηηηηX=ηηηηY=1. C) For b X=bY→→→→b and g X=gY→→→→g with ηηηηX=ηηηηY=1, dx=dy=3. IIA: 
bistability with anti-symmetric stable states being  (H,L) and (L,H), where H corresponds 
to high concentration values, of X, and L to low va lues. III: tristability region. I L,H: 
monostability region with low/high X concentration values, respectively. [TF X]=X.   
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8.6.1.2 Asymmetric circuit: large bi/gj generate multistability 

 
A B 

  

Figure 85 Bifurcation diagrams in the presence of a symmetric basal rates. A) For 
dX=dY→→→→d with ηηηηX=1, ηηηηY=0.8, bX=bY=1 and g X=gY=1. δδδδmin = (Xupper branch –Xlower branch ) = 
minimum distance between branches at the critical p oint. B) For b X=bY→→→→b with ηηηηX=1, 
ηηηηY=0.8, dX=dY=3 and g X=gY=2. III: tristability region. I L,H: monostability region with 
low/high X concentration values, respectively. II A,H- bistability region with anti-
symmetric states or high concentration states, resp ectively. [TF X]=X. 

 

Asymmetry in the original circuit can arise as imposed momentarily by the 

external signals S1 and S2 (considered in section 2.3), as internal differences in 

parameters ηi, di, bi or bi, or a combination of both. As can be observed in Figure 

85 A, internal asymmetries between ηX and ηY induce a disconnection between 

branches in the diagram with d=dX=dY as the bifurcation parameter. The 

minimum distance between branches (δmin) at the critical point is proportional to 

the ratio ηX/ηY (data not shown). If we choose to analyse the effects of 

asymmetries between basal expression rates when b is the critical parameter, we 

observe that additionally to the disconnection between branches, the region III is 

shrunk considerably (compare Figure 83 B with Figure 85 B).  

 

 

 

 



   

 246 

 

A B 

  
C D 

  

Figure 86 Bifurcation diagrams for asymmetric thres holds of self-activation and cross-
inhibition parameters. A) For b X with b Y=8 and g x=gy=2. B) 2D diagram corresponding to 
an extension of A). C) For b X with b Y=8. Two cases are shown: g X=gY=2 and 
(gX,gY)=(2,0.5). D) 2D diagram corresponding to an extens ion of C). For all figures 
ηηηηX=ηηηηY=1; d x=dy=3 (see Equation 60 to Equation 63). The transition  (III →→→→IH) to 
monostability in both A and D stems from further de velopments in the position of the 
borders in B and D, respectively, after b X=20 (not shown). III: tristability region. I L,H: 
monostability region with low/high X concentration values, respectively. II A,H- bistability 
region with anti-symmetric states or high concentra tion states, respectively. [TF X]=X.  

 

Because the external signals S1 and S2, in the original circuit (section 2.3), 

operate multiplicatively on parameters bX, bY, gX and gY, we will restrict our 

analysis, until the end of the section, to this group. Asymmetries in parameters bX 
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and bY also generate multistability (Figure 86 A and B). Again, it is necessary to 

have high bX/gX and bY/gY ratios, with (8/20) < bX/bY < (20/8), approximately, to 

create tristability. Furthermore, the diagram gX versus gY (not shown) also 

confirmed the necessity to have high bi/gi to induce multistability. Yet, if we want 

to understand which regimes the external signals are forcing the system to go to, 

Figure 86 B is not sufficient. Remember that if S1 and S2 are not constant in time 

they change bX, bY, gX and gY (see Equation 62 and Equation 63) concurrently. 

Let us then think of a scenario where we have a simpler combination of signals. 

Let us study the state space generated by varying bX and gY. This would entail 

having one of the signals varying (S1) and the other constant in time. This 

situation is represented in Figure 86  D. In this case, it is necessary that bX/gY be 

large to achieve multistability.  

 

8.6.2 Genetic decision switch stimulated by a combi nation of 

signalling input amplitudes 

The decision genetic switch with external stimulation studied before in 

section 2.3 could be extended to generate a higher number of attractors and 

inducing other types of bifurcation. We chose, nevertheless, to study the simplest 

bifurcations possible to clarify speed-dependent cell fate decision. A transition 

from monostability to bistability served this purpose (Figure 87). 
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A B 

  

Figure 87 Bistability for the genetic decision swit ch with external stimulation and no 
cross-talk. A) For S 1 with S 2=5. B) 2D extension of A. For both figures k Y1=kX2=0, 
kX1=kY2=1, sa=sd=1, ηηηηX=ηηηηY=1, dX=dY=1, bX=bY=1, gX=gY=1. IIA- bistability region with anti-
symmetric states. I L,H- monostability region with low/high X values. [TF X]=X.  

 
Because S1 and S2 act concurrently, all the fact that we need high bi/gi ratios to 

induce multistability, the set of parameters chosen for Figure 87 can only 

generate bistability (see also Figure 86 B and D). By choosing a set of 

parameters di, bi and gi, that generate multistability (see Figure 83 B) we can also 

induce in the system a transition from monostability, to bistability, to tristability, 

and back to bistability (see Figure 88). 
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A B 

  
Figure 88  Multistability for the genetic decision switch with external stimulation and no 
cross-talk. A) Bifurcation diagram for S 1. B) 2D diagram by extending A. Parameters: 
ηηηηX=ηηηηY=1; d X=dY=3; b X=bY=15; gX=gY=2; kX2=kY1=1; kX2=kY1=0; sa=sd=1 (see Equation 60 to 
Equation 63). I L,H-monostability region with low/high X concentration  values. II Ai- 
bistability region with anti-symmetric states. III- tristability region. [TF X]=X. 

 

8.6.2.1 Effects of cross-talk: bistability region contracts 
 

Although in the course of the simulations on the decision genetic switch 

(section 2.3) we assumed that cross-talk was inexistent, its effects can be 

important in attractor selection processes. Let us consider for the sake of 

simplicity that only cross-talk between S1 and TFY exists, e.g. kY1=0.05 and kX2=0 

(see Equation 60-Equation 63). We observe that the bistability region is shrunk 

and tilted towards the S1 axis (Figure 89 A). As the cross-talk parameter kY1 

strength (see Equation 60-Equation 63) is increased, for a fixed S2, the region 

where bistability exists is also reduced (see Figure 89). The effect of S1 through 

kY1 counterbalances the inhibitory action of TFX over TFY (see also Figure 39). 
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A                       B   

 
 

                                     C  

 

 Figure 89 Effects of cross-talk on bistability. A)  Bifurcation diagram with k X2=0; k Y1=0.05 
and S2=5. Also shown is the diagram of Equation 83 . B) C odimension-2 bifurcation 
diagram with k X2=0; k Y1=0.05.  B) Codiemsnion-1 bifurcation diagram with S 2=4. All other 
parameters for all figures are the following: ηηηηX=ηηηηY=1; d X=dY=1; b X=bY=1; g X=gY=1; kX2=0; 
kX1=kY2=1; sa=sd=1 (see Equation 60 to Equation 63). I L,H- monostability with low/high X 
values. II Ac- bistability. [TF X]=X 

 
Further combinations of cross-talk and internal asymmetries between links 

characterizing self-activation and cross-repression would create bifurcation 

diagrams of increased complexity.  We observed, nonetheless, that the 

combinations of parameters explored in this section at most are able to create 
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situations where 3 stable states arise. For the conditions necessary for the 

appearance of higher number of stable states we recommend the work of Macia 

and colleagues (180). 

 
 
 

8.7 Bifurcation diagrams for specific input combinations to the 
highdimensional decision switch 

 
The set of figures presented here is referred to in section 3.1.1, page 145. 

They are obtained by putting each of the inputs Si in Figure 45 according to the 

characteristic combination of amplitudes of each of the selected input 

combination I15, I75, I94 over time (Figure 50). Figure 90, Figure 91 and Figure 92 

show the available attractors for each input combinations as the system is swept 

through the critical region. 
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8.7.1 Input combination I 15 
A 

 
B 

 

Figure 90 Bifurcation diagram obtained by setting t he parameters S i following the 
combination of amplitudes inherent to I 15(t). A) Complete bifurcation diagram. B) 
Amplification of lower part of the bifurcation diag ram represented in A). Parameters: M=2, 
ηηηηi=0.1, c i

i=20, ai
i =1 (self-activation) and a i

j =0.1 (cross-repression), sa=0, sd=0.3, 
ττττS

i=ττττT
i=0.001 (see Equation 68 and Equation 69) for i, j=6 ,…,15. The available attractors at 

specific times can be visualized. The input combina tion changes the attractor landscape 
with respect to the original bifurcation diagram wi th S=S1=S2=S3=S4=S5 (see Figure 47) 
and the other input sequences I 75 and I 94. t is the horizontal axis variable for all the 
figures, from TF 6 to TF 15. 
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8.7.2 Input combination I 75 
A 

 
B 

 

Figure 91 Bifurcation diagram obtained by setting t he parameters S i following the 
combination of amplitudes inherent to I 75(t). A) Complete bifurcation diagram. B) 
Amplification of lower part of the bifurcation diag ram represented in A). Parameters: 
M=2, ηηηηi=0.1, c i

i=20, ai
i =1 (self-activation) and a i

j =0.1 (cross-repression), sa=0, sd=0.3, 
ττττS

i=ττττT
i=0.001 (see Equation 68 and Equation 69) for i,j=6, …15. The available attractors at 

specific times can be visualized. The input combina tion changes the attractor landscape 
with respect to the original bifurcation diagram wi th S=S1=S2=S3=S4=S5 (see Figure 47) 
and the other input sequences I 15 and I 94. t is the horizontal axis variable for all the 
figures, from TF 6 to TF 15. 
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8.7.3 Input combination I 94 
A 

 
B 

 

Figure 92 Bifurcation diagram obtained by setting t he parameters S i following the 
combination of amplitudes inherent to I 94(t). A) Complete bifurcation diagram. B) 
Amplification of lower part of the bifurcation diag ram represented in A). Parameters: 
M=2, ηηηηi=0.1, c i

i=20, ai
i =1 (self-activation) and a i

j =0.1 (cross-repression), sa=0, sd=0.3, 
ττττS

i=ττττT
i=0.001 (see Equation 68 and Equation 69) for i,j=6, …15. The available attractors at 

specific times can be visualized. The input combina tion changes the attractor landscape 
with respect to the original bifurcation diagram wi th S=S1=S2=S3=S4=S5 (see Figure 47) 
and the other input sequences I 15 and I 75. t is the horizontal axis variable for all the 
figures, from TF 6 to TF 15. 
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8.8 Final distributions for the highdimensional switch for input 
combination I15, I75 , I94 in the presence of fluctuations 

 
The set of figures presented here corresponds to the analysis of the effects 

of noise on final distributions of trajectories over attractors, when the 

highdimensional genetic decision switch (see section 3) is stimulated with input 

combinations I15, I75, I94. As was seen in section 3.3 (Figure 49) these 

combinations induce the same attractors when starting at the same initial 

condition when noise is not considered.  These figures also help understanding 

the differences between final distributions of trajectories summarized in Figure 

54. Comments to the figures presented below are made in section 3.3.1. 
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8.8.1 Distribution across attractors for I 15, I75, I94 with noise intensity σσσσ 
= 0.01 

 
A 

 
B 

 
Figure 93 Distributions across attractors in the pr esence of noise intensity σσσσ= 0.01 (see 
Equation 68 ). A) I 15 (blue) and I 75 (red). B) I 75 (red) and I 94 (black). Parameters: M=2, 
ηηηηi=0.1, c i

i=20, ai
i =1 (self-activation) and a i

j =0.1 (cross-repression), sa=0, sd=0.3, 
ττττS

i=ττττT
i=0.001 (see Equation 68 and Equation 69) for i, j=6 , …, 15. Histograms for each 

input combination generated from 5000 trajectories.  
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8.8.2 Distribution across attractors for I 15, I75, I94 with noise intensity 
σσσσ=0.5 

A 

 
B 

 
Figure 94 Distributions across attractors in the pr esence of noise intensity σσσσ=0.5 (see 
Equation 68). A) I 15 (blue) and I 75 (red). B) I 75 (red) and I 94 (black). Parameters: M=2, ηηηηi=0.1, 
c i

i=20, ai
i =1 (self-activation) and a i

j =0.1 (cross-repression), sa=0, sd=0.3, ττττS
i=ττττT

i=0.001 
(see Equation 68 and Equation 69) for i, j=6, …,15.  Histograms for each input 
combination generated from 5000 trajectories. 
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