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Abstract

This thesis confronts the semantic/pragmatic issuesddgedenti-
fication - based descriptive uses of pronouns. The phenomeiso
known as deferred uses (Nunberg, 1993), arises when thectam-
derstanding of a pronoun is dependent on the identificafiarspecific
individual in the context that provides it with a descrigtias opposed
to a singular) interpretation. Moreover, the identificataf the salient
individual makes the interpretation available in a rathmetirect way.
For example, by pointing at a huge footprint in the sand atering
‘He must be a giant’, the speaker can convey the propositiatthe
footprint maker must be a gianwvhere the mental representatifmot-
print (necessary for identification) and the representatierfootprint-
maker(the pronoun’s interpretation) are not identical. Thesesusdso
display interesting properties when it comes to their gbib provide
antecedents for other pronouns. As such, they are at the-ovad of
many topics in philosophy of language and linguistics,udahg index-
icality, anaphora, and figurative uses of language (metgjyn this
thesis, | propose that the data is best accounted for by aioatitn
of relevance-theoretic pragmatics (Sperber and Wilsorb1@arston
2002), certain motivated assumptions about visual inféiongrocess-
ing, and the grammar formalism of Dynamic Syntax (Kempsoal et
2001; Cann et al 2005). DS models pronouns as encoding proeed
that introduce a variable-like entity (e.g. a metavarigbihich needs
to be replaced by a semantic value (of the appropriate tygdkw-
ing for descriptive constituents, which emerge as a reguklevance-
driven processes of identification and inference, to pret pronoun
with the relevant descriptive interpretation. Alternatiyy the pronoun
can be replaced by a singular value that communicates aiplger
proposition as an implicature. The context and the pronahform
used determine which of these approaches is the best suited.
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Chapter 1

|dentification-based descriptive uses
of pronouns: the data

1.1 Introduction

This thesis deals with a phenomenon described in the literats ‘deferred osten-
tion’ (Quine, 1968, 194), ‘deferred uses’, ‘deferrals’ (erg, 1993), or simply
‘descriptive indexicals’ (Nunberg, 2004a,b). It can besltrated by the examples
below (a use of a sentence in a particular occasion is staté),iwhose intuitive
truth-conditions are in (b); in this thesis, italics markp@rasis or the interpretation
of linguistic stimuli, small caps represent concepts, gaotfer to the linguistic
form (spoken or written) of a word or sentence use, and tleziaktfor ungrammat-
icality/infelicity):

(1) a. Someone pointing at a huge footprint in the sand séys: must be a
giant! (Schiffer, 1981, 49)
b. The person whose foot made the print must be a giant

According to this example, a natural language expressiothis case, a pronoun,
seems to depend on some aspect of the immediate contexis tae, a footprint,
in order to convey truth-conditions that adescriptiveor genera) as opposed to
singular. That is, the proposition in (1)b does not say anything al@ospecific
person, but rather abouwthomever happens to have made that footprintvill
clarify these notions shortly.

Since the two main features of cases exemplified by (1) atbdigxpression’s
dependence on some identifiable entity in the environmegt (#he footprint in
(1)a) and (ii) the expression’s descriptive truth-corudtitil contribution, | shall de-

11



scribe the phenomenon by ‘identification-based desceptses’ of pronouns, or
just ‘descriptive pronouns’, for short. This terminologgrges a double purpose.
First, it allows a neutral characterisation of the data tadwewed below, which
names such as ‘descriptiuedexical$ do not achieve. Secondly, it is a promissory
note for an account that unifies this phenomenon with otheegyof descriptive
interpretations, such as bound pronouns or cross-segitdefiendencies; to be re-
viewed in sections below. Also, | take it that the relevardaigptive interpretations
correspond to information (propositions) communicatedh®se pronominal uses
without being committed to any particular level of contenwhich this takes places.
Grice (1969) notoriously proposed a distinction betwednat is saidby an utter-
ance, which roughly amounts to its assertoric content, dmat the speaker merely
suggests omplicatesby it. The descriptive content in question could - in prineip
- belong to either one of these (or other) levels of inforwmatiThis distinction will
be discussed in detail in chapter 2.

At this point, one may argue that such interpretations atéwionsically tied to
natural language pronouns. For example, had the speakeruddd ‘Joe’ instead of
‘he’ in the example above, an interpretation similar to ({@guld be communicated.
| agree with the observation, but | will confine myself to aatraent of pronominal
expressions only. Names and other expressions would ievadmplications that
go beyond the aims of this thesis.

The main goal of this chapter is to introduce the interpiretgiroperties of the
pronominal uses just mentioned. In section 1.2, | reviewféagures of the phe-
nomenon that are more or less common ground in the literaflines constitutes
the core datathat theories of descriptive pronouns must account foremfards,
| will compare these data to other types of pronominal imetigdion. Section 1.3
deals with deictic or indexical uses of pronouns. Sectigndkals with pronom-
inal binding. Section 1.5 deals with cross-sentential aoap ordonkeyuses of
pronouns. Section 1.6 discusses generics. Section 1.7smsakee introductory re-
lations between identification-based descriptive prosamd metonymy. Section
1.8 discusses data which builds on the core data, nathelgxtended properties
descriptive pronouns. Section 1.9 summarises what thigtehachieves and lays
out the plan for the remaining chapters in the thesis.

Although this amounts to a long introduction to the variousys/in which
pronominal expressions can be used, it is far from exhaastihor example, re-
sumptive pronounsare not mentioned. | have opted to concentrate on phenomena

!Resumptive pronouns are expressions that appear twies, diftributed over main and relative
clauses, as in ‘Voici ’lhomme que Marie lui a parlé’ (Frehffloss: here is the man that Marie to
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that seem to be usually confounded with identification ddpahdescriptive uses
in order to cast light on what this type of pronominal uselyeial Omissions were
necessary.

1.2 The data

1.2.1 Overview

In descriptive pronominal uses, a general or descriptigeofgposed to singular)
proposition is communicated via the saliency of a particuidividual or object
at a given occasion. | am using the words ‘individual’ andjéali with enough
flexibility to include inanimate objects, people, placespgraphical formations,
mathematical entities, and so on. In addition to (1), a #aé examples has been
regarded as instances of descriptive uses in the literalmesider:

(2) a. US Supreme Court O’Connor sayinVe might have been liberals.
(Nunberg, 1993, 14-15)
b. The US Supreme Court Justices might have been liberals

(3) a. Bill Clinton saying: ‘The founders invested me with the sole responsi-
bility for appointing Supreme Court Justices.” (Nunberg93, 20)
b. The founders invested the US President with the sole redplitysor
appointing Supreme Court Justices

4) a. A professor pointing to a PhD thesis in his shelf and sayiddiRC
gave a post-doc grant to her.
b. AHRC gave a post doc grant to the author of that thesis

(5) a. John, expecting a call from his mother, answers a phone aath his
colleague and saysOh, | thought you were my mother.” (Nunberg,
1990)
b. John thought that the person calling was his mother

(6) a. Bill, to a friend at an art gallery on a Sundaydohn dined yesterday...
with her [pointing to a painting’
b.  John had dinner with the artist who painted that picture oa 118th of
June 2011

him has talked] (Haegeman, 1994, 409), where ‘que’ and refer to the same individual.
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The phenomenon can be illustrated by use of the pronoun jimfath com-
municates the information in (b). The pronouns and thepe&esve interpretations
can be summarised as the following pairs: ‘hehe person whose foot made the
printin (1), ‘we’ - the American Supreme Court Justice$2), ‘me’ - the American
Presidentin (3), ‘her’ - the author of that thesim (4), ‘you’ - the person calling
in (5), and ‘her’ as ‘the artist who painted that picture’ 8).(In some cases, such
as (2) and (3) a referential interpretation about Clintod @Connor might also
be available. This, however, does not exclude the deseagiftiel of the utterances
(more on that in chapter 2).

These examples suggest that descriptive interpretatiensvailable regardless
of the expression’s number (singular or plural), case nmarknominative or ac-
cusative or dative, data about other cases is needed) np@irst, second or third),
and gender (masculine vs. feminine). Issues may arise éogéimderless ‘it’ be-
cause a clash between the features of the word and the mesttsabject in the
context may trigger descriptive interpretations (see Nugld993). The examples
also show that the interpretations stated in (b) are notkelddy the type of argu-
ment taken by the verb or its adjuncts. For instance, in (&)(@hthe pronoun is
the external argument of the verb ‘to be’ plus its modal aaw| whereas in (3) the
pronoun is the internal argument of ‘invest’, in (4) ‘her'tiee goal argument of the
ditransitive ‘give’, and in (6) ‘her’ occurs in an adjuncttize verb ‘to dine’.

Moreover, descriptive interpretations seem to be avaal#tinioughout a variety
of speech acts and syntactic environments. Consider tloeviog utterances.

(7) A politician at a press conference, worried about a certaomttoversial
news team, utters to one of his secretaries

a. Whois hepointing at a copy of The Financial Times
b. Make sure hefointing at a copy of The Financial Timleshuts up!

Above, the use of ‘he’ contributdbe editor/journalist of the FTto the communi-
cated content, regardless of the speech act (assertiostj@uer order) used. Now,
consider different ways in which this dialogue can contjriedow.

(8)  The secretary (Ann) protests to the politician’s requestitigring

a. Itis them pointing to the copy of the HTwho make your policies
known to the public!

b.  Your policies have been made known to the public by theainting
to the copy of the FJf

c. They pointing to the copy of the HTseem to make your policies

14



known to the public.

Above, the use of ‘them’ conveys the interpretatibe FT peoplewhich is pre-
served under whatever mechanisms govern the interpnesatib (i) clefts, as in
(8)a (note the exhaustivity effect: no one, but the FT peaplekes the politician’s
policies known to the public, see Ward 2008), (ii) passigsijn (8)b, and con-
structions where the subject of the embedded clause hasrbessd’ to the subject
position of the main clause (raising constructions), ag)o.(

It seems that the descriptive interpretations of pronowesat constrained to
a particular speech act or syntactic environment. Thisrclaill be revisited when
we consider the extended properties of such uses.

At this point, a few remarks on thdescriptivestatus of the communicated
propositions must be made. Imagine a context where thensaligity in it, say, the
Thriller album, is related to another specific entity, say, Michaeksan. In this
scenario, illustrated below, the speaker may communicsitegallar (as opposed to
descriptive) proposition. Consider:

(9) a. Pointing to a Michael Jackson album at a music shéje surely died
young.
b. Michael Jackson died young

If (9)a communicates the singular proposition in (9)b areddase above is struc-
turally identical to the ones previously reviewed, then owmicating descriptive
information is not an essential property of the phenomenbime approximation
between (9), on the one hand, and the other interpretatemaswed so far, misses
an important point: (9) can be reduced to a simple case ofgonomal deixis (to be
discussed in section 1.3). If we assume that pronouns ace plalders for certain
representations and that pointingThbriller is an efficient way of making Michael
Jackson the salient value of the expression, then there diffevence between
pointing to the album or the individual himself. In other wsr (9) is more similar
to a situation where someone points to a picture of Michagkslan intending to
refer to him. In this case, we resist saying that there is any fof indirect medi-
ation between individuals (i.e. the copy Diiriller and Michael Jackson himself).
Thus, the fact that | confine my interest to cases that reckdgeriptive interpreta-
tions is partially justified on methodological grounds.Hétinterpretations were not
descriptive, the phenomenon illustrated above would benatamce of indexical-
ity. But this discussion raises an important question. thomunicating descriptive
propositions is one of the hallmarks of the pronominal usesugsed in this thesis,
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how should this notion be understood?

Answers partially depend on one’s positions regarding #tane of information
that is expressed linguistically. Putting rather simpdaty, there are two main
takes on this issue. On the one hand, some claim that everg pfeommunicated
information must result from the audience’s attempt toiee& what the speaker
intended by her utterance. This is tientionalistposition (Grice, 1957; Sperber
and Wilson, 1995; Carston, 2002). On the other hand, sonma that much of what
is communicated results from a similar process, but sonoenmdtion is determined
solely in virtue of the words used aridctsabout the context (Montague 1970a,;
Kaplan 1977 are good examples, but many others fall herels i$itheNon (or
semi-)Intentionalistposition (these positions will be better discussed in atrapi

In the intentionalist picture, the fact that a given piecérajuistically expressed
information is descriptive depends on (rationally coniatd) intentions the speaker
wishes to convey and the audience’s ability to rationallyorestruct the intended
information. If the speaker has a particular person in mmdt¢ally known by
the audience) when using the pronoun, then the hearer faedagk to retrieve a
proposition about that particular individual. If the speakid not have a particu-
lar individual in mind, then the communicated informatigrabout whomever fits
some descriptive content (see the discussion on attrddegcriptions in Donnel-
lan 1966). In some cases, the audience may know of a partemtaeone who does
fit the intended description, but this may fall outside thieitions of the speaker
and might not be easily classifiable@smmunicatedthe audience matches the de-
scriptive content with its unique satisfier at its own exgerfor example, in cases
where the audience - but not the speaker - knows who madedtpifat in example
(1).

In the non-intentionalist picture, things are more congikd. In the literature,
it has been argued that there are facts that determine wheettentent expressed
by an utterance is singular or not. If one or more of thesesfdotnot hold, the
expressed content is descriptive. Following Neale (1980%ke types of facts -
(E)pistemic, (M)etaphysical, and (L)inguistic - have bemsumed, although not
uncontroversially, aslefiniensof singular propositions (the definitions below are
based in Galery 2008, 160).

(E) One who entertains the singular proposition must knovweckvhbject is referred
to by the constituent expressi@of the utterance used to convey it (see Russell,
1910).
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(M) The truth-conditional contribution of the constituempressiore is exhausted

by the object it denotes (i.e. the existence and individwedf a singular proposition
depends on the existence and individuation of the objestabiout) (see Russell,
1904).

(L) If the utterance describes situations different frora Hctual, the constituent
expressiore still denotes the same individual in such situations (sepke; 1972).

For the moment, | take it that these definitions are neutrihl kgigards to whether
e is an expression type or token. Thus, there are many sowcésef descriptive
status of the relevant pronominal interpretations, adogrtb thenon-Intentionalist
picture. Some of the previous examples, such as, (1), (d)(&ncan be described
as resulting from violations of (E): the audience simply sloet know who made
the footprint, wrote the thesis, or painted the picturepeesively. However, many
have proposed that (E) shouldt be regarded as a constraint on the expression of
singular propositions (Kripke 1972; for a recent exampée Borg 2004). Still,
other examples, such as (2) and (3) seem to violate (L) assepjpio (E). For ex-
ample, ‘we’ in (2) is interpreted ahe American Supreme Court Justicegich
selects different individuals in different non-actuatsitions. Thus, on the assump-
tion that our semantic/pragmatic theories must explaintvghiatuitively communi-
cated both intentionalists and non intentionalists agraesome of the pronominal
uses reviewed above are indeed descriptive (although fi@reint reasons or via
different processes). Let us now systematise the basiepriep of the examples
examined so far.

1.2.2 Core properties

If the paraphrases stated in (b) adequately capture litiguiguitions concerning
what is communicated from (1) to (8), it seems that deseeptises of pronouns
display the following property:

DescriptivenessThe information conveyed by the relevant pronominal useter
scriptive or general.

For the moment, | will also remain neutral on the kind of detieer that con-

stitutes the descriptive truth-conditions. So far | haverbasing the definite ‘the’
in expressing the relevant truth-conditions in (b), but tt@responds only to an

17



approximation to the communicated content. Now, the desee uses in ques-
tion seem to display other interpretative properties. @mrsan example based on
Quine (1968):

(20) a. Someone pointing at a car whose windshield is full of tickéde is
going to be sorry.’
b. The owner of the car is going to be sorry

Let us now ask the following question. Under what circumsganis the content
in (b) unavailable to the audience? Two situations springited. First, consider a
situation in which the audience is unable to single out therseobject as belonging
to any particular kind. We could imagine the hearer seeimgesamorphous blur
in his visual field. Under these circumstances, what wou)dc¢amvey? Maybe
the hearer would assume that the blur corresponds to a pegs@m the lexical
material of ‘he’, but, in this case, the interpretation i) (lmes not seem to be
easily accessible. That is, descriptive pronouns seemquareethe contextually
salient individual to be classified by the audience as betmntp a certainkind.
In (10) above, the relevant kind @ar or vehicle Without its identification, the
interpretation in (b) would not be retrieved.

This intuition concerning the availability of descriptirgerpretations can help
to determine another necessary requirement that an acobdescriptive uses must
meet. More specifically, it motivates:

Identification DependencyDescriptive uses of pronouns depend on the identifica-
tion of a particular entity as belonging to a certain kind.

The property above illuminates thdentification-basedature of descriptive
pronouns. Now, the notion aflentificationhas raised a great amount of contro-
versy in the philosophical literature. At this point, | as®sy following Strawson
(1959) and Evans (1982, ch. 5), that an agent can employusadognitive mech-
anisms, sensory modalities, memory, lexical informatiod &ull blown commu-
nicative practices (testimony), to identify an individwadross a variety of situa-
tions’. Still, this thesis focuses on cases exploiting visual rimfation. Empiri-
cally grounded notions of visual individuation and idecation will be proposed
in chapter 3.

Note also that, under a certain understanding, deictic afseonouns can also

2| personally think, however, that this unification requiesspirical support and does not sustain
merely on conceptual grounds.
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be described as identification dependent uses. For exampén Bill points to
Susan and says ‘She is brilliant’, the proposition exprésipends on the iden-
tification of a particular person. Whether this is done byteshand word alone,
on the one hand, or by the audience, on the other, is anoth&grmBespite such
similarities, there are reasons to claim that the forms efiiication present in de-
scriptive and deictic cases are slightly different from anether. Kahneman et al.
(1992) consider the example below:

(11) Someone seeing an object moving very fast in the sky uttéssa bird...
It's....a plane.... Ohh no...It's superman’ (Kahnemarn .etl@92).

In this case, ‘it’ seems to refer to the same thing regardiéske kind pird,
aeroplane, superhejavhich the speaker classifies the object as belonging tot Tha
IS, in some cases of deixis, a bare individual seems to béatli$ needed for the
expression of the proposition (this notion will be develdpechapter 3).

It may be also noted that the entities mentioned so far haser tdloundaries.
But are descriptive interpretations only available wheatgiypical instances of
solid, bound material objects are demonstrated? The arsaeens to be negative.
Consider the following example:

(12) a. A studentin a demonstration pointing at a cloud of tear gaswim by
the police warns two citizens who walk into the violent destraion:
‘They are bringing reinforcements’.
b. The policemen are bringing reinforcements

In this scenario, a huge amount of tear gas has been use@tdmwth students and
the surprised citizens were engulfed in it. There is no siegtity that is singled
out in the context, just some amorphous stuff. This situatiowever, poses no
problem for the definition ofdentification DependencyThe audience seems to
identify something in the environment - some stuff - as arainse of the kind
gas This classification makes some knowledge accessible, Igahet the police
uses tear gas to suppress violent demonstrators, whichptiners the way to the
right descriptive interpretation of the pronoun. That lgesaid, it seems that most
examples of identification-based descriptive uses of proaseem to depend on
the saliency of prototypical material objects.

Now, let us take a look at a second reason for the unavailabilidescriptive
interpretations, namely, the audience’s lack of knowleaggociated with the con-
cept used in the identification of the salient individual.alyme a scenario where
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the audience does classify the salient object in (10) asstarnine of the kindar,
but lacks the knowledge that cars have owners, who are tjpiesponsible for
paying fines (providing reasons for one’s being sorry), ascase where the hearer
does not have a proper sense of ownership, nor a good ideathbdinancial bur-
den that comes with illegal parking. That is, the hearer ls &bdiscriminate cars
in the environment, but lacks that right kind of informatithie speaker seems to
hint at. In this case, the proposition thhe owner of the car is going to be sorry
is not so easily accessible. This scenario shows that fifaggan individual under
a concept serves as a gateway to information (world knoveletit is relevant for
establishing the the right descriptive interpretatiorthd# concept is not associated
with the right body of information, the hearer fails to irgegt the pronoun correctly.
These observations motivate the following interpretapixeperty:

Connection The mental representations used to identify or classiystdient ob-
ject in the context must make information available so it pesvide the right de-
scriptive content for the pronominal use.

Connectiorseems to be a property relating the other two, more baserpire-
tative properties. That is, an adequate account of des@ipses must explain the
relation betweemescriptivenesandIdentification Dependengcyamely, how the
concepts used to represent objects as falling under arcértad make the descrip-
tive interpretation available in a principled way. Thesethfeatures of descriptive
pronominal interpretations constitute theare interpretative properties

Now that we have covered a variety of examples of descrigiges and high-
lighted their key features, | will compare the examplesest&iere with other pronom-
inal uses.

1.3 Deictic or indexical uses

Similar to identification-dependent uses, deictic or indaxuses of pronouns (the
names will be used interchangeably) depend on certainrissatif the occasion of
speaking (or writing). For example, the truth-conditiooahtribution of words like
‘I depends on who utters it and similar rules can be written'you’, ‘she’, ‘now’,
‘tomorrow’, ‘today’, and analogous expressions. Given pineperties discussed
in the previous chapter, indexical uses seem to share wétriggive pronouns an
interpretative property similar ttentification DependencyThat is, the under-
standing of the utterance below depends on the identificatiahe referent of the
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pronoun.

(13) Thiago Galery introducing himself to an undergrad studetim your
backup tutor’.

The understanding of the utterance above attributes totaicedentified person,
who happens to be speaking, the propertypeing a backup tutor However, in
the definition ofldentification Dependencthe salient individual must be classified
as belonging to a certain kind. As mentioned in the previagtien, one could
imagine a scenario where someone sees an object movingasatrin fthe sky and
utters ‘It's a bird... It's....a plane.... Ohh no...It's@rman’, where ‘it’ refers to
the same entity throughout, even though the concepts uselddsify the object
change. Examples like this motivate the idea that at leasiescases of deictic
pronominal interpretation doot require the notion oidentifying as CwhereCis a
place holder for some concept, used in the definitioldentification Dependency
Or else, these cases do involve such a notion, but the cotttapperforms the
necessary identification is highly general, liK@TERIAL OBJECT or PERSON |
will refrain from commenting on these issues until the nesiof individuation and
identification are properly discussed in chapter 3. For netwis assume that the
first interpretative property of indexical uses of pronoisia more basic, possibly
disjunctive, form of identification dependency, namely:

Identification Dependencfindexical): Deictic or Indexical uses of pronouns de-
pend on the identification of an object as a bare particulas@n entity that belongs
to a very general kind (e.@IATERIAL OBJECT Of PERSON.

There are two ways to understand what the necesdantificationin the defi-
nition above does. On the one hand, one could claim that thdstbemselves (not
the hearer) identify the relevant object in the contextndake non-intentionalist pic-
ture mentioned in the previous section. Consequently,ubdleeace does not need to
knowwhothe pronoun picks outin order for information to be expredgséontague
1970a; Kaplan 1977, that is, condition (E) on singular tmgkin the previous sec-
tion, does not govern the level of information determinedriexical uses). On
the other hand, one could say that the notion of identificatsocommunicator-
based, that is, in order for information to be expressedh#dser must knowho
the pronoun picks out (indexically induced thoughts woubéy condition (E) in
the previous section). Besides its intuitive appeal, tbhsifion might be motivated
by certain differences between utterances that are trugeilsdame circumstances.
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As Frege (1967, 1948, 1956) observes, the thought constiuketermined by in-
dexicals display a peculiar form abgnitive significanceFor example, Anna, an
undergrad student who is addressed by my utterance of ‘I'or ackup tutor’
(i.e.(13)) may learn something new, whereas an utterantéhefUCL pragmatics
backup tutor is the UCL pragmatics backup tutor’ does nairimfanyone of any-
thing, even though this utterance and (13) have the samecartditions (in the
actual world / current time, say).

There are many proposals in the literature in support of eat¢he two ways
of understanding the mechanisms responsible for iderttdicgon the words as
individuators side, see Kripke (1972); Kaplan (1977); SainiLl986), on the com-
municator or Fregeasensess individuators side, see Perry (1977); Evans (1982);
Wettstein (1986), among many others). | will not review tb@troversial topic
here, although the discussion in chapters 2 and 3 arguelddatter position. On
more neutral grounds, one could argue that whatever the wioidentification in
indexical uses is, it must beon-descriptive This can be attested by the following
contrast, pointed out by Kripke (1972).

(14) a. A person pointing at Pél the great Brazilian football player in the
50s and 60sHe could have been Argentinian.
b. Someone utters out of the bluEhe best football player in the 50s and
60s could have been Argentinian.

As Kripke (1972) observed, (14)a asserts that the histoth@fworld could have
been such that Pelé - the best football player in the 50s 8ad #/as born some-
where in ArgentinaBut in addition to this reading(14)b can convey that the history
of the world could have been such that an Argentinian, difiefrom Pelé, is the
best football player in the 50s and 60s. In order to captueepiiesence of this
ambiguity? in (14)b and the lack of it in (14)a, a distinction between resgions:
referring or singular vs. descriptive or general has beepgsed. An argument
for this distinction can be schematically represented Hewis (see Kripke 1972,
48-49, 71-77):

(15) Modal argument

a. Premise 1: If an expressiemnliffers from an expressiogr in terms of
modal behaviour, they belong to different classes of exges(e.g.

3Note that this ambiguity can also be observed if we replaeerthdal operator by other scope
taking elements, such as negation. However, the notiongafity does not coincide with that of
scope, because scope is understood as relative to othex taddpg elements in the sentence and
rigidity is not a relative notion.
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referring vs. descriptive) (assumption) .

b. Premise 2: Pronouns and definite descriptions differmsef modal
behaviour (motivated by the examples in (14)a and (14)b).

c. Conclusion: Pronouns and definite descriptions belondifterent
classes (types) of expression.

In the first premise, two expressioaande* differ in modal behaviour if and only
if one of them designates the same individual in every péssiorlid (i.e. ways
the world could have been) and the other does not. KripkeZ)18&lls the for-
mer kind of expression &agid designator His point is the following. The con-
tent expressed by an utterance corresponds to the utt&raossible world truth-
conditions When we embed pronouns and definite descriptions underlropda
ators, the resulting utterances express different moded\beur: the first arguably
select the same individual across worlds, while the latecsedifferent individuals
according to different worlds. Therefore, these expressinust be distinguishéd
The following property, which Kripke took to hold of lexic&pes, seems to be
motivated.

Rigidity. Deictic pronouns refer to the same entity in every possitddd/situation.

Finally, let us consider issues of existential order. Sgeddallucinate a person
in front of me and say ‘He has a funny hat’, whilst pointingtte tllusory man. Have
| conveyed information or have | conveyed nothing at all? By empty cases of
deixis carry no information and thus the following propestyleictic interpretations
has been proposed:

4Kaplan (1977) laid out a machinery that is able to capturectiwributions of indexicals that

roughly correspond to the intuitions invoked by Kripke'gament. The gist of the proposal follows a
strategy originally pursed by Kamp (1971), namelguble-indexingltinvolves the assumption that
a given parameter (possible world) figures twice in the fdrdescription of the utterance content
(sentences relativised to contexts). Kaplan distingu@isive relevant aspects of semantic evaluation:
the context of utterance, modelled as a set of parametechviitludes the actual world, and the
circumstance of evaluation, modelled as a set of paramefgich includes a possible world slot
(not necessarily restricted to the actual). The linguistEaning of indexicals (characters) is then
modelled as functions from contexts to contents, the ldg#ng functions from circumstances of
evaluation to truth-values. Since the context only inchithes actual world, pronouns only refer to
entities (who are speaking, being addressed, or demaogd}iatthe actual world. This content then
is evaluated for truth or falsity against a circumstancevafugation. This guarantees that pronouns
refer to the same thing in different worlds, i.e. they arédridesignators. Descriptions on the other
hand are not restricted to select their referents from tinéest set and can pick out different entities
according to parameters in the circumstances of evaluation
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Non-emptinessThe content of utterances containing indexicals dependb@ex-
istence and individuation of the objects they refer to.

The definition above roughly corresponds to the constrajt gn singular
thinking stated in the previous sectioDependence on existengeans that if the
referent of an indexical does not exist, the utterance wit@ecurs does not have
any content. This rules out the empty case just considerea, iependence on
individuationmeans that the content of utterance containing an indeisigadlivid-
uated according to the individuation of its referent, anctlvee could either say that
words themselves are individuators or that communicatgesits/senses are. It is
worth noting that a circularity emerges at this point. Nonpéiness is supposed to
be a metaphysical aspect of indexical content, but it drgyes@an epistemic notion,
namely,individuation(i.e. objects are individuated by cognitive agents), irdé§-
nition. Rather than solving such circularity, | will assumeneta-property, namely,
Content singularitywhich states that utterances containing indexicals esgsa-
gular (i.e. not descriptive) content about a contextuadljesit entity (i.e. the sum
of Identification Dependendyndexical),RigidityandNon-emptinessvhatever the
best way for these to be understood is).

On the basis of this property, one can conclude that indexszs of pronouns
differ from descriptive uses. One way to see this is the Yailhg: if the referents
of deixis do not exist or cannot be individuated, it could bguad that nothing is
expressed. In this picture, if both speaker and hearer diadite the referents of
deixis, no information is expressed, becaG@smtent Singularitys violated. Now,
like pronominal deixis, identification-based descriptiméerpretations require an
individual to be individuated (under a kind), but they do notnmunicate content
about any specific individual. Thus, if speaker and hearudiaate an individual,
which is classified under the same concept in the context, ithmould be argued
that some form of descriptive content is communicated @escriptive cases are
not constrained by ontent Singularit§). In conclusion, deixis and identification-

based descriptive uses seem to be constrained by diffevatédual requirements
6

5In other words, like violations of epistemic constraints singular content, the violation of
metaphysical constraints may characterise the conterariexqb by the utterance dgscriptive

5As will emerge in chapter 2, | assume an intentionalist petf reference. Thus, | would be
prepared to bite the bullet and say that in cases where spaadtdearer jointly hallucinate an object
or experience virtual reality, say, singular or descriptbontent can be communicated (as long as
the hearer figures what is intended by the speaker).
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This asymmetry poses a challenge for accounts of pronorteipretations.
How can pronouns express descriptive readings in certaitexts but singular ones
in others? From a meta-theoretical point of view, a unifiegbtly is preferable.
Now, if we take a look at Kripke’s argument above, its condosstates that pro-
nounsmustbe different from descriptions because of their modal bethavimpor-
tant consequences follow from this. If indexical uses cgmsiegular interpretations
in virtue of the linguistic rules they encode, the descvptnterpretations reviewed
in the previous section (and others to come) cannot be exgaasolely in virtue of
their linguistic meaning.

Two ways of accommodating this consequence are worth mrengoFirst, one
could say that the pronouns are ambiguous between lexpas that govern singu-
lar and descriptive readings. The desired explanatoryaatiéin would be lost. Sec-
ond, one could claim that the indexical uses are governetddijrtguistic meaning
of pronouns, while identification-based descriptive pramowould be accounted
for by rules governing cooperative communicative behavithe level of Gricean
conversational implicatures (see Stokke 2008 for a recefetnde). | reserve a full
assessment of this possibility for chapter 2, but for now ulddike to say that
there are other descriptive uses of pronouns that seem toveerged by linguistic
rules, such as bound uses and cross-sentential deperslgdnithe assumption that
such cases exist, why cannot such rules be extended to dwmdification-based
descriptive uses? This strategy would be supported by tietfat the descriptive
interpretations reviewed in the previous section congtigwidence against Kripke’s
claim that indexical pronouns behave like rigid designabowvirtue of their linguis-
tic type (see Nunberg 1993 for the expression of such view)other words, the
modal argument may be invalid, because premises 1 and 2)mf@mot true. Al-
though descriptive uses share the identification-baseecasp interpretation with
indexical uses, the two seem to be quite different phenomeeaus now turn to
the bound uses of pronouns.

1.4 Pronominal binding

In many cases, pronouns display a form of dependency thaffésesht from that

of deictic interpretations. Instead of picking out a saliedlividual in the context,
the interpretation of the pronoun depends on another esipres the neighbouring
linguistic environment. Consider:

(16)  John thinks he is smart.
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a. John thinks John is smart.
b. John thinks Bill is smart.

The utterance in (16) has two possible interpretationswdrexe the pronoun refers
to a salient individual in the context, (16)b, another wheeepronoun i9soundby
an antecedent expression, such as ‘John’ in (16)a. The b@auting is usually
represented by sameness of index (e.g. Jahimks he is smart) and the non-
dependent reading by different indices. Dependency helieates an asymmetric
relationship: the bound pronoun depends on an antecedienbifider) in order to
establish its interpretation, but not vice versa. Natumshhers usually indicate this
relationship, but letters or any other symbol to achieve tual could be uséd
Here | take these symbols only to indicate ghnigna facieintuitive relation between
expressions.

For my purposes, it is interesting to see whether bound prosmconvey de-
scriptive or singular interpretations, hence siding wither the descriptive or in-
dexical interpretations reviewed previously. The exangtieve, however, cannot
illuminate this issue, for it does not rule out the followipgssibility. The proper
name ‘John’ is used to refer to a particular man in the coraegtthen the pronoun
is just used to refer to the same entity. In short, there ikingtthat blocks (16)a,
which we would describe as an instance of binding, from basgimilated to cases
of indexicality (as the reading in (16)b may be). In whatdualk, | will look at en-
vironments where the claim that bound pronouns result fromatdental reference
with their antecedents seems to give the wrong predictioasiely, dependencies
in complex antecedents and dependencies in ellipsis sBeth raise some rep-
resentational properties of binding that underlie the dementary distribution of
pronouns and reflexives; to be examined immediately aftetisva

The first environment in which theescriptivenature of bound pronouns can be
attested emerges when we consider utterances with compiesealents (as pointed
out by Geach 1962). Consider the examples below:

(7) Binding by quantificational antecedents.

a. Everylawyer believes he is smatrt.
b. No mother thinks she is wrong.

"Note that in the Chomskyan tradition, (Chomsky, 1981 ; Heih ratzer, 1998; Biiring, 2005;
Elbourne, 2005) the use of numerals as indices distinct framables paves the way for a distinction
between syntactic and semantic bindingyduloa specific understanding of these terms.
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The examples above have a reading where the pronoun doegpehdion any
antecedent (‘he’ refers to John and ‘she’ to Mary, say) asagghe bound reading.
The former will not be considered. Now, if pronominal binglireduced to referring
to whatever the antecedent refers to (see Evans, 1977)aies @above would be
difficult to explain. In the case of (17)a, the best candidiat¢his alleged reference
relation would be all the individuals belonging to the selanvyers (in the model).
However, this misses an important point. (17)a does notespthat all lawyers
think of themselves (as a collection) to be smart. It rathgresses that for each
lawyer, that lawyer thinks he is smart (and may be sceptivalibthe smartness of
other lawyers). Things are even more complicated for (1Tjie antecedent ‘No
mother’ does not refer to anything, so how can the pronourobeferential to it
82 Still, what is expressed by this second utterance is sitfaigvard: there is no
individual such that this individual is a mother and thinksdelf to be wrong.

These examples highlight an important interpretative ertypof bound uses;
one which is one of the hallmarks Descriptivenessnamely:

Co-variation the interpretation of the pronoun co-varies with anothxg@ression in
discourse.

If bound pronouns co-vary with other expressions in therattee, no proposi-
tion about a specific entity (i.e. a singular propositiongxpressed. In short, the
presence o€o-variationentailsDescriptiveness

In addition to environments containing complex quantifmadl antecedents,
the idea that binding reduces to coincidental co-refereraebe rejected, when
we consider evidence from VP ellipsiA (indicates unpronounced but interpreted
material, * ungrammatical/infelicitous utterances, atrtkethrough reconstructed
materialy. Consider:

(18) John saw his sister and Bill dily, too.
a. Johnsaw his ;. jonns Sister and Bill did seehis——zmmsSister, too.

(strict)
b. John saw his ;. jonws Sister and Bill did seehiss——szrsSister, too.
(sloppy)

c. John saw his ;. andrews Sister and Bill did seehiS=—amarensSistef,

too. (identical deictic)

8Evans (1977) replies by assuming that the pronoun referetempty set.
9Focus can also be used to illustrate the same point, sead3{2005).
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d. *John saw his ;. andrews Sister and Bill did seehiss emra=sSister,

too. (different deictic)

According to the view that pronominal binding amounts toesaghere the pro-
noun refers to whatever the antecedents refer to, samehiesisoes does not entail
any structural constraint: it just indicates that two esgrens co-refer in virtue
of the context, say. This assumes that linguistic infororats completely neutral
with regards to the pronoun’s referential possibilitigse pronouns would induce a
variable like entity that could refer to anything in prinigp

On the assumption that ellipsis is an operation where sangelitic material
is unpronounced but still interpreted, it is natural to téke reconstruction of the
elided fragment as having the same interpretative poggbihs the material it de-
pends on (against this claim, Fiengo and May 1994 argue &idia that ellipsis
targets co-arguments). Now, if the copied structures wese tb refer to anything,
the interpretation in (18)d would be possible. However, ti@rance of (18) cannot
give rise to it. Thus, many have assumed that binding caneoti;nbe a by prod-
uct of ‘accidental’ co-reference. Rather, binding seemexjgloit some structural
configuration between antecedent and pronoun which VPsdlip sensitive to. On
the basis of this claim, one could ask: under which condgticem a bound pronoun
co-vary with its antecedent? Consider the following bigdoossibilities:

(19) a. Johploves himsel.
b. *John, loves him.
c. *John, thinks Petey despises himself
d. John thinks Petey despises him

The pattern above is usually referred to as ‘the complermgdiatribution’ of pro-
nouns and reflexives. It indicates that some antecedentcaessible for binding
purposes depending on the type of pronominal expressiam@pin or reflexive
pronoun). This motivates the following interpretative pecty:

Accessibilitybinding): Certain expressions/representations cangeantecedents
for (bound) pronouns, while others cannot.

As for the binding possibilities above, it seems that whete expression is
accessiblaas a binder of a pronominal depends on the position it ocsupisome
form of structure. In other words, the complementary distiion of pronouns and
reflexives is one of the early evidences for the commonly Beklimption that lin-
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guistic representations are structured. Tree-like rgmtasions are one way to cap-
ture such structure, allowing the definition of constraimsthe binding between
pronouns and their antecedents, as illustrated below (Iangwa toy phrase struc-
ture loosely based on an old labelling system of transfaonat grammar, where
sentences, verb phrases and noun phrases are represethteid tgrresponding let-
ters. For the sake of simplicity, many important nodes,te@se, complementiser,
have been omitted):

(20) Tree structure | S

/\
NP[John] VP

N

V[loves] NP [himselfi/*him]

(21)  Tree structure Il S
V[thips
NP[PmP

T

V[despises]NP[himself ., /him,3 ;]

The point is quite simple. Based on these structures, it it @asy to see
that, in English, reflexive (‘self’) pronouns require a @oantecedent, whereas the
accessible referents of non reflexive pronouns cannot beltise.

In the tradition of generative grammar (Reinhart, 1976; iGkky, 1981), the
distribution between pronouns and reflexives motivatestiteon of c-commang
which was then used as one of the ingredients for capturitgtagra of phenomena
related to linguistic structure. Loosely following Reimh@l976), a tree nodA c-
commands tree nodd if and only if: (i) A is a different tree node from, (ii) A
does not dominatB andB does not dominaté, and (iii) the first branching node
dominatingA also dominateB. Dominationoccurs under node motherhood: if tree
nodeA hasB andC as daughtersh dominatesB andC. It is also transitive: ifB
hask as daughter and dominated3, thenA dominate<.
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In our tree structures above, all potential antecedents N#s ‘John’ and ‘Pe-
ter c-command the pronouns. We go up one node from the NP awa ¢h the
other direction in the tree as much as we like and we find thes tiodt could be
occupied by ‘him’ or ‘himself’. Thus, although the notion ®command captures
some hierarchical relation between antecedent and profiearember, binding is
asymmetric) it is nosufficientfor explaining the complementary distribution al-
luded to. In the generative tradition, this theoretical dathwas met by principles
that invoked the notion of c-command in their formulationll&wing Buring (2005,
ch. 1), the general format of such principles is:

General Form of Binding TheorAn expression classnust (or must not) be bound
by ac-commandingor expression classvithin its domain.

Expression classncludes pronouns (e.g. ‘him’), reflexives (‘himself’),&R-
expressions (i.e. full determiner phrases, such as ‘somé fttaat girl’ or ,'John’).
Domain would be a part of the whole structure which binding prinegpkeem
to be sensitive to: it aims to capture a notionlotality with regards to possi-
ble antecedents. In tree structure Il, our toy tree labgBimggests th& (sentential
clause) might be a binding domain, but a more minimal camestit containing tense
information may be better suited. This allows the defingiofprinciples such as:

(22) Binding Principles (Chomsky, 1981)

(A) Ananaphor (e.g. ‘himself’) must be bound in its bindingndain.
(B) A pronoun (e.g. ‘he’) must not be bound in its binding doma
(C) An R-expression (e.g ‘John’) must not be bound.

Rather simplistically, the binding principles correspdadhe generative grammar-
ian’s way of capturing théccessibilityproperty of bound pronout. It is by no
means th@nlyway (see Pollard and Sag 1992 and also Kempson et al. 200h; Can
et al. 2005 for alternatives).

The take home lesson that | would like to draw attention tdnis.tThe com-
plementary distribution of pronouns and reflexives, whiattimatedAccessibility
necessitates some form of structured representation tia&rlies not only binding

10 do not intend to debate on the most appropriate noticexpfessionor domain to be used in
the formulation of the principles nor on the status of theseciplesvis-a-visthe grammar architec-
ture. For example, Chomsky (1995) proposes that the piteeghould be explicable in terms of the
lexical properties of the expressions (pronouns, reflexivexpressions). Some have argued that
the binding patterns follow from more genepeinciples of economgReinhart and Reuland, 1993;
Fox, 2000; Levinson, 2000).
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possibilities above but also the interpretation of VP sipand a variety of other
phenomena. In order to capture this structure, the Chomskyed tree structures
to define the notion of-commandnd formulated the binding principles using this
notion. These offer some characterisation of the struatnderlying linguistic rep-
resentations. Note, though, that trees themselves are not properly igagand
are rather presupposed) by these theoretical elementp&pexplanation of tree-
structured representations will emerge in chapter 5. Withe properties of bound
pronouns in mind, let us now compare such uses to the prombunges reviewed
in previous sections.

From the discussion in this section, it is clear that bourebwse more similar
to identification-based descriptive uses than indexicas uis virtue ofDescriptive-
ness This was supported by the fact that bound uses co-vary \thigr @xpressions
in the utteranceo-variation). However, this is what also makes bound uses dif-
ferent from descriptive uses. The latter do not seem to cp-wéh anything in
previous discourse, nor seem to be subject toAtbeessibilityconstraint that gov-
erns bound pronouns, which exploits linguistic structurauailable in the case of
identification-based descriptive pronouns. On the otheadhbound pronouns do
not seem to displaldentification Dependen®@s descriptive pronouns do. Some of
these claims will be revisited in the last sections of thigatlr. Still, the conclusion
is that all the pronominal uses reviewed so far seem to bmdigthenomena. Let
us move now to the interpretative properties underlyingoumiol dependencies (i.e.
donkey pronouns).

1.5 Donkey pronouns

Donkey pronouns constitute a linguistic phenomenon wheeepronoun depends
on an antecedent, but the nature of this relation cannotdily explained in terms

of pronominal binding (as described in the previous segtiorhe term ‘donkey

pronouns’, which I will use throughout and interchangeahith ‘unbound/cross-

sentential dependency/anaphora’, is an alternative tedogy and was introduced
in the literature'? due to the enormous quantity of examples involving donkags,
illustrated below (see Geach 1962; relevant dependenciasldface):

(23) a. If afarmer owna donkey, he feedst.
b. Every farmer who owna donkeyfeedsit.

For the moment, | am neutral with regards to whether stredtere is syntactic or semantic in
nature.
2pdditional terminology includes ‘E-type pronouns’ (Evan877).
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c. Afarmer boughta donkey. He feedst.

Above, the interpretation of the pronoun ‘it depends ondhtecedent ‘A don-
key'. Intuitively, the pronoun seems to co-vary with its ecgdent. For example,
(23)b conveys that the donkeys which are fed covary with #mmérs who own
them. Thus, like pronominal binding, donkey pronouns d@ig@o-variationand
therefore also displapescriptiveness

Despite the similarities between donkey and bound pronatesformer can-
not be so easily reduced to instances of the latter. As redew the previous
section, an explanation of the complementary distributibfibound) pronouns and
reflexives (i.e Accessibility depends on some structural configuration between an-
tecedent and pronoun within the sasteictured representationin the framework
of generative grammar (Chomsky, 1981), accessible bivdeud have to occupy a
node that c-commands the node where the pronoun sits. Ib,(23Jonkey’ occurs
in a relative clause that modifies the subject. This meartsthigafirst branching
node that dominates ‘a donkegbes notdominate ‘it’: there is no c-command re-
lation. The example in (23)c illustrates this more dranadlyc for the dependency
occursacrosssentences. According to Chomsky (1986), grammar can benhpug
described as a set of rules (comprising an I-language) edlfrom the stimuli pro-
vided by a specific linguistic environmentoduloa universal set of constraints (a
Universal Grammar). For him, the rules of this I-languagelamited to the gener-
ation of well formedstrings This assumptiof® together with the assumption that
pronominal binding involves structural configurations atdsed by the grammar
(see previous section) precludes the cross-sententiahdepcy in (23)c from be-
ing governed by grammatical principles and must be diffefem that of binding
proper.

The last point can also be made in frameworks different fremegative gram-
mar. For example, if we attempt to treat the formal propsmielanguage by trans-
lating a fragment of it into first order predicate logic (seeaGh 1962 for an at-
tempt and an appraisal of the limitations involved), the sgmoblem would arise.
The first string of (23)c would translate as:{ 3y (farmer(x) A donkey(y) A
owns(z,y))] and the second a5 eeds(z,y)). In the second formula the variables
occur free and in principle could not be bound by the quansifi©f course, one
could stipulate that quantifier scope has been extendedhisutannot be a matter

3Note that it is perfectly possible to reject a string basetwof grammar even within the gen-
erative tradition, see Buring (2001) for the idea of disseutrees. The grammar model eventually
adopted to describe the data raised by descriptive pronaamsely, Dynamic SyntaXKempson
et al. 2001; Cann et al. 2005, described in my chapter 5) tiefsram this string-based view.
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of stipulation; we want a principled mechanism that can antdor the conveyed
readings (see Kamp 1981, for an explanation based on theéhdeaneanings are
updates of representational states).

These remarks suggest that donkey pronouns do not relateitcantecedents
in the same way as bound pronouns do. Three environmentenagrthis claim
(i.e. that donkey pronouns do not displagcessibilitybinding)). Consider:

(24)  Negative quantifiers
a. No lawyer thinks he earns enough.
b. *No lawyer earns enough. He does work, though.

(25) Incremental and (occasionally) maximal interpretations

a. Adonkey thinks it is happy.
b. If afarmer feeds a donkey, it gets happy.

In (24), the quantifier ‘no lawyer’ can be an antecedent fooana pronoun but not
for a donkey pronoun. Moreover, in (25)a ‘it’ seems to havistextial force, that
is, conveys thathere is an individual that is a donkey and thinks to be hapige
utterance could describe a situation where not all donkap& they are happy. In
(25)b, on the other hand, ‘it' seems to have universal fdtes,is, it is interpreted as
all the donkeys a certain farmer feeds get happlyis asymmetry was prominently
noted by Evans (1977) and Cooper (1979) and it suggests tewetated points.
The first concerns the cardinality of the interpretatiornuicedd by the dependent
pronoun. In bound cases, the pronoun seems to be entiregrgey by the quan-
tificational force of the antecedent (‘it’ in (25)a is integped as some donkey via
guantifier binding). In cases of cross-sentential anaphioegoronoun, although de-
pendent on antecedents with certain quantificational fonzs/* express readings
about the maximum number of entities in the relevant setifiaimal or universal
readings: ‘it’ in (25)b is interpreted as all the donkeys|figch certain farmer). This
is yet another reason for rejecting the naive translatidinshorder predicate logic
suggested a few paragraphs above. If donkey pronouns waralliy existential
quantifiers, this interpretative effect could not be acdedffior. The second point is
related to the incremental nature of donkey pronouns (destas ‘e-type’ effects,
after Evans 1977). While the interpretation of bound usesnst® rely solely on
that of their antecedents, donkey pronouns seem to packod ilokormation from

14They must not express such readings. Consider: ‘If a farmves@ donkey and beats it, he will
be prosecuted’ (Breheny, 1999). Here, ‘it' depends on ‘akégh but it does not seem that all the
donkeys must be beaten in order for their owner to be prosdcut
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previous discourse, that is, ‘it in (25)b is not only integped aghe donkeybut ac-
tually the donkey which is fed by a certain farm&wvans (1977) and Cooper (1979)
account for these properties by postulating that donkegqaros are disguised defi-
nite descriptions (i.ee- or d- typetheories of unbound dependencies), which under
certain theories (e.g. Russell 1905) are maximal quardifieMany have built on
this proposal (e.g. Neale 1990; Heim 1990; Elbourne 2005).

Thus, it seems that donkey pronouns cannot be reduced talloases because
they differ with respect to how their antecedents are adales©ne could go further
and argue that donkey pronouns do not related to their asit@te in any formal
way, but this would be a hasty conclusion. As early as Po$889), the following
type of example was used to illustrate that the relationéen donkey pronoun
and antecedent are rather intricate:

(26) a. Every manwho has a wife should bring her to the party.
b. #?Every married man should bring her to the party (intdmdading: as
(a) above).

(27) a. Followers of McCarthy are now puzzled by his intemsi¢from Postal
1969, 213).

b. #?McCarthyites are now puzzled by his intentions (inéehiebading: as
(a) above).

Such cases motivate the following argument. If there weréonoal relation-
ship between antecedents and donkey pronouns, the ugsrem®) could be used
to express what the utterances in (a) do. Since the conseqguins conditional
statement is not true, there must be a formal relationstipden pronoun and an-
tecedent (known ake formal link conditionafter Kadmon 1987). The first attempt
in the literature to capture what this formal relationskipeames from Postal (1969),
below:

Anaphoric Island ConstraintAn anaphorically dependent pronoun must have: (i)
an overt NP antecedent (ii) that is not part of a word.

15For Russell, the meaning he F is Gecorresponds t@z (F(z) A Vy (F(y) — x =1y) A
G(x)). This formula contains three different assertions: (i} thare is an F (Existence), (ii) that
at most one thing is F (Uniqueness), and (iii) that evengthiivat is F is G (Maximality). Strawson
(1950) followed up by arguing that some of these componéimgueness) should hold at the level
of what the utterance presupposes rather than asserts.|l@rare (2005) for an updated version
of the Strawsonian position.
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Condition (i) of the constraint is meant to rule out (26)b aoddition (ii) (27)b.
Note that Postal’s constraint also applies to bound casewekbr, bound uses ad-
ditionally require ac-commandin@ntecedent, whereas donkey cases do not. This
goes to show that th&ccessibilityfeature seems to belativeto the kind of depen-
dency. Bound pronouns require accessible antecedentedbait in certain posi-
tions within the structure of the string itself. Donkey pooims require antecedents
that are less stringently described. In conclusion, botinda@and donkey uses seem
to displayAccessibility although the ways in which antecedents are available are
specific to each case. Whether Postal’s anaphoric condiraires in the right char-
acterisation of théccessibilityproperties of donkey pronouns will be discussed in
the section on the extended properties of identificaticsetialescriptive uses and
in chapter 3.

At this point, the properties of donkey uses should be coeth&w the other
pronominal data reviewed previously. Like bound pronodlosikey cases are sim-
ilar to identification-based descriptive cases in virtu®etcriptivenessHowever,
the similarities seem to stop here. On the one hand, ideattdic-based descrip-
tive uses do not depend on any antecedent in previous dssosimply because
there is not any. On the other hand, donkey cases do not sedepémd on the
identification of an individual in the environment or cortéx a broad sense of
the term (a property that indexical and identification-lbedescriptive uses might
share). As the examples in (26) and (27) indicate, donkegquos might depend
solely on a linguistically given antecedent. Thereforéuke assume for now that
donkey pronouns and descriptive pronouns that rely onisig@lut a contextually
salient object are different phenomena. This tentativeelesion will be revisited
in the section on the extended properties of the data. We nowtd other cases
that might be similar to descriptive uses, hamely, genegno@uns.

1.6 Pronouns and generics

There is another phenomenon that might be similar to dasa&ipses of pronouns:
genericity. In some generic uses, the pronoun is intergrasea bare plural noun
(Carlson, 1977). Nunberg (1993, 12) compares some degeripterpretations of
‘we’ to uses which Carlson (1977) analyses as bare plurats.ekample, in the
same way that in (28), below, ‘we’ can be interpretedvasnen O’Connor’s use
of ‘we’ in (2), reprinted below as (29)a, can be interpretsdienerican Supreme
Court JusticesThat is, the same bare plural construction that seems todialble
for the generic use, below, also could be used for the des&ipase. Consider:
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(28)  Generic Use

a. Said by a womanwWe contract less diseases than men (based on Carl-
son 1977).
b. Women contract less diseases than men

(29)  Descriptive uses as generics

a. US Supreme Court O’'Connor sayinge might have been liberals
(Nunberg, 1993, 14-15).
b. American Supreme Court Justices might have been liberals

The idea is this. Since pronouns can be used in generic satsroonveying
bare plural interpretations, as in (28), the descriptive & descriptive uses might
result from a similar interpretative process, as suggeastéb). Although to some
speakers (Robyn Carston, personal communication) thenvaioon in (29)b does
not quite capture what is expressed by (29)a, we must eeathatapproximation
between generics and descriptive uses from a theoretaradgbint. In order to do
so, we must first understand what generics are, besides be@sgthat can convey
bare plural readings.

Essentially, generic statements express certain gesatials. The speaker of
(28) seems to express thet general] women contract less diseases than men. Sim-
ilar expressive power can be attained by uses of adverbsasuetsually’, ‘gener-
ally’, or, better yet, ‘roughly’. Adding any of these to therngric statement above
would not change its truth-conditions. Such generalisatidiowever, are not so
easily captured in terms of quantification. The stateme(@&) is true even though
not all women satisfy the predicate: some of them might emtdiseases quite
easily*®. In short, the relevant generalisations are immune to eswxamples and
seem to be connected to certain stereotypical propertidseaklevant individuals
or kinds, as, for example, women’s tendency to take better @ktheir health, diet
and well being. This is supported by the observation thategeity is connected
to ‘well-established’ or ‘essential’ properties. Consitlee following example (at-
tributed to Barbara Partee by Carlson 1977):

(30) a. The coke bottle has a narrow neck.
b. ?The green bottle has a narrow neck.

%In many cases, the relevant generalisation does not seeenttoebof most members of a class.
For example, the generic statements ‘Mosquitoes carrasése might be true even though only 25
% of mosquitoes carry diseases.
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In (30)a the generic reading is quite salient, whereas inb(3® seems that the
speaker is talking about a unique bottle. Thus, the first gmgphat generic uses
seem to display is:

Expressive GenericityGeneric uses express generalisations about the relevant i
dividuals or kinds that seem to be immune to certain countamples and are
connected to stereotypical or well established properties

The definition above suggests another property of genefiosy can be used
to refer to either individuals or the kind to which they pértaThe two forms of
reference are described as individugttage level generics (Carlson, 1977) or I- vs
D- generics (Krifka, 1987). Consider the pronominal/bdtegd uses below:

(31) Reference to individuals or kinds

a. They pointing to tiger§/Tigers are striped.
b. They pointing to tiger§/Tigers are extinct.

In (31)a, ‘they’ or ‘tigers’ refer to the individuals that loeg to the kindtiger
and predicates that they are striped. In (31)b, this formetdrence is not possi-
ble: it is not the individuals that are extinct (they can ob&/dead), but the kind
itself, tigernesssay, that cannot be found around the globe. Now the kinabiten
ability of generics has a lot of interesting features. Toibegth, establishing the
relevant kind does not depend only on the encoded informatidhe noun (e.g.
‘tiger’) or the concept that emerges in the perceptual egpee (e.g.TIGER). For
example, in the generic interpretation of an utterance @jems are extinct’, the
speaker might not convey that all tigers are extinct, butdrsb-class of tigers, say,
Caspian tigers, are (these are taxonomic readings acgaiaidrifka 1987, which
has strong similarities to the process of enrichment olowang in the post Gricean
pragmatics literature, see Sperber and Wilson 1996; Rack®@3; Carston 1997,
2002). Moreover, the kind-denoting and individual-dengtgeneric statements
have different entailment patterns. For example (see Qadsd Pelletier 1995),
on individual denoting interpretations, if ‘Caspian Tigare on the front lawn’ is
true, so is ‘Tigers are on the front lawn’ (e.g. a set to sugtersHowever, kind-
denoting interpretations have the reverse entailmeneipeitif ‘Tigers are extinct’
is true, so is ‘Caspian Tigers are extinct’ (e.g. set to st)bSeéhus, the following
property is motivated.
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Reference to Individuals or Kind&eneric statements can refer to either individuals
or kinds, each of these having different entailment pastern

Finally, generic statements seem to be associated withniafiton conveyed
by tense. That is, the expressed generalisations seemde ouer a significant
number of instances. If the utterance used describes afispa@nt (i.e. episodic
utterances), a generic statement cannot be made. Cortsedsaritrast below (Carl-
son and Pelletier, 1995, 12):

(32)  Episodic utterancesThe/An Italian/Italians/Luigi is (are) drinking wine
with his dinner.

(33) Non-episodic utteranced he/An Italian/Italians/Luigi drink(s) wine with
his dinner.

Generic reading of the utterances in (32) are not possilliere@as generic read-
ings of the present tense utterances in (33) are. The follpproperty seems to be
motivated.

Event Neutrality Generic statements can only be made by utterances thattdo no
describe specific eventualities or situations.

The two sets of examples above also illustrate that gentaiersents are rel-
atively neutral with respect to the type of determiner usgldrals, definites, in-
definites and proper names can convey similar readings. cbhilsl be formulated
as a separate property knownsterminer Neutralitybut | would formulate this
here for a simple reason. Given the properties of genendgswed in this section,
namely,Expressive Genericity, Reference to Individuals or Kindd Event Neu-
trality, generic and descriptive interpretations seem to be qiffegeht phenomena.
The descriptive interpretations in section 1.2, do not seeexpress generalisations
that are immune to counter examples, denote kinds, nor arteahgvith regards to
the eventualities described by their utterances. We will neve to an assessment
of the relationship between identification-based desesptses and metonymy.
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1.7 Descriptive pronouns and metonymy: preliminary
remarks

Given the indirect relationship between the individuales#l in the context (e.g.
the footprint) and the interpretation (e tpe footprint makey, identification-based
descriptive pronouns bear strong similarities to metonyng hence we should
consider whether the former is an instance of the latter.gRly metonymy is ‘a
figure [of speech] in which one word is substituted for anotrethe basis of some
material, causal, or conceptual relation’ (Brogan et a@3l@juoted in Papafragou
1996, 169; square brackets mine). Typical substitutioclsde event - cause, object
- possessor, artefact - creator, concrete entities - abgraperties they exemplify.
As an illustration, consider Nunberg’s famous metonymynepie:

(34) In arestaurant, the waiter warns the cookhe ham sandwich is getting
restless. (Nunberg, 1978, 186)

Here the use of ‘the ham sandwich’ contributke ham sandwich orderdo what
Is communicated, where the culinary item and the person wtiered it would be
connected via some form of (contiguity or causal) relatibrs important to observe
that the same interpretation can be conveyed by a deseripsi® of the pronoun in
the right context. Consider:

(35) In arestaurant, the waiter warns the coolde [pointing to the ham sand-
wich] is getting restless.

Arguably, the identification of the ham sandwich providesahdience with a men-
tal representation about it (e.gHaM SANDWICH concept) that provides a gateway
to the interpretatiorthe ham sandwich ordererNote that in (34) the same thing
might occur, the only difference is that the relevant repnégtion (e.g. theiAm
SANDWICH concept) emerges via the lexical properties of the wordm‘lsand-
wich’. Thus, identification-based descriptive pronounsgldde regarded as a form
of identification-basedas opposed to lexical) metonymy.

Given the possibility of non-literal interpretations, ooeuld ask which con-
stituents in an utterance are interpreted figuratively. AsdRati (2004, 34-36)
points out, the utterance below allows for two non-literaérpretations, in (a) and
(b), respectively.

(36) The city is asleep.
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a. The inhabitants of the city are asleep.
b. The city is quiet.

Prima facig eitherargument or predicate (verb) could be, in principle, noerdl
interpretations. That is, ‘the city’ could be metonymigahterpreted as referring
to its inhabitants, as in (36)a, or ‘is asleep’ could be niterdlly interpreted as
denoting the property of being quiet, as in (36)b (to somg, &obyn Carston,
p.c., the latter seems to be more like a case of metaphor tletéongmy). If the
observation is correct, many of the descriptive uses meeatico far could be de-
scribed as behaving like proper indexicals combined toipatels that have been
interpreted non-literally. This strategy is somewhat d¢etimtuitive for many, if
not all, descriptive uses of third person singular prondack an obvious literal
interpretation (e.g. ‘Hegdointing to a footprint in the grouriddmust be a giant’,
where the context lacks a suitable referent). Descripts@swof plural pronouns
(e.g. Justice O’Connor saying ‘We might have been libeyale problematic, be-
cause even though a literal interpretation of the pronoyossible (i.ethe actual
American Supreme Court Justi¢ethe metonymic interpretation of the predicate is
unclear. For example, which figurative interpretation ofght have been liberals’
could have been intended by the speaker? Still, the assomibtat the predicate
is interpreted in a non-standard wayould work for some descriptive uses of the
first person singular pronoun, as argued by Nunberg (199S)cidcial example is
this:

(37)  Driver holding a set of car keysI’'m parked out back (Nunberg, 1995,
111).

The interpretative options are the following: ‘I’ could h&erpreted descriptively
asthe caror ‘to be parked out back’ could be interpreted, metonynhycak denot-
ing the property obeing a driver whose car is parked out badkunberg (1995)
proposes four tests aimed to show that the second optioe isght one: (i) predi-
cate coordination, (ii) apposition insertion, (iii) agneent, and (iv) substitution by
descriptions or names. Let us take a look at these tests aadsaswhether they can
be used to support the claim that the descriptive feel ohgetitterances containing
pronouns emerge from non-standard interpretations of ¢nle (based on Barrios
2011). Consider:

17) prefer to describe such cases as being non-standard thtrenon-literal, because drawing
the literal/non-literal is a theoretical matter. Ways inig¥hthis distinction can be drawn will be
discussed properly in chapter 2. As | shall argue later, rifgs@ pronouns are not cases of non-
literal meaning, but they might be classified as ‘non-staaida an intuitive way.
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(38)  Predicate Coordinatiorfjudgement in Nunberg 1995, 111):

a. | am parked out back and have been waiting for 15 minutes.
b. *l am parked out back and may not start.

Above, it seems that we can coordinate a structure whichritbescthe referent of
‘I', but if we try to co-ordinate a structure which involvelset descriptive interpre-
tation of the pronoun, the resulting utterance is infaticg. Nunberg (1995) argues
that this shows that it is the predicate that is not integaten its standard way.
Moreover, consider the insertion of appositions.

(39)  Apposition InsertionBarrios, 2011, sect. 6) guest who has not been
exposed to the weather to a parking valétn coated with ice.

a. |, the blue Chevrolet, am coated with ice (based on Mou@820
b. *I, the hostess’ husband, am coated with ice (where tlended read-
ing describes the guest’s car).

In this case, we cannot insert appositions that modifiestdredard interpretation
of the pronoun. It is interesting to note that the appositest appears to present
the opposite pattern to the co-ordination test above (afhpsee Nunberg 1993,
39-40, ex. 87-88). However, Nunberg could claim that theoafn is some-
how connected to the predicate. That is, (39)a would beprééed aslohn is the
blue Chevrolet coated with icevhere John is the referent of the pronoun and the
predicate ‘to be’ is interpreted in a non standard manner t@. be the owner of
Applying the same strategy to (39)b resultslohn is the hostess’s husband coated
with ice, which might be fine (although a bit weird) on its own and doatstmgger a
non-standard interpretation. Therefore, this choice atlsevould not be very well
suited to convey the intended reading. Let us now turn toeagest phenomena.

(40)  Agreemen{based on the Italian equivalent of ‘I'm parked out back’).

a. Said by a male Italian speakelio sono parcheggiatQ: person,sing.,masc.]
dietro.

b. Said by a male Italian speaketio sono parcheggiatay person,sing., fem.]
dietro.

Based on the contrast above, Nunberg (1995) proposes tlogvifod) argument.
If the pronoun were interpreted descriptively (similarythe interpretation of ‘la
macchinay.,,. (the car) in Italian), the predicate ‘to be parked’ would é&w agree
with it. This is invisible in languages with a poor inflectadrsystem, like English,

41



but more visible in languages with a richer system, as imaltal Since agreement
patterns with the gender of the referent of ‘I', the pronoaems to be interpreted
as an indexical, leaving the predicate to be interpreted norastandard manner
(e.g.to be the owner of a car parked out backinally, consider the test where the
pronoun is substituted by a description or name that detersrthe same object in
the context it would normally pick out.

(41)  Substitutions by descriptions and nan@samples and judgements in Nun-
berg 1995, 111-2).

a. *The key I'm holding is parked out back.
b. The man with the cigar (Mr. McDowell, etc.) is parked outhka

In this case, Nunberg argues that if the pronoun is integgrét a non-standard
way, that is, via the identification of an individual in thentext, which is then
connected to a related description, we could replace theopioby an expression
which determines a contextually salient object (the casskdyat is related to the
relevant interpretationtlfe can without any problems. As (a) indicates, this is
not possible. The only possible substitution is by an exgoesthat determines
the same referent as determined by ‘I', as indicated by (k)is $hows that the
referent of the pronoun remains constant, ruling out theipddy of a descriptive
pronominal interpretation.

At this point it is worth assessing the strategy presentefusdrirst, it is im-
portant to point out that is applies only to a small subsehefrelevant expressions
(only instances of first person singular pronouns), so elvplausible the range of
the approach is quite limited. Second, the approach is muetivby a series of tests
intended to rule out descriptive interpretations of thenprm. In this respect, the
tests face some methodological issues. If we consider m@m@es, we see that
the results they give are inconclusive. Let us begin by amisig the following
example of co-ordination:

(42)  Celebrity whose statue is at Madame Tussaudlist (located) in floor 2
and mad at the visitors/paparazzi (Barrios, 2011, sect. 6).

In this example, it could be argued that the pronoun is imétegal aghe statue of
a certain celebrityin the first conjunct and as the specific celebrity who utténed
sentence in the second, Madonna, say. The conjunctiorsteshply inconclusive.
This also seems to be the case for the apposition test. Gonsid
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(43) Said by a guest to the parking valdf the/an excellent tipper, am coated
with ice (Barrios, 2011, sect. 6).

Here, the appositive clause seems to describe the guest tidrecuthe sentence
and is an excellent tipper, but ‘coated with ice’ cannot gagde predicated of the
same individual, which triggers some sort of non standaetpmetation.

For presentation purposes, the remaining two tests willibeudsed in other
parts of the thesis. The reason for this is that they conmeotdader issues in se-
mantics and pragmatics. The agreement phenomenon meshbgidunberg seems
to reflect certain perspectival elements of language use titebcribed in the next
section (on the extended properties of descriptive prospuks we shall see there,
the tests cannot be used in an argument in the way suggesteédrinerg. Finally,
the substitution patterns that Nunberg employs are anriostaf a broadly Gricean
picture on the distinction between two levels of informatione governed by con-
ventional (encoded) information, another by norms on ccatpe communicative
behaviour. As we shall see in the argument against the nowvecsational status
of descriptive uses, chapter 2 section 2.2.2, the way Ngnbeaws this distinc-
tion (following Grice 1967) faces certain problems and leecannot be used in his
argument.

The tentative conclusions of this section is this. Dessmggironouns seem to be
quite similar to instances of metonymy, where the concegttithrelated to the in-
tended interpretation is provided visually rather thagliistically. Moreover, there
is no knock down argument against the idea that first persgukir pronouns can
convey descriptive interpretations. Note, however, thatd is also no argument
against the idea that these expressions are interpretelioadly, whilst the pred-
icates they combine with are interpreted in some figuratiag {INunberg, 1995).
These positions, therefore, stand on equal ground unthduiinterpretative prop-
erties are brought to light. Building on the review of the ppminal data and the
different ways to capture the descriptive interpretatio@ntioned so far, it is now
time to present the extended data of descriptive pronouns.

1.8 Descriptive pronouns: the extended properties

So far in this chapter, the core features of identificatiandal descriptive uses
of pronouns have been reviewed as well as a variety of othmrgoninal uses.
Roughly, descriptive uses seem to exploit the conceptugltification of an in-
dividual in the context in order to express descriptive infation related to it. Such
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information does not appear to be regulated by any gramailgtigiven structure
and rather depends on extra-linguistic processes. Bouddlankey uses of pro-
nouns, on the other hand, seem to depend on information tcat®in previous
discourse (antecedents), whose availability may be sutgjes explanation that is
grammatical in nature (i.e. structural constraints on@dent representations like
c-commandnd similar notions). In this section, we will take a lookla possible
interactions between information that emerges from elxtigutistic processes (vi-
sual identification) and linguistic structure. In doing amew set of properties of
identification-based descriptive uses will emerge.

To begin with, let us look at the relations between pronomtinading and de-
scriptive uses of pronouns. As mentioned in section 1.4ntdqaronouns require
accessible antecedents in the same utterance that occwpatiic position in a
hierarchical structure (e.g. tree representation). Rig#ex(‘self’) pronouns re-
quire antecedents that are ‘closer’ to the position of ttepun when compared
to non-reflexive (bare) pronouns. Now, given that in idecaifion-based descrip-
tive uses, content emerges extra-linguistically, we c&rtwae questions. First, can
descriptive uses be antecedents to bound uses? Secondesmiptive uses pro-
vide content for pronouns that are bound by other antecedenlhe clause? With
regards to the first question, consider a modified versiomefcar scenario (10),
below.

(44) Ann and Matt pass by a sports car with the sentence ‘I'm thatgst’
written on its windshield

a. Ann says to MattHe [pointing to the cajadores himself.
b. Mattto Ann:Yeah, he pointing to the cal believes he is better than
other people.

In this scenario, the first occurrence of the pronoun ‘hehset be interpreted
in each utterance dabe owner of the camwhich binds the reflexive pronoun ‘him-
self’ in (44)a and the second occurrence of the pronoun ‘h€44)b. In short,
identification-based descriptive uses can provide antetsdor bound pronouns
in the same way indexical uses ¢anRegarding our second question things are
more complicated. Consider:

(45)  Ann and Matt are in a wedding shop browsing through the items

¥t is important to observe that binding can target non steshd#erpretations, for example we
could imagine contexts where utterances of ‘Every flanelores hersejf and ‘Every flowey,
thinks she will win the contest’, where ‘every flower’ can be metonyniigdinked to girls with
flower t-shirts, say, or metaphorically interpreteceasry pretty gir for example.
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a. Mattto Ann:Every groom thinks his bride is worth dying for.
b. Matt to Ann: Every groom thinks *she/ ?higpinting to a wedding
dresg is worth dying for.

In (45)a, the quantifier ‘Every groom’ binds the NP ‘his bridé/e could imagine
that a similar interpretation could arise via the gesturearas the wedding dress
in (45)b. If the pronoun of choice is in nominative form (e.ghe’) the bound
interpretation conveyed by the descriptive use (hes. bride does not seem to be
possible. | tried to come up with similar examples where tbrsn of binding is
established, but did not succé&d But if we change to the genitive form (from
‘she’ to ‘his’), the bound reading becomes much more sali@his might be due
to the fact the genitive can be re-analysed in terms of defa@escriptions that need
contextual completion (Partee and Borschev, 1998), thdtigs can be re-analysed
in terms ofthe N R xwhereN is a place holder for a nominal (e.gooK, R a place
holder for a relation between the unique satisfier of thatinafrand the value of
the pronoun (e.gauthorship, andx is a place holder for a variable or an index that
can be bound or assigned to an individual. Given this stract bound reading
is possible (i.e.each groom thinks the bride of; is worth dying foj. Still, some
native speakers suggest that (45)b (with ‘his’ instead lbé"s is only marginally
acceptable. As we shall see shortly, Jacobson (2000) hasaampé& which shows
that simpler cases of descriptive uses may be bound by alaetse

Given this inconclusive result, it is worth taking a look hetrelationship be-
tween identification-based descriptive uses and otherdafrdependency; more
specifically, donkey anaphora. According to section 1.5oumd dependencies
(e.g. ‘Every farmer who owns a donkey feeds it’) seem to beenstnucturally re-
laxed than pronominal binding as they do not require an adeat that occurs in
a particular configuration in the structure (such as onelumg c-commangsay).
As before, let us ask two questions. First, can descriptses be antecedents to
donkey interpretations? Second, can descriptive usesdar@ontent for donkey
pronouns that co-vary with other antecedents? Apparehtdy, can. For the sake
of simplicity, let us consider an example which may provideaswer to the second
guestion.

(46) Dependent descriptive pronouns

®Thanks to Robyn Carston, Nicholas Allott, Dirk Bury and Mty Reeve (personal commu-
nications) for feedback. For reasons of space, examplésdmdirm this trend will not be stated
here.

45



Andy and Martha are talking about the killing of Osama Birdkea as they stroll
around Washington DC. They walk past the White House and hapdeparting
bus(relevant dependencies in bold-face).

a. Martha: So, do you think a country has the right to kill an unarmed Phan
b. Andy. Well...Every time there is a war, he [pointing to the White Hou$e
has tough choices to make.

Intuitively, ‘he’ in (46)b is interpreted athe American presidenivhich depends on
‘Every time there is a war’ (an adverbial modifier). The wdtgre communicates
that for each time a war is being waged, the American presidethat time has
tough choices to make. This shows that the identificationnoindividual in the
context can provide content, which establishes depenégmei other expressions
in the utterance. This phenomenon has been first noticeddmpsan (2000, 89):
a speaker who utters ‘Do most faculty members depositatvjing a paychegkn
the credit union?’ conveys an interpretation where the pagks co-vary according
to the faculty members. These cases (knowdeep anaphorgpdiffer from cases
such as (46) in one important aspect though. In the formerctmcept used in
the identification of the individual (e.geAYCHECK) is the one that figures in the
interpretation, whereas in the latter, this relation ignect: the concept used in the
identification (e.g.WHITE HOUSE) serves as a gateway to the concept that figures
in the interpretation (e.gPRESIDENT), making these uses similar to metonymy.
Nevertheless, descriptive uses (and also donkey and degiharma) displayCo-
variation, reprinted below:

Co-variation the interpretation of the pronoun co-varies with anothx@ression in
discourse.

If the intuitions are correct, what seems to be explainirg ¢b-variation in
this case is some sort of time (or eventuality) variable: deery war timet, the
president irt has tough choices to make inStanley and Szab6 (2000) famously
argued that in order for such bindings to occur, the relevariable (e.gt) would
have to occur as part of the grammatical representatioro@icdl form, LF) of the
utterance or as a result of mandatory processes of the lgadaaulty. Without
going into details, Stanley and Szabb seem to @ikeanmatical representations
as the outputs of (i) a rule based system that (ii) is obligabo nature. If this
strategy is pursued, pronouns would contribute at leastkimds of variables: an
individual variable (bound by quantification over indivalg, e.g. ‘Every man’)
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and a time/event/situation variable (bound by quantifacatver times, locations,
eventualities, etc; e.g. ‘every war-time’). In chapter prépose a grammar model
that can account for binding of the relevant event variabla®ptionalrules (see
Marti, 2006) that manipulate extra-linguistic content.

Going back to the first question, in addition to the fact thasatiptive pro-
nouns can depend on other expressions in discourse, theseas also provide
antecedents for donkey pronouns. Consider:

(47)  Descriptive pronouns as antecede(redevant dependencies in boldface)

a. Someone at a jazz festivaln many concerts, iche[pointing to a
saxophonkdoes not have enough power in her lungs, she rtins

b. As areply to why in certain rural parts of the country peoptertt
drink alcohol: In most villages, ifhe [pointing to a church says
something is a sin, then townspeople will aviidKlaus Abels, p.c.).

In (47)a, ‘'she’ (in boldface) seems to be interpretedha&ssaxophone playeiThe
interpretation co-varies with the interpretation indudsdanother expression in
the utterance, namely ‘many concerts’, (i.e. the concedslavdetermine the sax
players in them) and also provides an interpretation forpitmaoun ‘it’, namely,
the concert at which a specific sax player perfoftnsSimilarly, in (47)b, ‘he’ is
interpreted athe priest which co-varies with the adverbial ‘in most villages’ (eac
village determining priests in them) and also figures in thterpretation of the
pronoun ‘it’, namelythe thing that the priest in a particular village said is gihf
(see the comments about the incremental nature of donkeppnointerpretation
in section 1.5 due to Evans 1977).

These examples carry interesting consequences. Donkegyame seem to dis-
play Accessibility certain expressions can provide antecedents for (donkey)
nouns, while others cannot. If descriptive uses can be ¢adue) antecedents for
donkey pronouns, then any principled explanation of whant®as an accessible
antecedent must include interpretations that are not geaMinguistically. This in
fact runs against a trend in the literature since Postalq)L@thd followed by Evans
1977; Kamp 1981; Kadmon 1987; Heim 1990; Chierchia 1992pé&ibe 2001,
2005 among many others) that assumes that the antecedestslay pronouns
can only be availabléormally, that is, in terms of linguistic structure (to be further

20similarly to what was stated in the previous footnote anceictisn 1.7, pronominal dependen-
cies can exploit non-literal interpretations of the antlrgs. For example, we could replace the
first occurrence of ‘she’ and the associated demonstratidghebdescription ‘the saxophone’, which
would be interpreted athe saxophone playda case of metonymy) and provide the value of the
second occurrence of ‘it’ in the utterance.
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discussed in chapter 3). In section 1.5, this trend was @i@tivby the contrast in
examples, such as (26), reprinted here as:

(48) a. Every manwho has a wife should bring her to the party.
b. #?Every married man should bring her to the party (intdmdading: as
(a) above).

Postal explained this contrast in terms of a grammaticakitamt: antecedents
must be (i) overt NPs (ii) that are not word-parts. Howeuse, ises in (47) are not
the only counter-examples to this constraint. As argued bBpyrsince Anderson
(1971) (Cooper, 1979; Breheny, 1999; Jacobson, 2000; &&aaél 2009), there are
cases that have the form of (48)b, but seem to be perfectly fdwnsider a few

examples (boldface indicate dependencies):

(49) a. When the babjrew-up, did you find any pencil eraser in(Ander-
son, 1971)?
b. Everyiphone ownerusest for browsing (Patel et al., 2009).

In (49)a, we have an antecedent that is not an NP, and in (48hat is part of

a word.In summary, donkey pronouns as well as descriptisaquns may have
similar Accessibilityproperties. | also leave a full assessment of a possiblecanifi
tion between such uses for chapters 3 and 5. For now, | belevieave data that
motivates the following interpretative property.

Accessibility(identification-based): Certain mental representati@msprovide the
right interpretations for (descriptive) pronouns, whiteers cannot.

The similarities between this formulation 8ccessibilityand Connection(an
explanation of how the mental representations used to ifgethie contextually
salient individual supply the right descriptive inter@igbn) are remarkable. This
may suggest that deriving the only component in the explamatf how the de-
scriptive interpretations emerge boils down to a desaptif how the ‘antecedent’
representation emerges though processes of visual idativih (e.g. anPHONE
concept making amOBILE PHONE USERconcept available, say). The suggestion
is misleading for the following reason. Constraints ajrammaticalnature may
be involved in the right account of th&ccessibilityproperty of descriptive uses.
Consider the following examples, which as far as | know, havebeen discussed
anywhere in the literature.
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(50)  Anaphoric impossibilities of descriptive pronoufmldface indicates po-
tential dependencies)

a. Said by someone A/The condemned prisoneris traditionally al-
lowed a last mealHe is also allowed to invite close friends for the
execution’.

b. Said by a condemned prisonél am traditionally allowed a last meal.
* ‘He [said by same spealéHe [said by different speakgrs also
allowed to invite close friends for the execution’.

c. Said by someondf the Democrats had won the last few presidential
elections,the American Supreme Court Justicesmight have been
liberals. They would guard public interest better’.

d. Said by Supreme Court Justice O’Conntifthe Democrats had won
the last few presidential electionge might have been liberalsThey
[said by same spealérhey [said by different speaki?We [said by
same speakégwvould guard public interest better’.

In (50)a, the pronoun ‘he’ can refer back to ‘a/the condenpresibner’, but in (50)b
where the speaker’s use of ‘I’ convetyee condemned prisondhe speaker’s use of
‘he’ cannot refer back to the interpretation. Similarly,(80)c, the pronoun ‘they’
can refer back to the description ‘the US Supreme Courtcsstibut if O’Connor’s
uses ‘we’ to conveyhe US Supreme Court Justicestie cannot use ‘they’ to refer
to that interpretation. She could, possibly, use ‘we’ to dpa best, and convey
something similar to a conjunction of descriptive uses, wggested by Andreas
Stokke (p.c.). This is surprising, given the fact that thpetson pronouns ‘he’ and
‘they’ allegedly can depend on virtually any kind of infortiwen that is sufficiently
salient, as all the examples of descriptive uses and theini3) illustrate so well.
The pressing issue now is to determine what explains thismasstry.

There seems to be two factors at play here. First, as indidatg50), if we
change the speaker of the dependent pronoun, the anapélatioms are possible
(this was suggested to me by Nathan Klinedinst, p.c.). insgé@en that the match-
ing of personal features in the example above captures sontna&f perspective from
which the interpretation is determined. This kind of pecdpal shift also seems to
be one of the hallmarks of multi-participant utterancesnsiager (from Purver et al.
2010):

(51)  Multi-party dialogue
a. Speaker ADid you give me back...
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b. Speaker Byour penknife? It's on the table.
c. Speaker Cl heard a shout. Did you...
d. Speaker DBurn myself? No, luckily.

These data shows uses where ‘me’ in (51)a binds ‘your kmif€51)b and ‘you’ in
(51)c binds ‘myself’ in (51)d. The examples have peculiatdees. First, it shows
that anaphoric dependencies can be established acrogespeehich suggests that
operations of the grammar can target a common stock of repiasons available
in the context. It also creates certain difficulties for angtbased view of gram-
matical operations (Chomsky, 1986), for, in one of casesalibe string would be
formed by the concatenations of (51)a and (51)b, resultinBid you give me back
your penknife?’. Now if grammar were to describe this stritige bound reading
intended by the speakers would be lost, indicating that @pe=ddencies are estab-
lished at a richer representational level: one targetedheentities determined by
the uses of the pronouns above, perhaps.

The multi-party dialogue above shows that certain anaphetations can hap-
pen across language users. In contrast, the anaphoricakapzes in the previous
example (50mustbe established via multiple speakers. That is, even though t
descriptive use of ‘I and ‘we’ contributes informatiothé condemned prisoner
the US Supreme Court Justicesspectively) it seems that the point of view ac-
cording to which these representations were determinetkblthe possibility of
referring back to these interpretations via the same spsakse of third person
pronouns, which determines their contribution via a ddfeérperspective. In short,
although descriptive pronouns convey interpretations dha different from those
determined by indexical uses, they remparspective-boundnd this must factor
in any description of thé\ccessibilityof mental representations that constitute the
communicated descriptive contéht

There are other ways to make anaphoric relations betweeonr@@s use of
‘we’ to communicatethe US Supreme Court Justicasd her subsequent use of
‘they’. We could either imagine a situation where there isrgl silence (or unre-
lated conversation), before the use of the third personquomr a situation where
another conversational participant uses another NP taidesthe justicedefore
O’Connor’s use of the pronoun to refer to them. Note that ithlmases, the per-

2Yn this respect, descriptive uses share some similaritit)s lagophoric pronouns (or uses) in
some African languages (Hagege, 1974; Clements, 197%rene pronoun refers to a point of
view within the narrative that might be distinct from the g@ective of the narrator herself. In de-
scriptive uses, however, the perspective is always detemunielative to the identification of the
salient object (explanations of this perspectival chamagbuld then depend on an accountadn-
tification Dependengysee Sells (1987) for the notion pivot

50



spective bound nature of the descriptive use is neutralisedt were. No other
contextual change, at least to my mind, could make thesehaniapelations better
in any way.

In conclusion, identification-based descriptive uses @ors® have interesting
Co-variation and Accessibilityproperties. These will be considered here as the
extendedproperties of the data and explaining them should also beidered as
desideratdor accounts of such uses.

1.9 Conclusion

In this chapter, we have laid out the core as well as the ertbmuterpretative
properties of identification-based uses of descriptivenpums. This was partially
achieved by comparing such uses with other pronominal dateedl as figurative
uses of language that bear some striking similarities wetbcdptive uses, such as
metonymy. We seem to have reached both negative and sompesitite conclu-
sions.

On the one hand, identification-based descriptive pronoansot be reduced as
mere instances of: (i) indexicality, (ii) pronominal bindj, or (iii) genericity. The
first case is ruled out, because deictic uses convey infasmabout specific entities
in the context, and descriptive uses do not. The secondad nut because binding
dependencies are established within local environmernksmatructured represen-
tations, and the dependencies exploited by descriptive ase non-linguistic in
nature. The association with the third type of phenomenoulésl out, because de-
scriptive readings do not have the associated charaatsnistually associated with
generic uses (e.g. interpretations that express geraraiis that admit exceptions,
are kind-denoting, and presuppose salient well estaldiphaperties).

Second, identification-based descriptive uses seem todbearg similarities
with donkey anaphora (both convey co-varying interpretatiand display unusual
accessibility patterns) and referential metonymy (botkeran interpretation salient
via the saliency of another, related, object). It seems phasuing treatments of
descriptive pronouns as a special instance of one of thesg/pes of interpretation
seems promising. Accordingly, this sets up the followingsik plan.

In chapter 2, | examine how descriptive interpretations mesylt from some
form of figurative use of language, like metonymy. The exposibegins with
Grice’s treatment of non-literalness and moves towardsradtive positions, such
as Relevance Theory. This chapter has the secondary aintroflirting general
(pragmatic) principles that may guide utterance integireh, which will be used
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in many other parts of the thesis.

In chapter 3, | look at possible ways in which descriptiveiptetations result
from interpretative processes similar to the ones undeglgionkey anaphora. We
will assess whether visual experiences, say, of seeingtarioh can make men-
tal representations that are indirectly related to the cilgeen (e.gthe footprint
makel accessible for integration with linguistic content. Thi#l be done from a
conceptual as well as an empirical perspective. Thus, asomdary aim, this chap-
ter aims to give an empirically supported description ofkimel of representations
that are visually accessible for integration with lingigatly governed information.

In chapter 4, | assess explanations of identification-baesdriptive uses of
pronouns in the literature and conclude that they canndaexfor all the properties
discussed in this chapter.

In chapter 5, | put forward my own account of the data. In maastof this
chapter (sections 1.4, 1.5, and this page), the ultimaggiability of an account of
identification-based descriptive with an account of othrenpminal uses has been
challenged. The main reason for this rests on a standarchasism about grammar
that sets linguistic processes aside other cognitive peas such as the identifica-
tion of individuals in the environment or the attributioninfentions to the speaker
on the basis of her actions. The proposal made in chapteebtsghis standard
division of labour. | believe that the descriptive intefatéeons discussed in this
thesis provide good reasons for doing so, but other phenarniext raise similar
challenges will be mentioned as we go along. The grammarefinark assumed
(i.,e. Dynamic SyntaxKempson et al 2001, Cann et al 2005) allows pragmatic
processes (described by the relevance-theoretic prescipl chapters 2, Sperber
and Wilson 1995; Carston 2002, and the object-identificapimcesses discussed
in chapter 3) to supply pronouns with values that can be &mgur descriptive
(bound, anaphoric). Identification-based descriptives @ase cases in which the rel-
evant value of the pronoun is supplied rather indirectlyhi@ tontext (i.e. a form
of anaphora with implicit antecedents), but can nevertsele explained by the
same means. Although this account incorporates pragnessoning in its core, it
employs a grammar that is able to capture the non-standartsfof dependencies
and the perspective-bound nature of pronominal persons ficely captures the
extended properties of the data. Moreover, pronouns oéreifft person features
give rise to different interpretations. Some of them migbit @low identification-
based descriptive interpretations to arise at the levelnofitkerance’s assertoric
content (what-is-said, explicature). Thus, we end up witlet@rogeneous account:
some descriptive interpretations arise from the full indé¢ign of salient representa-
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tions with the encoded meaning of the pronoun (explicajwb)le others depend
on a more basic representation that gets selected as theeofahe pronoun (hence
counting as an utterance’s implicature). These elememsg ¢ogether in a proposal
that can account for the data without the shortcomingsdais®ther proposals in
chapter 4. Chapter 6 concludes.
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Chapter 2

Descriptive pronouns, levels of
communicated information, and
pragmatics

2.1 Introduction

In the previous chapter, it was argued that any account afrgidise uses must
explain the properties dflentification Dependency, Descriptiveness, Connection,
Co-variation, and Accessibility However, it is unlikely that all these properties
would hold at the same level of linguistically expresseainfation. For example,
reconsider the following cases:

(1) a. Said by Justice O’ConnofWe might have been liberals’.
b. Near the White House in Washington, D.@Every time there is a war,
he [pointing to the white hou$éas tough choices to make’ .

Identification Dependencstates that an individual must be contextually identi-
fied in order for the relevant interpretations to be convey@@onnor in (1)a and
the White House in (1)Descriptivenestells us that the pronouns convey descrip-
tive information. In the cases above, they contrikilii American Supreme Court
Justicesandthe American presideno the truth-conditions of the utterances, respec-
tively. Connectiortells us that the concept used to classify the identifiedviddal
provides the building blocks of the descriptive interptietas. Note, however, that
this is done in an indirect way. The concepts about O’'Conndrtae White House
do not figure in what is communicated, but rather the cono®pIiSRICAN JUSTICE
and AMERICAN PRESIDENT. Therefore, there is not a single level of information
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that can sufficiently account for botdentification Dependencgnd Descriptive-
ness In short, these interpretative properties appear to béaegu by distinct
pieces of information.

The appeal to different, yet related, levels of informati®the cornerstone of
an approach championed by Paul Grice (1967). He developbdaayt (a ‘logic
of conversation’) that exploited different levels of commuated (or, in his terms,
speaker-meant) content in order to explain a variety ofgslopphical and linguistic
problems. In doing so, he became the founder of modern inti@igpragmatics: the
field that explains the principles of human communicatiod #re ways in which
linguistic and contextual information fully interact. @i that the representations
that constitute the descriptive pronominal uses are nguistically given, appeal-
ing to pragmatics in order to explain the data is crucial.

Grice’s picture involves two sets of norms governing whaixgressed by an ut-
terance: norms that emerge from the conventions assoeidethe words uttered
and norms that emerge from the presumption that commuaoitatia cooperative
endeavour. This allows a description of the data wheeatification Dependency
is governed by a set of norms that determine a level of ing¢aion known as
what-is-saidby an utterance (or speaker), while another set of normsaexphe
other interpretative properties, at a level of interpietaknown as the utterance’s
(or speaker’sgonversational implicatured~or Grice, all non-literal uses of words
are not a matter of the conventions associated with them andehare better cap-
tured as instances of conversational implicatures. Gifriensimilarities between
descriptive pronouns and metonymy (see section 1.7), ittisrp suggests th&le-
scriptivenessnay be captured at the level of conversational implicatures

Assessing a Gricean explanation of the data is importantrfany reasons.
First, it tests the plausibility of a very natural explaoatbf the phenomenon. Sec-
ond, it also tests the adequacy of the principles, posulllayeGrice, according to
which linguistic and contextual information interact. let principles are not well
grounded, alternative pragmatic frameworks should belsoly attempt at such
an assessment runs as follows.

In section 2.2, I will introduce Grice’s pragmatic framewpsketch how an ex-
planation of descriptive pronouns in these terms would ga, r@late it to other
instances of non-literal interpretations, such as metaphd metonymy. Three ar-
guments against a Gricean inspired explanation of the phenon will be raised:
one concerning the general distinction between whatitgasal what-is-implicated
(the argument from pragmatic intrusipnthe second concerning views on non-
literal meaning the argument against Grice’s picture of non-literal meag)irand
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the third concerning descriptive pronouns, more spedfi¢#hie argument against
the conversational status of descriptive ysésnberg 1993).

As we shall see, although the last argument is not sound r#téviio arguments
seem so, motivating alternative pragmatic frameworks. elctisn 2.3,Relevance
Theory(Sperber and Wilson, 1995) will be introduced. Its presgoneollows the
structure laid out in the previous section. The framewockse machinery will be
presented and then we shall proceed to possible treatmietits descriptive pro-
nouns, occasionally comparing them with cases of nonalitese, such as metaphor
and metonymy. As it turns out, Relevance Theory does notriintiee problems
raised for Gricean pragmatics. It draws upon very geneigthitoe principles and,
as a result, is much more flexible when it comes to capturiagltia.

2.2 Gricean pragmatics

2.2.1 Grice on utterance comprehension
Meaning, What-is-said, and Implicature

In the lectures entitled ‘Logic and Conversation’, Gric8§Z, 1975) observes two
opposing ways of solving the problems that natural langsiagise for philosoph-
ical analysis. One is pursued by philosophers offtrenalisttradition; another is
proposed by philosophers from tirdormalist tradition. Broadly speaking, these
views are similar, respectively, to the non-intentiortadisd intentionalist proposals
in my discussion of the descriptive data in chapter 1 (setset.2).
The formalist approach aimed to devise formal languag&se(aiffsschriff or

a perspicuous way of writing concepts, according to Fred& L9hich captured
certain properties displayed by language or even thousgifiit In this project, the
notion of a natural language sentence (as opposed to aand&grplayed an im-
portant role, for it highlights two interesting facts. Semtes tokens (relativised to
context a la Kaplan 1977) are both generated from basis (eitical types) via a
recursive mechanism and are the minimal units for bearwidy @®nd carrying in-
ferences. Early formalists such as Frege and Russell ainget but a recursively
built formal language capable of capturing the entailmeatitgons present in a natu-
ral language fragment (in terms of truth transmission freenpses to conclusion).

!Besides Gottlob Frege and Bertrand Russell (1905), thittima has been voiced, perhaps most
prominently, by Carnap (1947) and the Vienna Circle (sedaCd093), and recently reflourished
in the works of Montague (1970a,b, 1973) and his followetsp wdifferently from early formalists,
saw natural languages as being no different from formallaggs.
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On the other hand, the informalists (or ordinary languag#éopbphers, e.g.
Moore 1918; Wittgenstein 1953; Austin 1962) saw the forstgiroject as partial
at best. Capturing the notion of meaning at the sentencé ieveisleading, for
it misses a crucial aspect of natural languages: what pematem for. Austin
(1962), for example, stressed the similarities betweeguage and action based on
the idea that the same sentence can be used by a speakeotapefious different
acts. For example, the question ‘Have you eaten today?’ maesmes be used
as a genuine question, say, by a doctor wondering whethestehdd proceed in
taking a blood sample or as an offer, say, on an occasion ichadmie is invited for
dinner. The task of the informalist was to elucidate the nregsof natural language
utterances by identifying the conditions under which thay be used by speakers
for particular purposes, hence the famous Wittgensteiskayan: meaning is use
(Wittgenstein, 1953). One of the most influential groupsiminformalist tradition,
namely, theSpeech Adheorists (Austin, 1962; Searle, 1969), sought to distisigu
between the content of an utterance (locutionary conteshiizh, when uttered with
a certain communicative force (e.g. an assertion, comnmragdest, etc...), imparts
(illocutionary) content that elicits (and explains) certacts. For example, when
issuing a command, the speaker performs a certain act byhvgtie obliges the
hearer to perform another act. As we shall see, this idea tsftaving certain
consequences for the audience had a major influence ovex'&niork.

However, as the formalist argues, the broadly conceiveatimdlist project sac-
rifices systematicity. Conditions arseare so varied that they cannot be explained
via the specification of the meanings of basic units plus thg they are put to-
gether.

Grice aimed to strike a balance between the two positionsth®rone hand,
he follows the ordinary language philosopher in assumiaty tkterances (not sen-
tences relativised to contexts) are the carriers of meafings seminal ‘Meaning’,
Grice (1957) took thahon-natural meaningr meaning,y is a product of inten-
tional action (contrasting non-intentional events thabalarry information, such as
smoke meaning fire, i.e. casesr&tural meaning} Thus, expressing information
by the use of a sentence (an utterance) is governed by:

M-Intentionality By producing an utterance (or gestutgthe speaker means that
p, if (and perhaps only if) by utteringsheintends (i) to produce a certain response
(e.g. the belief that p) in the audience, (ii) such that therition in (i) is recognised
by the audience, and (iii) that the recognition in (ii) acdsaaeason for the response
(e.g. the belief that p) in (i) (in Grice 1957, 217-9, formiida due to Strawson
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1964).

Now the speaker’s utterance or gesture sets a specific tagkdcaudience,
namely, that of retrieving what the speaker intended to mrgrathe basis of her ut-
terance and the communicative context. According to Gtlds,process is largely
a matter of non-demonstrative inference: utterance antegtual information pro-
vide evidence used by the audience in the attempt to idathi&figommunicative (or
m-) intentions of the speaker. The word ‘largely’ here is noident. By using con-
ventional signs (words or any kind of code) the speakerifat#ls immensely the
audience’s task of recognising the relevant intentionabse the information they
carry almost coincides with the information she m-intermlsnipart (indexicals,
ambiguous words, and a few other cases create some turbdtaribis picture). In
short, the use of linguistic conventions provide an almasiod route to the central
content m-intended by the speaker.

Therefore, Grice follows the formalist in assuming that¢baventional mean-
ing associated with the word (i.e. types) immediately detees some of the infor-
mation the speaker m-intended. Grice called this levelf@rmation ‘what is said’
(what-is-said, henceforth) by an utterance, which can bghty equated with the
content the speaker asserts. This allowed Grice to prefie\systematicity sought
by the informalist. What-is-said would be determined by stending meaning
of the words used and the way they are put together (the syfttre language),
which, in turn, explains the entailment patterns assodiatigh (a use of ) a sen-
tence. In order to preserve some of the insights of the fastpbsition, Grice
assumed that what-is-said was governed by two principles:

Linguistic Constraint on What-is-SaidVhat-is-said is closely determined by the
conventional meaning of the words used and their mode of ositipn (i.e. the
syntactic structure in which they occur).

Truth-Evaluability of What-is-SaidVhat-is-said corresponds to the truth-conditions
of an utterancé.

2Linguistic Constraint on What-is-SaidndTruth-Evaluability of What-is-Saidre Gricean in-
carnations of Carston’d.inguistic Direction Principleand Minimal Truth-Evaluability Principle
respectively. These principles aim at constraining pragntantributions to what-is-said to, and
only to, processes that are necessary either for supplymfua to a linguistically given variable or
for supplying constituents necessary in order to arriveatething minimally truth evaluable. Grice
did not recognise that considerations of conversationahsdi.e. pragmatics) were involved in
deriving what-is-said (though see Neale 1992). Thus, Gaisprinciples would be held by people
who maintain a Gricean perspective but recognise the ropgagfmatics only for these two cases.
This position is one variety of Semantic Minimalism. Foralission, see Carston (1988, 2002,
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The first of the two principles aims at making what-is-saidaiter of retrieving
conventional information (pronouns, tenses, and ambigwaords require extra,
contextual, information). The second aims at connectimguistically determined
information with truth, necessary for establishing theaobf entailment between
propositions whose contextual contribution isnaisiimalas possible. Such a min-
imising role is essential not only to preserve the gist offtrenalist approach, but
also to articulate what-is-said so it can be used to impasgrdinds of propositions:
a point that preserves the gist of the anti-formalist apgmnodhis can be illustrated
by the following example, originally due to Grice (1981):

He took off his boots and got into bed.
He got into bed and took off his boots.

(2)

He performed the actions in the order presented by (2)a.
He performed the actions in the order presented by (2)b.

oo oo

This example presents the following tension. On the one hiansl desirable to
follow the formalist philosopher in preserving a truth-ftimnal account of the con-
tribution of ‘and’, that is, as a connective that takes twdhrvalues as input and
returns a single truth value as output, so logical rulesdixgjunction introduction
and elimination can be properly defined. But, on the othedh#rere is the intu-
ition that the utterances in (2)a and (2)b convey that thatedescribed by the first
conjunct happened before the event described by the sesonttthing that falls
outside the truth-functional treatment just mentioned.

Grice dissolves this tension as follows: (2)a and (2)b espthe same proposi-
tion (moduloan identical reference assignment to ‘he’) at the level chtak-said
(giventhatp A g andg A p are truth-conditionally equivalent). However, this does
not mean that what-is-saekhaustsvhat the speaker communicates. For example,
the speaker might hawaggestediifferent things by the different utterances. More
technically, byuttering(2)a the speaker might havaplicated(2)c and by uttering
(2)b the speaker might hawmplicated(2)d. Grice describes the contents in (2)c
and (2)d as instances generalised conversational implicature€onversational
implicatures emerge as a result of the expectation that aomuation is a rational
cooperative enterprise: an expectation that is captureddsyooperative Principle
(CP, henceforth) ‘Make your conversational contributiantsas is required, at the
stage at which it occurs, by the accepted purpose or direcfithe talk exchange in

195-9).
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which you are engaged’ Grice (1975, 26). The term ‘generdlimdicates that the
implicated content emerges in most contexts, where it israhto expect that the
order of events is reflected in the order of saying. Gen@@i®nversational impli-
catures contrasionventional implicature®on the one hand, arghrticularised con-
versational implicatureson the other. The former corresponds to contents that are
calculated on top of what-is-said in virtue of the conveméilbmeaning of the word.
For example, an utterance of ‘P but Q' and an utterance of (Rdrsay(in Grice’s
technical sense) the same thing, but the use of ‘but’ alseey@as part of its con-
ventional meaning tha® contrasts Q. Particularised conversational implicatures
correspond to contents that arise from the same princigleerging generalised
ones (like the CP and maxims), but hold in particular costésdther than most).
Grice (1975) considers the example of an utterance of ‘Herig punctual and has
good handwriting’ as a reply to whether a particular persoa good philosophy
student. The utterance conveys that the student is not wargt, dut this does not
seem to generalise across contexts. Some have argueddithstinction between
generalised conversational implicatures and particggariones is not interesting,
as they draw from the very same set of principles (explaireddv (see Sperber
and Wilson 1995, and Carston 1995, 2002, 111 for argume@iskn these three
candidates, identification-based descriptive interpiceia seem to be best captured
as instances of particularised conversational impliestoccasionally referred to
simply as implicatures, from now on).

Consonant with the CP, there are more specific conversatioaems whose
exploitation allows the speaker to convey information atrmaplicit level of mean-
ing. The specification of the maxims and the details of how therk was one of
the major accomplishments in Grice (1967, 1975, 26). | withsnarise them under
the headingCommunicative Cooperativitybelow:

Communicative CooperativityMake your contribution as informative (Quantity),
truthful (Quality), relevant (Relation), and perspicugitanner) as required by the
talk exchange in which the communicator is engaged in.

Above, the parenthesis indicate the category of each magsuocated with
the CP. Specific sub- or super-maxims will be mentioned whearessary. Going
back to the previous exampl€ommunicative Cooperativityerives the temporal

3For details about the relation of conventional implicatuaad the communication of higher
level speech acts, see Grice (1989b, 361-2).

4This does not mean th@ommunicative Cooperativigxhausts all the principles that regulate
conversation. One that is not tied to communication is theim&Be polite’.
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implicatures associated with ‘and’ in (2) in the followin@w First, the audience
retrieves what-is-said by the utterances in (2)a and (2)p kéax took off his boots

A got into bed Max got into bedA took off his bootsrespectively), observes
that the speaker is paying attention to the CP and assoaiae@ms, retrieves
necessary contextual information, antersthe intended implicatures (based on the
category of manner, more specifically, the maxim ‘Be ordgriguch a reasoning
exploits the following facts: (i) the speaker says two camgad propositions, (ii) she
has to utter them in a given order, (iii) the maxim of ordesis regulates possible
relations between the conjuncts. In the case of (2)a, theps san be illustrated by
the following train of thoughts:

(3)  Sketch of the Derivation of a Conversational Implicature

a. The speakesaidthat Max took off his boots\ got into bed.

b. The speaker is observi@pmmunicative Cooperativignd knows that
| know this.

c. Events happen in a certain temporal order, so by obsetiimgub-
maxim ‘Be orderly’, the speaker communicates the order ehevby
describing them in a certain order.

d. The event described by the first conjunct of (3)a happeeéard the
event described by the second one.

e. The speaker knows (and knows that | know) that I will asstmseand
did not do anything to stop me from arriving at this concluasio

f.  Therefore the speaker implicated (2)c (e.g. that Max tofbkis boots
andthengot into bed).

The abductive argument in (3) is an instance of the genavgting out scheméor
the derivation of conversational implicatures. | wouldelito point out that there

SThere is an interesting discussion on whether Grice thatingihia substantial part of his maxims
would be involved in the determination of what-is-said. Bisicussion, see Grice (1957, 222), Neale
(1992, 530), and Carston (2002, 104-5).

Here is how Grice himself describes the derivation of cosaional implicatures:

A man who, by (in, when}aying(or making as if to saythatp has implicated that
g, may be said to haveonversationallymplicated thatg, provided that [i] he is to
be presumed to be observing the conversational maxims,leasttthe Cooperative
Principle; [ii] the supposition that he is aware that, onlts that,q is required in
order to make hisayingor making as if to say ffor doing so in those those terms)
consistent with this presumption; and [iii] the speakenksi (and would expect the
hearer to think that the speaker thinks) that it is within ¢benpetence of the hearer
to work out, or grasp intuitively, that the supposition mened in [ii] is required.
(Grice 1975, 24 square brackets and emphasis mine)
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is some arbitrariness involved in fleshing out the exact Besin it. | justify
my particular choice by the resemblance it bears to Grice’/s example of the
derivation of a conversational implicature (see Grice,5.%D).

The working out schema above provide a window into the prtogseof conver-
sational implicatures. For example, the schemas is amiostaf a non-demonstrative
inference: the content of the implicature being the argum@&onclusion. From
this, an important property follows: conversational incptures arealculable that
is, the inferred conclusion depends on the inferentialsstieat lead to ft From the
inferential nature of the derivation, another propertydwk. If utterances of dif-
ferent sentencesaythe same thing on different occasions and contextuallgsali
information is sufficiently similar, then the speaker woglthvey the same con-
versational implicatures. That is, for Grice, convergaiomplicatures ar@on-
detachable(with regards to what-is-saitl) Finally, given the non-demonstrative
character of the inference, the speaker could easily peaidience capable of can-
celling the relevant implicatureithout contradicting herselfFor example, in the
dialogue above, the speaker could cancel the conclusidmecdrigument, namely,
(3)f, by saying ‘...but | do not mean that these events haggém the order | just
said’ without any problems. The cancellability of convéis@al implicatures has
been used to distinguish them from entailments, which adgghold at the level of
what-is-said. For example, if the speakalys John has a red car’ and continues by
saying ‘but | do not mean he has a car’, she would contradisttie

"For example, if one allows for contextual information to Iesed freely by the theory, one
could flesh out premises in a way such that conversationdidatpres come out adeducedcon-
clusions.

8 There has been some discussion in the literature on whetiwdating the working-out schema
must be exercised by the audience (a position taken by N8aR, 527 and Recanati 1993, 245) or
only by the pragmatic theorist who offers a ‘rational redamgtion’ of the audience’s behaviour (a
position taken by Grandy 1989, 519). For discussion, sest@a(2002, 108). Moreover, there is
the further issue of whether the audience mustdg@ableof consciously articulating the inferential
steps to derive the relevant implicatures (see Recanal,ZdW4) or just providing somgost hoc
reconstruction of how the implicatures were arrived at: siimn assumed by relevance theorists
(Sperber and Wilson, 1995; Carston, 2002).

9 Grice acknowledges that non-detachability is not a reqariaperty of some implicatures based
on the maxim of manner, that is, even if two sentences sayatie shing, the manner of saying may
convey different contents. Here is the crucial passage¢hioy Korta 1997):

Insofar as the calculation that a particular conversationplicature is present re-

quires, besides contextual and background informatioly, arknowledge of what

has been said (or of the conventional commitment of thearnts), and insofar as the
manner of expression plays no role in the calculation, it mit be possible to find

another way of saying the same thing, which simply lacksriygicature in question,

except where some special feature of the substituted veisiibself relevant to the

determination of an implicature (in virtue of one of the mmagiof Manner) (Grice,

1975, 39) .
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In sum, Grice’s insights on meaning take the following forlkt-Intentionality
characterises every instance of speaker meant informatimguistic Constraint
on What-is-Saicand Truth-Evaluability of What-is-Sai€urther constrain speaker
meaning, determining the level of information represefedhat-is-said. Finally,
Communicative Cooperativifyrovides a set of conversational norms that are used
together with what-is-said to derive the conversationgllioatures meant by the
speaker. Grice’s theory of conversation employed diffeocategories of implica-
tures: conventional, generalised conversational andcpéatised conversational.
Grice took calculability, non-detachability and canceiligy as ‘tests’ for the pres-
ence of conversational as opposed to conventional implieat

At this point, we can evaluate the suggestion made at thebiggj of this chap-
ter, namely, that of accounting for the properties of dggime uses of pronouns at
different levels of information. For the sake of simpligityvill focus here on only
the core data: Identification Dependency, Descriptivenesgl Connection As an
illustration, let us consider the case where the speakertpto a footprint on the
ground and says ‘He must be a giant’. The Gricean might saytlieaa propo-
sition is expressed at the level of what-is-said, which iogies the proposition
thatthe footprint maker must be a gianitn a nutshellldentification Dependency
would be captured at the level of what-is-sdigscriptivenesat the level of what-
is-implicated, and the non-demonstrative inferentiatieh between the two levels
would account foicConnection(which requires that the identification of the object
provides access to the building blocks of the descriptieppsition). The structure
of this explanation, as it turns out, is identical to Gricet®posal for non-literal
word uses. In the next section, we shall take a look at Gripeture of non-
literal meaning, starting with metaphor (which Grice egjply discussed), moving
to metonymy (which, as suggested in chapter 1 section 1closely associated to
the phenomenon we are interested in), and finishing withrggs@ pronouns. In
the section on metaphor, an argument against Grice’s picfunon-literal meaning
will be raised. Moreover, after the presentation of a Gritgpired account of the
core data, other types of objections will be levelled: orecsrally concerning the
status of descriptive uses as conversational implicataresther, more fundamen-
tally, concerning the Gricean division between what-istsad what-is-implicated.
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2.2.2 A Gricean inspired explanation of the core properties
The basic picture of non-literal meaning

According to Wilson and Sperber (2002, 587), a Gricean exgilan of tropes and
figures of speech assumes the following explanatory pattern

(4) a. Speaker meantinformation - whether presentedllyeranon-literally
- corresponds entirely to conceptually structured prdjposl content.
b. Non-literal meaning differs from literal meaning in thays it is gen-
erated. Literal meaning is governed by linguistic rulesemgas non-
literal meaning is not.
c. Non-literal meaning is explained by systematic depagdirom literal
meaning.

The pattern in (4) can be traced back to classical rhetmscand is present
even today in the analysis of many philosophers and linguighe assumptions in
(4)a to (4)c are fairly standard, but, as Wilson and Sperb@02) point out, there
is some flexibility when it comes to cashing out what suchteystic departures’
are. For Grice, they are explained within a two-stage péctéiirst, what-is-said is
determined by the conventional linguistic meaning of theeece uttered and a few
features of the context. Secondpmmunicative Cooperativignd what-is-said
by the utterance offer the means by which non-literal infation can be conveyed.
In short, although non-literal uses of words contributeteats they do not encode,
their conventional meaning is used by the speaker to violates of rational com-
municative behaviour, which then makes the audience sdaran interpretation
which satisfies them. Thus, non-literal uses are instant@smicatures®. It is
worth pointing out that the systematicity in this explanatemerges entirely from
Communicative Cooperativityet us take a look now at how this specific picture
applies to the case of metaphor (which has been the subjeuidi attention in the
relevance theoretic literature, see Sperber and Wilso6;108rston 1997; Moreno
2007; Rubio Fernandez 2005; Wilson and Carston 2006; SpanoBEWilson 2008;
Carston 2010).

10_ewis (1983) also made sense of such ‘departures’ withincadiage picture: first there is the
specification of the literal meaning of a sentence, in a lagg.called ‘literale’, which is then linked
up to a distinct meaning of the sentence, in a language caltediteral-£', via some sort of rule.
Wilson and Sperber (2002) point out that, unlike Grice, Lsteiok non-literal meaning as a matter
of ambiguity resolution.
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Metaphor and the argument against Grice’s picture of non-lteral meaning

According to the rhetoric tradition, metaphor is a figure péach that invokere-
semblancdetween things. For example, by uttering ‘Jane is a flowexr’gbeaker
invites the audience to focus on similarities between aqreand a flower, thereby
conveying something in virtue of such similarity. On the ibasf this utterance
together with the contextual assumption that flowers areitifeband the resem-
blance relation between Jane and flowers, the utterance coghkey thatlane is
beautiful as well as some extra imagistic content, which, accordmgettain ro-
mantic poets and critics, explains much of the beauty of ptetdacal uses. As
suggested previously, Grice’s insight was to capture ftenal discourse in virtue
of the mechanisms that regulaayingandimplicating In order to illustrate how
his account works, consider the following dialogue (Grit@75, 34):

(5) a. A:Areyou fond of Jane?
b. B: Oh she’s the cream in my coffee.

(6)  A'sreasoning might go as follows:

a. B has said that Jane is the cream in B’s coffees-is-said??? by
(5)b].

b. Bysaying(5)a, B would blatantly violate the maxim of truthfulnesso'D
not say what you believe to be false’ [from (5)a aBdmmunicative
Cooperativity.

c. Bgivesno overtreason for supposing that he does belgadd be the
case, and | would be completely irrational to do so, so | mugpese
that B thinks something else other than (5)a [from (5)b &wdnmu-
nicative Cooperativityy.

B thinks (or at least wants me to think) that Jane is a ddligperson.

e. B knows (and knows that | know) that | can work out thesesstaql
did not do anything to stop me from doing so [from (5)a to (8Jdm-
municative Cooperativily

f.  Therefore, B implicates that Jane is a delightful perdoonj (5)a to

(5)el

Obviously, the (particularised) conversational impligatin (5)f could be used by
the audience to derive further implicatures, such as amafive answer to As
guestion above. It is worth noting that this explanatiorolaes what Grice calls a
‘blatant’ violation of conversational maxims (i.e. a flowgiof a maxim). As (5)c
illustrates, in (5)a the speaker would flout the maxims ‘Dbsay what you believe
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to be false’ (i.e. Quality’snaxim of truthfulnegsand ‘Be relevant’ (Maxim of Re-
lation). Blatant violations differ from covert violationsuch agying or deliberate
omission and the temporargpting outof the maxims, as in cases of fiction, in the
sense that both speaker and audience know (and know thatribey that a maxim
is being violated, most usually the maxim of truthfulness(&rice, 1975, 32-34)
This triggers the search for an implicature that would pres€ommunicative Co-
operativityby conveying truthful information (i.e. (5)f above). Howaya problem
emerges for this account. Grice took both what-is-said ahdtus-implicated as
instances of speaker meaning (what she m-intended), tdrer)a cannot figure
as a premise in the schema because ‘Jane is the cream in #g’asfsimply not
m-intended by B (this is the reason behind the question marks)a, see Neale
1992, sec. 2 and Wilson and Sperber 2002, 590). Now, if (5@bsent, the in-
ference simply does not go through. For this reason, Griceeshéromsayingto
the notion ofmaking as if to sayhenceforth, making-as-if-to-say), that is, in cases
of metaphor and irony ‘nothing may be said, though there mething that the
speaker makes as if to say’ (Grice, 1975, 41). Let us recensitt same schema
but assuming this new notion, to be explained immediateligvine

(7)  A’sreasoning might go as follows

a. Jane is the cream in B’s coffee [what the speaker maditassay by
(5)b].

b. By making as if to sayhat Jane is the cream in B’s coffee, B would
violate some maxim, such as ‘Be relevant’ (Relation) or déads of
informativeness (Quantity) [from (5)a a@bmmunicative Cooperativ-
ity].

c. B gives no overt reason for supposing that he does bel®eet¢ be
the case, so | must suppose that B thinks something elsetbdre(5)a
[from (5)b andCommunicative Cooperativity
B thinks (or at least wants me to think) that Jane is deflight
B knows (and knows that | know) that | can work out thesesstaul
did not make anything to stop me from doing so [from (5)a tal(5)
Communicative Cooperativity

f.  Therefore, B implicates that Jane is delightful [fromg%® (5)e].

In order to get this explanation off the ground, Grice haddstenaking-as-if-to-
say outside the domain of speaker meaning. To be more prebes@roposition

11Grice also considered cases where two or more maxims claslich scenarios, a maxim could
be violated in order to preserve another one.
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in (7)a is simply not m-intended by the speaker. To me, Gsicse of the notion
suggests that making-as-if-to-say is closely related &igmce or entertaining a
thought without much commitment (see the discussion alonyiin Grice 1978).

Although appealing to the notion of making-as-if-to-sayidg the problem
raised by non-literabayingsand the maxim of truthfulness, the move carries its
own consequences. As Wilson and Sperber (2002, 590) arg)eecénnot count
as a blatant violation of the maxim of truthfulness, since $peaker is notay-
ing anything. For the derivation of the implicature in (7)f to tjwmough, a maxim
must be violatedlatantly, which requires overt recognition by both speaker and
audience. This form of violation seems to require somettonge assertedrather
than merely considered, entertained node-as-if-to-be-saidFor example, if A
makes-as-if-to-say that he wants to murder B, B would nogaadt his life were at
risk. In short, apart from revealing an awkward sense of humds words would
not carry many psychological consequences f6t Bn these grounds, (7)a cannot
violate any maxim blatantly. As a consequence, (7)b cannot figure asraipean
the schema above. Again, the inference does not go thtdugh

In conclusion, Wilson and Sperber (2002) show that no mattech notion
is employed - saying or making-as-if-to-say - Grice’s watkut schema fails to
deliver the conversational implicatures necessary toucaghe speaker’s intended
meaning: the conclusion of what may be presentatd@argument against Grice’s
picture of non-literal meaningln the next subsections | will show how metonymy
and descriptive uses can be regarded as an instance of taenpigscribed in this
section and that they, therefore, also fall under this agum

Metonymy

As mentioned in chapter 1 section 1.7, metonymy is a figurgoeésh in which a
word (e.g. ‘Plato’) contributes with something which isateld to its literal denota-
tion (e.g. Thaetetusthe book by Plato) rather than the literal denotationfiteel.

Plato, the philosopher). Such ‘substitutions’ are medidug a variety of relations

12This might not be entirely right. Timothy Chan (personal coumication) suggested that at
some level the audience may act a bit suspicious. Still, imdfuation we would not count such
psychological effects as communicated by the speakerplecshe did not intend to convey them.

BNicholas Allott (personal communication) suggested tomag 4 Gricean could hold that propo-
sitions could be non-literally conveyed without a blataiuiation, just mere violations of maxims
pertaining to the categories of manner and relation. | ackedge the point, but the move carries
problematic consequences. First, we lose a way to dissihgubn-literal meaning from lying and
other forms of maxim violation. Secondly, we still would leao admit that an absurd proposition,
e.g.that Jane is actually the cream in one’s coffeeeantby the speaker. These are consequences
that most Griceans would not be willing to accept.
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- contiguity, causal, or part-whole (synecdocfie)between entities, such as event
- cause, object - possessor, artefact - creator, concrategn abstract properties
they exemplify. Reconsider Nunberg’s ‘ham sandwich’ ceserinted from chapter

1 section 1.7):

(8) In a restaurant, the waiter warns the caok

a. Waiter: ‘The ham sandwich is getting restless.” (Nunp28y8, 186)
b. proposition communicatedhe ham sandwich orderer is getting rest-
less

Above, ‘ham sandwich’ contributdsam sandwich ordererather tharham sand-
wich to what is communicated by the utterance, where the sutistitbetween
these two thought constituents is licensed by some form ofigoity or causal
relation holding between the entities they denote. Altho@gice did not treat
metonymy explicitly, his assumptions about metaphor apgplsily here. In a nut-
shell, the proposal is this: Isaying(8)a, the speaker would blatantly violate a con-
versational maxim, triggering an inferential process tieaults in the implicature
in (8)b, which preserves the CP and maxims urdemmunicative Cooperativity
Could this account be along the right tracks?

The argument against Grice’s picture of non-literal mean{Wilson and Sper-
ber, 2002) suggests that it cannot be. In (8)a, the speaksrmiut mean that ham
sandwich the culinary itemjs losing patience If the speaker does not intend to
convey this proposition, she cannot mean it, and hence ratdresaid A crucial
premise in the schema that delivers the implicatures isingsand the inference
cannot go through.

This motivates the move to making-as-if-to-say. Thus,gadtofsayingthe
statement in (8)a, the speaker makes-as-if-to-say it. Mekyéhis notion does not
carry enough commitment taatantlyviolate a conversational norm. In this case,
there is no trigger for the search for an implicature capabkeatisfyingCommu-
nicative Cooperativity Another premise necessary for the derivation of the impli-
cature corresponding to (8)b is missing. Again, the infeestannot go through.

In conclusion, the same pattern that emerged from metajgpdiea to cases of
metonymy. However, to be fair with Grice, the formulationhad maxims were a
first approximation to describe complex pragmatic phenanéhhe had not for-
mulated the maxim of truthfullness using the technical srof sayingor if the
notion of making-as-if-to-say had been better connectedaamotions of assertion

¥This would unify metonymy and synecdoche, which | assuméhepurposes of this thesis.
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and maxim violation, the problems described here could lh@en avoided. The
problem is that what begins as just a reformulation to avégthnical problem ends
in a quest for the true principles that govern pragmaticaeig. As we shall see
in due time, such principles might lie outside a Gricean feuork. Before present-
ing this, | move to an assessment of a Gricean explanatiocefses of descriptive
pronouns, which in some respects, resemble metonymy.

Identification-based descriptive pronouns and the argumenfrom circularity

Under the rhetorician’s understanding of figures of spegesgcriptive pronouns can
be approximated to metonymy. In (8), above, the interpietdhe ham sandwich
which would be decoded from the words ‘the ham sandwich’g@aced by the
interpretatiorthe ham sandwich ordergvia a contiguity or causal relation. Given
the similarities between metonymy and descriptive prosqointed out in chapter
1 section 1.7, we could imagine a context quite similar todhe in (8), but in
which the speaker uses a pronoun rather than the words ‘tmeshadwich’ in
order to establish the relevant reading. Consider:

(9) In a restaurant, the waiter warns the caok

a. Waiter: ‘He pointing to a ham sandwich on the counter with an order
number under jtis getting restless’.

b. Proposition communicatedhe ham sandwich orderer is getting rest-
less

Here, the alleged ‘substitution’ between the interpretegthe ham sandwichnd
the ham sandwich orderdakes place as before, but the formire(vehiclen the
rhetoric tradition) is induced on the basis of perceptui@rimation and the encoded
meaning of the pronoun, rather than the concepts assotaateaim sandwich’. On
this basis, there are two Gricean options for accountingéscriptive uses dhird
person singulapronouns.

The first proposal is structurally identical to the metonyrage discussed pre-
viously. By uttering (9)a, the speaker wousdy that the/this ham sandwicfthe
culinary item itself)is getting restlessThis (singular) proposition would count as
a blatant violation of the CP and trigger the search for an implicatepable of
complying with it. The audience would reach, as a result ofrd@rence to the
best explanation, the (descriptive) proposition in (9)is important to note that
this explanation accounts for the core features of the ddta.requirement that an
individual must be identified by the audience as belongiraydertain kind identifi-

69



cation Dependengys captured by the proposition at the level of what-is-saide
intuition that the information communicated by such prommahuses is descrip-
tive (Descriptivenegss captured by the implicated proposition in (9)b. Finalhe
fact that the kind used in the identification somehow prowitthe building blocks of
the descriptive propositiorConnectiofis captured by the (inferential) dependency
between what-is-said and its associated implicature.

Despite its apparent success, the proposal faces shorigsenttirst, in the same
way as the Gricean explanation for metaphor and metonyrogninot avoidhe ar-
gument against Grice’s picture of non-literal meanifWilson and Sperber, 2002).
By uttering (9)a, the speake&loes not intendo convey thathe/this ham sand-
wich (the culinary item itself)s getting restlessTherefore, this proposition cannot
possibly besaid A crucial premise in the schema that delivers the implicatn
(9)b is missing and the inference cannot go through. Mouegrelevant singular
proposition from the level of what-is-said to that of makiasyif-say faces the usual
problem. This notion does not carry enough commitment fiolagantviolation of
conversational norms. Without such violations, the sefochn appropriate impli-
cature that complies witRommunicative Cooperativiig not triggered. Another
ingredient necessary for the derivation of the proposiitof®)b is missing, and the
inference cannot go through.

The Gricean, however, could make a second move. As statbergetre level
of sayingis closely determined by the conventional (lexical) megrahthe words
uttered Linguistic Constraint on What-is-SgidPronouns raise a problem for this
picture, because they rely on contextual information ineoitd make their truth-
conditional contribution. Still, no matter how such coritex elements factor in
utterance comprehension, the ham sandwich itself canntitebealue assigned to
the pronoun ‘he’, given the clash between lexical featufeth® expression (e.g.
masculine, animate) and features of the object itself @rdgrless, inanimate). In
short, if theLinguistic Constraint on What-is-Said indeed assumed, no object in
the context of (9) counts as a referent for ‘he’ in (9)a anda assult,nothing is
said Thus, something lik®y uttering‘He [pointing to the ham sandwitls get-
ting restlessthe speaker m-intended to say nothwguld figure as a premise in the
working-out schema. The fact that nothing is said, in tutatamtly violates conver-
sational maxims that contain the notion of saying in thefirigons (e.g. ‘Do not
say what you believe to be false’, ‘Do not believe that forethyou lack adequate
evidence’, Quality), which triggers the search for an iroglure, in this casehat
the ham sandwich orderer is getting restléss. (8)b), that observeSommunica-
tive Cooperativity Note that this possibility is not standardly availabletfoe cases
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of lexical metaphor or metonymy, because their conventi@acoded) meaning
fully determines what-is-said (no contextual completi®nécessary).

Although this move is possible, it still faces a problem kmoasthe argu-
ment from circularity(first presented by Hugly and Sayward 1979). Whenever the
speaker does not say something truthful, she must at legdy something true,
so the talk exchange conforms @mmunicative Cooperativitgsupermaxim of
quality: ‘Try to make your contribution one that is true’).oever, determining
whether the speakés cooperative, and not merely opting out of norms on ratio-
nal communicative behaviour, requires knowledge of theifipamplicature that
makes a truthful contribution. Since implicatures are walole on the basis of the
what-is-said and the assumptions undemmunicative Cooperativityhe audience
must know that the speaker is cooperative in order to dehgaelevant implica-
tures. Hugly and Sayward (1979) point out an argumentatreéec knowledge of
the specific truthful (or informative) implicature is reqeil for determining that the
speaker is cooperative and speaker cooperativeness isa@fpr the derivation of
the relevant implicature. This move ought to be rejectedangof circularity.

Finally, let us consider another option. Suppose that ‘leaticbutesthe male
(Cooper, 1979; Elbourne, 2005), so what-is-said by theante is paraphrased as
the male is getting restlesAlthough this proposition would not violate any maxim
and therefore lacks the associated problems, it fails ttucaphe core properties
of the data. Identifying the sandwich would be irrelevamtdonveying the propo-
sitions which we take to be intuitively communicated in tloaiext. As a result,
Identification Dependencgnd Connectioncannot be accounted for. Moreover, as
we shall in the discussion on how to distinguish the two lewéimeaning put for-
ward by Grice, there are reasons for assuming that the gésaihe ham sandwich
customey instead othe male is the one that belongs to the proposition expressed
by the utterance.

In summary, it seems that a Gricean kind of explanation doework out neatly
for the cases of metaphor, metonymy and descriptive usésrdfgerson pronouns.
But does this point generalise to other pronominal formspakently not. Let us
consider the cases of first person pronouns (singular amdlpluith the relevant
singular propositions at the level of what-is-said and tb®paiated communicated
descriptive propositions at the level of what-is-impleht

(10)  Bill Clinton saying: ‘The founders invested me with the sole responsibility
for appointing Supreme Court Justices’ (Nunberg, 1993, 20)

a. What-is-said by (10): The founders invested Clinton with the sole
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responsibility for appointing Supreme Court Justices

b.  What-is-implicated by (10): The founders invested the President of
the USA with the sole responsibility for appointing Supreboeirt
Justices

(11)  Said by US Supreme Court Justice O’ Conrtive might have been liber-
als’ (Nunberg, 1993, 14-15).

a. What-is-said by (11)Fhe actual group of Justices that include O’Connor
might have been liberals

b. The/A group of US Justices (not necessarily including Ot@shmight
have been liberals

Differently from the third person cases, the propositidmat tappears at the level
of what-is-said in (10)a and (11)a make sense, could be niyatie speaker and
do not violate standards of truthfulness. It might be trua tBlinton, in virtue of
being president, was invested with some powers by the wriiéthe American
constitution and that there is a possible way in which theldvonight have turned
out to be such that O’Connor and the other Justices arourehtihe90s are liberals.
However, a familiar problem emerges for some of these camess specifically
(11). The singular proposition in (11)a is not m-intended®¢onnor in a context
where she describes a group of people that does not netgsseuades her, and
hence cannot be used to blatantly violate a maxim in ordeigger a search for the
relevant implicature. Moving to making-as-if-to-say wadude of no help, because
the notion does not carry enough speaker commitment tortthatdaolate a maxim
and thus no implicatures can be derived. On the other haadjiigular proposition
in (10)a may be intended by Clinton, which renders the inglice based account of
first person singular descriptive pronouns relatively ptaigle. This may be extra
evidence for the heterogeneity of the phenomenon of dés@&imterpretations,
mentioned towards the end of chapter 1.

Although a Gricean implicature-based explanation of dpsge uses might be
viable for some cases of descriptive uses of pronouns (eg.prson singular),
it does not explain the other cases. This, by itself, modsddoking at alternative
proposals. Before doing so, itis worthy taking a look at tileen arguments against
the Gricean account: one specifically targeting an implieaaccount of descrip-
tive uses; another threatening the general Gricean digtmbetween what-is-said
and what-is-implicated. The analysis of these argumeritsowng extra motiva-
tion for the introduction of alternative pragmatic frameks which will be done
immediately after.
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The argument against the conversational status of descripte pronouns

Nunberg (1993, 20-24,30) pointed out that descriptiverpretations do not seem
to have the usual properties associated withversational implicaturesHis main
argument concentrates on non-detachability, but it woldd be worth considering
the hypothesis of whether descriptive uses of pronounsanreetiable and/or cal-
culable. Let us reconsider the Clinton case in (10), but sspiClinton or another
speaker used the proper name ‘Clinton’ instead of the profroe’.

(12)  Bill Clinton or another speaker sayingThe founders invested Clinton
with the sole responsibility for appointing Supreme Coustites’.

a. What-is-said by (12)The founders invested Clinton with the sole respon-
sibility for appointing Supreme Court Justices
b. What-is-implicated by (12): The founders invested the President of the

USA with the sole responsibility for appointing Supremer€dustices

Non-detachability, as a test for the presence of conversatimplicatures, states
that if two sentences can be used in similar contexts to méterthe same informa-
tion at the level of what-is-said, then the same convenrsatiomplicatures would
arise. The implicatures depend on what-is-said (not thguistic form used) and
hence are non-detachable from it. Against non-detactgblunberg argues that,
in this case, the level of information at (12)a does not iogik (12)b. Since con-
versational implicatures are non-detachable, descejmtiierpretations of pronouns
cannot be implicatures.

Calculability, as a test, states that what-is-implicatagtibe calculable on the
basis of what-is-said. Against calculability, one couldus, based on the discus
sion in the previous subsection, that in some cases it istbdadow what the level
of what-is-said would look like according to Grice's accaufonsider again the
example in (9), where the speaker points to the ham sandwhdle wttering ‘He
IS getting restless’. To say that the pronoun refers to theashsandwich is at least
problematic because of the feature clash between the gandeanimacy features

encoded by the word and the genderless inanimate nature oéthrent. On the
other hand, if we maintain that nothing is said, it is diffictd see on what basis
the dependent implicatures would be derived. Without whaaid, implicatures
cannot be calculated. Therefore, descriptive uses do moh $e be instances of
conversational implicatures (see the argument againseGmicture of non-literal
meaning and argument from circularity in the previous satise).
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Related to this point, cancellability, as a test, statesithplicatures can be can-
celled explicitly by the speaker without resulting in cadictions®. In the ham
sandwich scenario just considered, imagine the speakénoorg (9)a by saying
‘... but I don’'t mean that the ham sandwich orderer, whoeeeishis getting rest-
less’. In this situation it is hard to see what would be comitated by ‘He point-
ing to the ham sandwighs getting restless’. Since implicatures are cancellable
and this descriptive reading cannot be, otherwise nothimgjadvbe communicated,
descriptive pronouns are not implicatures.

The conclusion of this partially hypothetical argumenttiated by Nunberg
(1993), is the following. Since descriptive interpretagsdail the non-detachability,
calculability, and cancellability ‘tests’, they are notpticatures. Nunberg, based
solely on the failure of non-detachability, actually goeslier than that. Since im-
plicatures are the model by which all pragmatic phenomenst beiunderstood, de-
scriptive interpretations must be treated ‘semanticaltyd by this Nunberg means
that the phenomenon must be accounted for by some sort aiigitiggcontrol. But,
Is this conclusion warranted?

There are two main reasons for a negative answer. FirsteGritests’ are
neither sufficient nor necessary for detecting the preseheeconversational im-
plicature. Secondly, they were also misused by Nunbergu&&iegin with the first
point.

The status of non-detachability is unclear even for Gricgesfor him the man-
ner ofsayingcan carry different implicatures (see footnote 9 page 6@)ekample,
the utterances ‘He took his boots off and got into bed’ andddeinto bed and took
his boots off’ (Grice, 1981)saythe same thing, but imply different temporal orders
of the events in the conjuncts. Thus, the maxim of manner éspimciple which
would guide interpretations that obviously violate the 1t@tachability test (the
ordering in this case, in fact, might not be an implicature tleeargument from
pragmatic intrusionsuggests). In short, to expect tHat everytwo different ut-
terances that determine the same level of what-is-saidein tBspective contexts
conveyexactlythe same implicatures is unrealistic. Arguably, non-dedhdity
seems to work for some cases. But the fact that it does not feorkthers makes
this test, by itself, an unreliable method for detectingghesence of an implicature.

As for cancellability, the observations are simply not trilewe consider the
ham sandwich example again, it seems that the descriptiggpnetation can be

5Relevance theorists argue that every pragmatic aspecteshinte interpretation can be can-
cellable. Some argue that there is a distinction betweeoatiaimg something so something else can
be expressed and cancelling something so that nothing iatmetmwever, it is hard to draw this
distinction in a theoretically unbiased was and therefavélinot discuss it here.
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cancelled in favour of another interpretation, that is,dpeaker of *hefointing to
the ham sandwidhs getting restless’ could continue her utterance, witloauntra-
diction, by saying ‘I don’t mean that the ham sandwich ordesgetting restless, |
mean that the waiter, who needs the fries that accompanyatitmsch, is getting
restless’ (see Stokke 2010, ch. 3 for more cases of carnioalaT hus, it seems that
in some cases, descriptive uses can be cancelled. Givecethegllability is inter-
twined with calculability, it would be natural to expect tltrescriptive uses would
also be calculable. In order to show this, | must make a snigtiédsion.

Descriptive interpretations are cancellable and caldelaécause they might be
conveyed by (non-demonstrative) inferential processdaisThe ‘tests’ not only
determine the presence of conversational implicatureslbutferential aspects of
utterance interpretation which might contribute to whaataid. Consider reference
fixing, which Grice took to contribute to the level of whatsaid, but did not talk
much about. Now suppose a scenario in which Matt and Ann,eoffazworkers,
talk about a party last week at the office. Ann says to Mattl ‘@dlt too drunk’,
to which Matt replies ‘I thought your husband was away lasekie Now, it is
perfectly fine for Ann to reply: ‘Ohh | don’t mean that Bill, myusband, was too
drunk at last week’s party, | meant that Bill, from the 4th flomas’.This dialogue
seems totally natural. Thereforegntra Grice, there might be processes that con-
tribute to the level of what he took to be what-is-said butdiséinct from the mere
retrieval of the conventional meaning of words (as the ampuirfrom pragmatic in-
trusion, spelled out in the next subsection, sugge&iephtraNunberg, descriptive
interpretations can bealculable®. But that does not mean that they are implica-
tures, because calculability and cancellability couldariid pragmatic processes
involved in the delivery of what-is-said.

In conclusion, the argument from the non-conversatioratlstof descriptive
pronouns fails for the following reason. Some of the alle¢gsts for implica-
tures simply do not hold and the others that do hold not ongratterise implica-
ture derivation but also (pragmatic) processes that mighitribute to what-is-said.
Therefore, the tests cannot be used to support that a givamopienon should (or
should not) be treated as an instance of conversationaldatptes. This conclusion
paves the way to a more general objection against Gricegmatics: a challenge
to the very way in which he distinguishedyingfrom implicating This is the topic
of the next subsection.

®For an initial reaction to Nunberg's argument see Recan883, ch. 16), for exposition and
criticism of Nunberg'’s position from Relevance Theory, &enberg (1994); Powell (1998, 2003);
Galery (2008).
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2.2.3 The argument from pragmatic intrusion

For Grice, with the exception of reference fixing and amhigresolution, what-is-
said is by an utterance is essentially determined by itsemimnal meaning, that

is, what-is-said isiot a matter of non-demonstrative inferences to speaker mean-
ing. This claim, however, faces some problems. There seehbe tcases where
the proposition intuitively taken asaid by the speaker contains elements that are
not controlled by any linguistic item in the sentence thatvays it, thus violating

the Linguistic Constraint on What-is-Saido use a term from Perry (1986), such
constituents would be ‘unarticulated’, because they ceb@traced back to any as-
pect of linguistic meanings and yet are present in the ing¢ation (thoughts) they
induce. Consider:

(13) a. Said by someone in Oslét’'s snowing [in Oslo].
b. Said by a car salespersofirhat car has] Only 10,000 km!
Said by Sam, a high school teaché&very student [in Sam’s class ]
passed the exam.
d. Said by Jane, after mentioning how hard she has studied fexam:
I’'m ready [to take the exam].

In these examples, the constituents in square bracketsdrefphe proposition the
speaker intended to get across, yet these do not seem to toelleahby any overt
linguistic expression in the utterance. An explanationh&fse cases in terms of
particularised conversational implicatures seems ulylikeke (13)b, for example;
we cannot say that what-is-said by the speak@mily 10,000 kmwhich implicates
in the contextCar x has only 10,000 knbecause many other things have 10,000 km
(i.e. the approximate distance between the equator andotttle pole), rendering
what-is-said communicatively inert, that is, what-isesaiould systematically fail
to capture what is specifically intended by the speaker. Smoyose the existence
of covert linguistic structure for some of the cases abovan(8y, 2000; Stanley
and Szabo, 2000). This approach usually invokes prondrikeavariables of the
appropriate type. | will not go into the details, as | beli¢hrat much of this debate
depends on case by case analysis (see Carston, 2004; 204r1), Rather, | would
like to point out that this approach certainly would not b&edb generalise to every
instance. To illustrate, consider Cohen’s (1971) classxamples:

(14) a. The old king has died of a heart attack and a repubbcbean de-
clared.
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b. A republic has been declared and the old king has died ofaa he
attack.

According to the Gricean explanation, the two utterances@abave the same truth-
conditions (they express the same what-is-said), and doymiation suggesting
that the second conjunct is a consequence of the first emasga<onversational
implicature based on the maxim of ‘orderliness’ (whethas i generalised or a
particularised one does not matter here). However, if teeaences are embedded
in conditionals, things look rather different. Considenat examples by Cohen
(1971):

(15) a. |Ifthe old king has died of a heart attack and a reputabeen de-
clared, then Tom will be happy.
b. If a republic has been declared and the old king has diedhafaat
attack, then Tom will be happy.

As Cohen (1971) pointed out (see Carston, 2002, 109), tinesatterances simply
do not have the same intuitive truth-conditions (i.e. wisagaid). Grice (1989a)
recognised this in his retrospective epilogue, but he didk@ognise its implica-
tions for his way of distinguishing what-is-said (i.e. seri@content) from impli-
catures (i.e. pragmatic content). In addition to the inomf temporal ordering,
utterances containing ‘and’ can be used to convey a causgqgaence relation.
Consider:

(16) She shot him in the head and he died instantly (Cars@iR,223).

In this example, the death would be understood as not onlgdrapg before the
shooting, but as being a consequence of it. The word ‘andldvoot be interpreted
as‘...and then..’, butas‘...and, as aresult.... Thasewples are instances pfag-
matic intrusion into what-is-sai¢a term due to Levinson 2080. They represent
a problem for the Gricean distinction between semanticspgagmatics because
constituents that usually become available through appeadnversational norms
seem to enter the truth-conditions expressed by an utterarttere are two main
ways to react to the problem: (i) reject it by postulatindgngaclinguistic structure or

"The word ‘intrusion’ is sometimes used with a negative caation, as if life would be better
if such intrusions did not happen. A different approachhsas the one advocated in Relevance
Theory (Sperber and Wilson, 1995; Carston, 2002) and by trtimdr-conditional pragmaticists (Re-
canati, 1993), have a different take on this. Pragmaticrimrtons to the proposition expressed are
theoretically desirable because they capture the commativeédntentions of the speaker in the right
way.
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lexical semantics, or (i) reject it by insisting that thegmlomenon is pragmatic but
does not intrude into truth-conditional content proper. aksexample of the first
approach, Cohen (1971) associated temporal and causatdedb the linguistic
meaning of ‘and’ that would regulate the contents that ehiescope of the condi-
tional. However, it is not difficult to come up with cases tbhatnot be accounted
for by such features. For example, a use of ‘Jane married aingrggnant’ conveys
a particular temporal ordering of the events, but ‘Jane gegmant and married’
might convey some form of explanatory reading: the pregpaves a reason for
the marriage. Cohen’s proposal does not account for thiimgaPostulating extra
linguistic features associated with conjunction (or tHewant expression) seriously
risks overgeneration, as one could come up with examplesrtigdat not be prop-
erly explained by them.

Alternatively, one could argue that the alleged ‘intruss@nstructions do not
intrude the level of what-is-said but rather are a matterngblicature retrieval.
Carston (2002, ch. 3) makes a series of objections agaiostmssibility. First, as
Cohen (1971) pointed out, it remains obscure how the allegpticatures (defined
as non-truth-conditional components of utterance meargag fall in the scope
of logical operators such as conditionals and negétiom fact, Cohen’s use of
conditionals and other operators became one of the mosableliests for deciding
whether a given constituent belongs to the truth-conditicontent of an utterance
(section 2.3.2 discusses this topic thoroughly). In cosiol, the association of
what-is-said with a level of information entirely governley linguistic rules does
not seem to be empirically adequate. Conversational noossem to provide con-
stituents that enter truth-conditions. As a result, thg wetion of saying, as defined
by theLinguistic Constraint on What is Saahd theMinimal Truth-Evaluability of
What-is-Saigdmust be revisited (see section 2.3.2).

2.2.4 Tentative conclusions

Itis helpful to briefly list what has been achieved in thiste®et First, Grice’s prag-
matic framework was presented. It was initially motivatgalseries of philosophi-
cal problems raised by the clash between the formalist amohtbrmalist positions.
This conflict was solved by a division between two levels oftent associated with
an utterance: what-is-said and what is-communicated. dtmdr was defined by

8For an exhaustive argumentation against a Gricean expsarfat the different readings associ-
ated with ‘and’ and in favour of pragmatic contributionsiath-conditional content more generally,
see Sperber and Wilson (1995); Carston (1988, 2002); R&¢40889, 1993); Green (1998), among
many many others.
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three constraints, namelyl-Intentionality, Linguistic Constraint on What-is-Said
and Minimal Truth-Evaluability of What is Saidnd the latter by norms of coop-
erative communicative behaviour undeommunicative Cooperativiighe CP and
maxims).

The main aim of outlining Grice’s framework was to assess ftawight ex-
plain the data raised by descriptive pronouns. Given thgecéimilarities between
these cases and metonymy (a non-literal or figurative ulse)Gricean picture of
non-literal meaning was introduced. Under a certain uridedsng of the Gricean
position on descriptive pronouns, these can be seen astattanscal to metonymy,
and thus the analysis is subject to =trgument against Grice’s picture of non-literal
meaning(Wilson and Sperber, 2002). Under another understanditigeoGricean
position, descriptive uses would sagthingand imply certain descriptive propo-
sitions in virtue of that. This possibility, however, is $edt tothe argument from
circularity (Hugly and Sayward, 1979). Both objections apply to usesiod {per-
son pronouns. Some descriptive uses of first person pronouarthe other hand,
do not seem to involve the same difficulties. In addition ® tlvo arguments just
mentioned, we took a look at Nunberg's argument against cimeconversational
status of descriptive pronouns. It simply stated that iflingiures are defined by
Grice’s ‘tests’ - non-detachability, calculability andnzzelability - and descriptive
pronouns fail them, then such uses cannot be a matter ofaatptie derivation. The
argument, however, is not sound, which means that someiptdseses of first
person pronouns might be instances of implicatures.

From a more general perspective, we then took a look at Graistinction be-
tween what-is-said and what-is-implicated. As it was avadliy drawn, the distinc-
tion simply cannot accommodate interpretations that eeeagn norms on rational
communicative behaviour, but are part and parcel of thétconditional content
of the utterance: the so-called ‘intrusive constructioriBhis motivates a serious
revision of the way we carve the distinction between thehtegnditional content
of an utterance and its implicit content. In the next secgtiwa will present an al-
ternative to the Gricean (or Gricean-inspired) proposaleraere. The framework
of choice is known aRelevance TheorfSperber and Wilson, 1995) and with it we
can re-assess the pragmatic possibilities concerningigége uses of pronouns.
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2.3 Relevance Theoretic pragmatics

2.3.1 Relevance Theory and ostensive-inferential commugation

In this section, | will present a theory that improves on @&scby providing a
model of utterance comprehension that draws on fewer bugrgeand cognitively
grounded principles and that satisfactorily account for-titeral uses, namelygel-
evance TheoryRT) (Sperber and Wilson, 1995). Schematically, it depadm
Grice’s framework along the following lines: the notionssayingand making-
as-if-to-sayand the correlatedinguistic Constraint on What-is-Saia@nd Truth-
Evaluability of What-is-Saidre utterly rejected, andommunicative Cooperativity
is replaced byCommunicative Relevance

This brief presentation makes clear that RT preserves otleeafentral aspects
of the picture of meaning sketched in Grice (1957): meathiagpcan be described
as making manifest an intention to convtyat p. That is, like Grice, Relevance
Theory assumes that much, if not all, of communication codwgn to figuring
out what the communicative intentions of the speaker arew,Nlee challenge is
to define the relation between the intentions of the speakeértlae utterance by
which they are revealed. RT assumes that this relation iseqa by the following
definitions:

(17)  Ostensive - Inferential Communication

Communicating something (i.e. a propositigninvolves the speaker’s production
of a stimulusu with the intention:

a. to inform an audience of something (Sperber and Wilso85199), or
more technically speaking, (Sperber and Wilson, 1995, &&adkemani-
festa set of assumptiog(which includeghat p) (Informative Intentioh

b. to inform an audience of one’s informative intention (fyge and Wilson,
1995, 29), or, more technically speaking, to make one’srmédive in-
tentionmutually manifes{Sperber and Wilson, 1995, 6 dmmunicative
Intentior)*°.

°The technical definitions of manifest and mutually manifetrmation can be unpacked into
the definition of the Ostensive-Inferential model, resgtin:
Ostensive-inferential communication: the communicatozdpces a stimulus which
makes it mutually manifest to communicator and audiencettiiecommunicator intends,
by means of this stimulus, to make manifest or more manifeshe audience a set of
assumptions (Sperber and Wilson, 1995, 63).
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The distinction between communicative and informativemions permits desir-
able moves in pragmatic theory. The speakeosimunicative intentiois fulfilled
when herinformative intentions recognisedby the audience. The speakeirs
formative intentions fulfilled when the proposition she intends to convey (her
informative intention) is not onlyecognisedut alsobelievedby the audience. Al-
though the fulfilment of one’s communicative intention nathyp acts as a reason
for the fulfilment of one’s informative intention, there i® mecessary connection
between the two. The fulfilment of the intentions is more ssladependent from
each other.

This double dissociation can be illustrated easily. Whenesme utters on the
street ‘Jesus is our saviour’, one could get the messagestieging put across,
but one does not necessarily need to accept or believe whajusasaid. We
recognise something is intended to be communicated, wealquabt believe in it,
that is, information is not transmitted. Conversely, thivimative intention can
be fulfilled without the fulfilment of the corresponding comnicative intention.
Suppose Kasha leaves the newspaper on the kitchen tablghis@an be properly
informed about the repercussions of the latest financisiszfout by the time John
sees the newspaper, Kasha had already left the house. Heemxdimnformed, but
does not realise Kasha intended that. This situation is re@namunicative one,
because Kasha did not make her intentions overt, even thineghformation she
intended to convey was transmitted.

The formulation of intentions according to the ostensiviefiential model in
(17) brings another advantage over the Gricean: commuamicand overt informa-
tion are connected in the right way, that is, communicaisomaking information
overt in a mutually recognisable way. This is achieved bypgiihe notion ofnutu-
ally manifesinformation in the formulation of the communicative intiemt°.

Sperber and Wilson (1995, 39-46) define manifest infornmadi® assumptions
that an individual (i) is able to represent at a given time @idakes as true or
probably true. A set of manifest assumptions constituteim@inidual’s cognitive
environmen{CE). Now, among the information represented in an indiald.cog-
nitive environment, there is information concerning whahtihave access to it.
Sperber and Wilson (1995, 41) exemplify as follows. Sup@wsmdividual gained

20strawson (1964, 445-7) and Schiffer (1972) have pointeccasés in which the three clauses
- (i) to (iii) - of Grice’s M-Intentionalityare satisfied and yet no information is intuitively commu-
nicated, because not all of the intentions of the speakee weert to the audience (i.e. cases of
‘sneaky’ intentions, see also Neale 1992). These casesa@penty ruled out by the way RT defines
the informative and communicative intentions as well asrtbgons of manifestness and mutual
manifestness.
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knowledgethat p by becoming a Freemason. By coming to knavihe individual
also came to know thaill Freemasons have access to phis property permits
the characterisation ehutually manifest informatiorfirst, the intersection of two
(or more) cognitive environments constitutesheredcognitive environment, as in
a situation where two people, unaware of each other, looknatar fountain in a
park. Second, shared cognitive environments containiiogrimation about who has
access to it constitutmutual cognitive environmentas in a situation similar to the
one just mentioned, but where two people become aware ofathehby sitting on
the same bench, say;

These notions nicely characterise communicative sitnataend the transmis-
sion of information that accompanies it along the followlmgs. The production
of ostensive stimuli makes the information it carries mestif Such information
provides evidence of what the speaker wishes to conveyiffgedwo-stage recog-
nition model. The speaker's communicative intention idilfed, if the audience
recognises the embedded informative intention. In thigcteere is communica-
tion, but that does not necessarily mean that the speakéoismative intention is
fulfilled. For this to happen, the audience not only needgtognise the speaker’s
intention, but also to believe in it. In this case, infornatis transmitted through
communicatiof?.

According to this model, the stimulus produced by the spelaks an evidential
status: it provides a set of clues of what the speaker’siimtemmight be. Thus, the
recognition of the relevant intentions depends on a prooces®n-demonstrative
inference. Since this is also one of the fundamental terfé@rioean pragmatics,
it is worth noting potential differences between Grice’sdaband RT. According
to him, the use of a linguistic code more or less determinesctmtent of one of
the propositions falling under the speaker’'s m-intenti@nasping what-is-said, in
many cases, does not require inference. However, the arguinoen intrusion,
the argument against the Gricean picture of non-literalmmgg and the argument

21The notion of mutual manifestedness emerged as an altesrtatithat ofcommonor mutual
knowledgéLewis, 1969; Schiffer, 1972). By devising the notion of maitmanifestedness, Sperber
and Wilson (1995) intended to capture communicative oesgrin a way such that (i) it comes in
degrees, and (i) it does not carry any commitment to thetfzatt a given piece of information is
mutually known for sure. When it comes to the latter poing, phhoponent of the mutual knowledge
hypothesis might object by saying that much of the epistempéhfter Wittgenstein (1969) aimed to
free the notion of knowledge from that of certainty.

22Epistemic vigilance is a cognitive ability aimed at selegtgood information sources. Thus,
although conditions on the fulfilment of the speaker’s comicative intention are quite relaxed,
conditions on the fulfilment of the informative intentionghly depend on the information source
or what is at stake. Since humans massively depend on cornatiam to acquire information,
they would be open to the risk of being often misinformed.rBpeet al. (2010) argue that hearers
develop such ability to counter-balance this drawback.
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from circularity raise serious objections to this pictufer RT, no such difficulties
arise, as the notion afayingand the specific way in which it provides a basis
for implicating do not exist in the theory. As a consequence, non-demonstrat
inferences can contribute constituents at the level whidbeGook to be what-is-
said as well as to that of implicatures. But if this is the ¢ageat then would guide
these inferences, if not the CP and the maxims u@@d@nmunicative Cooperativity
The answer is a particular notion of communicatekevance

According to Sperber and Wilson (199%glevanceis a property of cognitive
inputs (both external and internal stimuli). It is usualgnceived in a comparative
way: the greater the input’s positive effects on an indigittucognitive system the
greater its relevance; the lower the input’s cognitive stisé greater its relevance.
In short, the relevance of a stimulus increases with an aserén the effects/efforts
ratio that it brings to the state the cognitive system is inithwhis definition in
mind, the following principle seems to hold:

(18)  Cognitive Principle of Relevancéluman cognition is geared towards the
maximisation of Relevance, that is, to the achievement ofi@sy positive
contextual (cognitive) effects for as little processinfpefas possible (see
Sperber and Wilson, 1995, 260-266).

Note that theCognitive Principle of Relevands overarching in nature. Every
aspect of cognitive life would be regulated by it. Sperbet ®Wlson also assume
another principle; one that is more specifically tied to camroation:

(19) Communicative Principle of Relevandévery ostensive acommunicates
(i.e. makes mutually manifest) the presumption of its owtirogl rele-
vance (see Sperber and Wilson, 1995, 260).

A stimulus isoptimally relevanif it is (i) relevant enough to warrant the audience’s
processing effort and (ii) the most relevant one compatilitie the communicator’s
abilities and preferences (see Sperber and Wilson 1995,2&%ton 2002, 379).
The Communicative Principle of Relevance warrants whatdoase to be known
as therelevance theoretic comprehension procedstated as:

(20) Relevance Theoretic Comprehension ProcedufFest interpretative hy-
potheses based on their order of accessibility, that ikvich path of least
effort, until an interpretation that satisfies the expeatabf relevance is
found.
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An audience’s expectation of Relevance comprises (i) aupnpsion of optimal
Relevancamodulo(ii) a specific set of mutually manifest assumptions. Thas, i
many communicative situations, the turn taking amongstroanicators creates
more specific expectations about the relevance of incontingiB. For example, if
Ann asks Matt a question, she will presume that Matt will nayatter something
that is worth paying attention to (i.e. expectation of ogtimelevance), but also that
it provides the means to an answer (or conveys more posiigeitive effects than
an answer would). This specific instance of the comprehansiocedure makes
two things mutually manifest: explicitly, the informatidime question linguistically
communicates and, implicitly, the move from the presumptiboptimal relevance
to the current and more specific expectations about thearetevof the current os-
tensive stimulu®. In short, the difference between Gricean pragmatics and RT
can be schematically represented by differences in theiptes that govern inter-
pretation. For GriceCommunicative Cooperativityuided only the derivation of
conversational implicatures, whereas for RT every infeatmaspect of utterance
comprehension boils down to following the relevance thieoommprehension pro-
cedure above.

By placing the relevant theoretic comprehension procedutke lieu of con-
textualised appeals to the CP and the maxims u@denmunicative Cooperativity
Sperber and Wilson (1995) offer a way to reduce disconneubechs on rational
communicative behaviour to a very compact and incredibhega! set of principles.
The procedure is uniquely involved in the many processe$), asireference assign-
ment, disambiguation, and the supply of unarticulated ttinesits, that determine
the proposition expressed by an utterance in addition tagkeciated implicatures.
This raises an important issue: if the theory allows for pratic contributions to
both levels of meaning, how can the proposition expressedidimguished from
its associated implicatures?

2.3.2 The Explicit-Implicit distinction

By rejecting the notion of what-is-said (and the associdi@eduistic Constraint

on What-is-Saidand Truth-Evaluability of What-is-Sajdwhile also accepting a
Gricean-inspired intentional characterisation of speakeaning, RT assumes a
broadly underdeterministic picture of encoded informatidhis assumption, known
in the literature, as thelnderdeterminacy Thes{€arston, 2002, 19), can be for-

23Note that the talk about expectations here plays a similatodGrice’s talk about the audience’s
expectation that the speaker obeys the CP and the conesi@atiaxims.
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mulated in its most general form as:

Underdeterminacy Thesi3 he linguistic meaning of an utterance underdetermines
every level of speaker meant information, even the projoséxpressed (i.e. what-
is-said in Gricean terms).

RT assumes that the proposition expressed correspondseshcatureof an
utterance (what the speakexplicatesby uttering something) and, crucially, this is
a communicated (speaker-meant) proposition. This leveitigiance meaning is
defined as follows (Sperber and Wilson, 1995, 182):

Explicitness An assumption communicated by an utterance U is expliaind only
if it is a development of a logical form encoded by U.

Propositions that are speaker meant but not explicit beforige implicit level:
the utterance’s implicatures. This allows the implemeatadf a machinery some-
what similar to Grice’s: the derivation of implicatures vie driven by the ex-
pectation that the stimulus made by the speaker is (at leptmally) relevant and
hence subject to thellevance theoretic comprehension procediiepectations of
relevance would be essentially dynamic: information madeuadly manifest by
previous ostensive stimuli can make room for more finelybeated presumptions,
rather than the general expectation of optimal relevanosveyer, the problem with
Explicitnesss to understand what ‘development of a logical form’ mééns

It is important to observe that RT assumes that human mimiesent informa-
tion in a language like medium or language of thought (LO% p@posed by Fodor
(1975). The syntax of this language must have the meansiteset quantification
and variable binding, as well as predicates and constastbasic building blocks
are atomic concepts: concepts that are individuated by th&rence relation to
properties or individuals in the world and by formal atttiési(i.e. a neural pattern
that the concept supervenes on) necessary for distinggistates constituted by
co-referring terms, like ‘horse’ and ‘steed’. Concept asijion would be a matter
of an individual mind ‘locking on’ to the relevant proper#lthough concepts are
structureless, they relate to other pieces of informatiothe mind. RT assumes
that there are three main entries that a given concept iciassd to: the lexical
entry, the encyclopaedic entry, and the logical entry. Tist &issociates the con-
cept, at a minimum, with a word form (spoken or written) usedexpress it and

24gperber and Wilson (1995, 294) themselves consider sorfieutties for the definition.
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a syntactic form (e.g. a noun phrase or the lexical actiossrid®ed in chapter 5).
The second associates the concept with knowledge abouttitie®that it refers to
(e.g. The conceboG might activate one’s knowledge that dogs are playful, good
pets, affectionate, etc...). The third relates the contmegertain deductive rules, for
example from the concepRCHELOR one may infer the conceptsNMARRIED and
MALE 2°. Thus, the theory assumes that developing the logical fowoaed by an
utterance would result in a representation stated in sangelike Fodorian LOT.

In the next subsection, | will take a look at the criteria pyegd in the literature
for distinguishing explicit and implicit content. This widiprovide tools for deter-
mining whether that data raised by descriptive pronounsishze accommodated
at one level or another. First, ways of distinguishing theliek from the implicit
that draw from conceptual analysis, hence referred to &difef tests’ for explicit
content, will be discussed. Second, tests that are moreriealfyi based will be
considered. Since much of the next sections deals with aggtswsed to support
some revamped notion of what-is-said, | will assume the nmengtral terminol-
ogy of ‘proposition expressed’ (which pragmatists take @saker-meant). Once
we have this distinction in place, we will be able to look dtetent proposals for
non-literal cases and descriptive pronouns within RT.

Off-line Tests

Four proposals for delineating the distinction betweerdiex@nd implicit content
will be discussed herdzunctional Independence, Availability, Embedding (S¢ope
andAgreement-baseésts. Following Carston (2002, ch.2), | assume that the int
ition that these should not be interpreted as principlesghale interpretation like
the principles of relevance, rather they are theoretiaabtthat might suggest one
kind of semantic-pragmatic analysis over another. Let ggbeith the first:

Functional IndependencéThe proposition expressed by an utterance should have
a role to play, distinct from and independent of its implisas, in the hearer’s
inferential processing, specifically, it should functiodépendently as a premise in
arguments’ (Carston, 2002, 190).

The Functional Independence test is motivated by the thdbhgh on economy
of effort grounds, the proposition expressed, construedcasnmunicated assump-

2> There is some debate on whether all these entries need telraed by the theory. Kjgll (2010)
is sceptical about the existence of logical entries, asrfezénce frorBACHELOR to UNMARRIED
may be licensed by encyclopaedic entries of special status.
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tion, should have a role to play in the audience’s cognitiie2 IThe principle is
deeply rooted on the cognitive principle of relevance. Ifraplicature contextually
entails a proposition that allegedly corresponds to thdiedpre, processing the
latter independently would bring processing costs witlextta positive effects. In-
dependence here means that the proposition expressed ban(entailed by any
implicature of the utterance and (ii) should be used togettht other contextual
assumptions, some of which araplicated premisedo generate further implica-
tures. Implicated premises are contextual assumptiohateased in the derivation
of further implicatureg®, for example (Sperber and Wilson, 1995, 34):

(21) Implicated premises and conclusions

a. Peter: Do you want some coffee?

b. Mary: Coffee would keep me awake.

c. implicated premiseMary does not want to be awake.
d. implicated conclusionMary does not want coffee.

According to this characterisation, Functional Indepemgevould be wrong if one
could find an implicated premise that entails the propasiéigpressed. Something
that Carston (2002, 191) claims to have never encourteratthough the test pre-
serves the intuition that the proposition expressed ib#seson which implicatures
are derived, something which is also present in Grice’s wgrout schema, it does
not give a rock-solid tool for distinguishing the propasitiexpressed from impli-
catures, for the following reason. Suppose we wonder whetlo®rresponds to
the proposition expressed or an implicature. One could theeway: p could be
the proposition expressed, provided that independenicatpkes are derived, qr
could be actually implicated by another independent pribipos provided that this
proposition plays some role in the agent’s cognitive lifer Example, consider an
utterance of ‘Tigers are striped’ in a context where two peape travelling through
the Siberian south-west during winter time. The propositiat Caspian tigers are
stripedcould be regarded as the utterance’s explicature provitgtindependent
implicatures are generated (e.Gaspian tigers are easy to spot in such a white
landscapégor it could be regarded as the independent implicatureefhtbre basic

26 Implicated premises and conclusions may shape the auddnygmotheses about the speaker’s
explicatures. The development of the speaker’s explieasithe utterance is processed on-line may,
in turn, be used to revise the assumed implicated premisgs.igknown as thenutualadjustment
of explicatures and implicatures, see the first table in dviland Sperber (2002) for details.

2'The formulation here is different from the one given by Retta(1989, 316) and avoids a
counter example he raised to his own formulation of Funetiéndependence, see Carston (2002,
190-1) for discussion.
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propositionTigers are strippedwhich does not entail that every sub-type of tiger
is)?8. Now, let us move to the Availability Test.

Availability Test In deciding whether a pragmatically determined aspectttei-u
ance meaning is part of [the proposition expressed], thahisaking a decision
concerning [the proposition expressed], we should alwgytotpreserve our pre-
theoretic intuitions on the matter (Recanati 1989, 310;aRat 1993, 245; my
square brackets replace ‘what is said’ in the original).

According to Recanati, availability to communicator’s soiousness is a prop-
erty that regulates a two-fold distinction: ‘we hagistinct conscious representa-
tionsfor [the proposition expressed] and for what is implicatgélgiven utterance:
both are consciously accessible, and are consciouslysibtess distinct (Reca-
nati 1993, 245). Thus, although the availability test ajgemintuitions about what
has been communicated (i.e. an off-line test), it seems teerolaims about human
cognitive life: a property that is also found in Carston’snEtional Independence.
Recanati (2004, sect. 1.5) elucidates his position by gayiat conscious accessi-
bility to the proposition expressed might be underpinneddoymunicators’ ability
to pair utterances with the situation in which they are triecording to him, this
ability is more basic than the ability to say or describe tbeditions under which
an utterance is true or false. Now, can this test do the jobisiinguishing the
proposition expressed by an utterance from its implicatire

There does not seem to be a knock down argument against tiebdits test.

In fact, as Carston (2002, 166-170) pointed out, intuitiabsut information com-
municated at the level of the proposition expressed or airtipdicit level have
always been present in theory building in linguistics antigglophy. The intuitions

of communicators do offer a rough guide to theorising, bus ihard to see how
they would provide a decisive method for classifymgs a proposition expressed
or as an implicature. Experimental results have shown ttedasimplicatures, e.g.
‘some’ implying ‘not all’, enter speaker judgements abchg truth or falsity of
the propositions expressed quite frequently, but not dexdis(see Noveck 2004;
Noveck and Sperber 2087 Carston 2002, 166-170 and Carston and Hall 2011).

28This generic statement does not involve the usual entatlrtéat hold in most contexts, and
therefore, it could be argued that it is a bit artificial. | éess that finding an example suitable to
my purpose was difficult, which suggests that the functiom@d¢pendence test may be aiming at an
intuitive, or psychologically real, way to carve the exjilimplicit distinction.

29Noveck (2004) used scalar utterances like ‘Some of theetigle in the box’ that should be
evaluated against a range of scenarios: one in which sorhestwrere inside and some others out-
side, another in which all the turtles were inside the bobj&ets were asked to judge the utterances
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This means that the proposition expressed and implicaaresot present to the
subject as categorically distinct entities. Indeed, ormukhtry to preserve one’s
pre-theoretical intuitions, but that is just good theorylding. It seems then that
the availability test does not provide a clear-cut methadifstinguishing implica-
tures from the proposition expressed. Let us move to theteektthe Embedding
(Scope) test.

Embedding (Scope) TesA pragmatically derived aspect of meaning is part of the
[proposition expressed] (and therefore, not a convensationplicature) if - and,
perhaps, only if - it falls within the scope of logical opexet such as negation
and conditionals (Recanati 1989, my square brackets rephdtat is said’ in the
original).

The examples in Cohen (1971), used to motivate the argumamnt fragmatic
intrusion, constitute an important precursor of the embegltest. As discussed
in section on this argument, pragmatically derived aspeictaeaning might con-
tribute to the explicature of utterance’s containing nalttanguage logical connec-
tives, such as ‘and’, or ‘if..., then.... The test also @sasimilarities with Kripke’s
1972 rigidity test, which inquires into the type of contemdliiced by an expression
by embedding it under modal operators (e.g. ‘if..., thgnnecessarily’, ‘must’,
see chapter 1 section 1.3). Both Krikpe’s and the embedéistg aissume that the
content which operators operate on corresponds to the pitapoexpressed. So
far, | have not seen any decisive argument against the sespéntthe literature
(see Carston 2002, 191-7 for discussion) and it has beernnguidany theoreti-
cal decisions regarding whether a contribution should deetl to the proposition
expressed or to an implicature of the utterance. The scapasdems a promising
method for testing the behaviour of descriptive pronoungh Ykis remark in mind,
let us move on to other possibilities.

The final method for carving the explicit/implicit distinoh out is the Agreement-
based test. It has been more recently voiced by Hawthori@6§28le proposed that
the semantics of certain clauses, in this case, ‘agre€s thatbe used to specify
the content of the utterances they embed: a form of contetiifypng operatot’.

true or false. In the scenario in which all the turtles weréhimbox, ‘Some of the turtles are in the
box’ was judged true by 53% of the participants, indicatimat for them, ‘some’ contributed its lex-
ical meaning only, and false by 47% of the participants,dating that, for these people, the scalar
inference from ‘some’ to ‘not all’ entered the propositiaxpeessed. For experimental precursors
that aimed at testing the empirical plausibility of the #adaility test, see Gibbs and Moise (1997);
Nicolle and Clark (1999).

30The indirect quotation test (Bach, 1994, 1999, 2001), theriGontextual Indirect report test
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Consider the predicate ‘ready’. If Bill utters ‘Magda is dgathinking thatshe is
ready to leaveand John utters ‘Magda is ready’ thinking thekte is ready to get
married one could easily imagine different contexts in which Johd Bill could
report (or say) that Magda is ready, but it seems difficulbof impossible, for Bill
and John to be in agreement.

| suppose Hawthorne takes his test to be a semantic one,sthatinquires
into the lexically determined content that is the objectagrfeement. In this case,
the predicate ‘ready’ comes out as context dependent (ativelto some other
circumstance or parameter). However, one could considetdast as a possible
tool for drawing the distinction between the implicaturesl adhe proposition (ex-
plicature) expressed by an utterance, which would cestadinit pragmatically
provided constituents that are not linguistically supgligRoughly, this takes the
following form:

Agreement Based Test:two communicators A and B utter two sentences and one
can report that, by the use of these sentenges)d B agree that ghenp captures
the content expressed by the utterances of A atid B

Although agreement based tests seem to presuppose conitynonalontent,
it remains dubiousvhichlevel of content this is. As von Fintel and Gillies (2008)
point out, agreement or disagreement can target a varié¢yels, such as, presup-
positions and maybe even implicatures conveyed by an atterdor example, the
following dialogue, adapted from Grice, seems quite natorene:

(22)  Implicature disagreement

a. Professor WilsonMr. Green is applying for a position in the depart-
ment. Professor Smith, you supervised him, right? Is he good

b. Professor SmithHum... All I can say is that he has good handwriting
and is very punctual.

(Cappelen and Lepore, 2005, 88) and the Collective Deganiptest (Cappelen and Lepore, 2005,
99) would employ either ‘says that’ (e.g. John said tR#itis ready) or any verb predicated of a
collective subject (e.g. Botbohn and Bill are readyto specify the relevant content (in italics here).
Although these tests can be extended to cover cases of ptiagniausion in addition to context
sensitivity of the indexical form, they are subject to thensecriticism levelled against agreement-
based tests. For these reasons, they will not be discusgarhsaly here.

3tagreement/disagreement is one of the topics that sparkeceat debate on the nature of asser-
tion, truth and structure of content, in addition to the antf proposition expressed, there might be
thinnernotions of content, mere properties, for example, that alegle in understanding agreement
related phenomena. For discussion, see MacFarlane (2003, 2007, 2009); Lasersohn (2005);
Recanati (2007); Cappelen and Hawthorne (2009) .
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c. ProfessorJoned:.disagree, Professor Smith. He is very hard-working
and has great intellectual potential.

It is difficult to see how the object of disagreement, namtbly,proposition thatir.
Green is not very good at philosophyould constitute the proposition expressed
by the utterance(s) in (22)b. Like the Availability testetAgreement-based test
seems to be at the mercy of speaker intuitions. To the expexatker intuitions vary,
no decisive method for distinguishing implicatures frora groposition expressed
is provided. To the extent that they converge, speakertiohd seem to be very
permissive with regards to what can be targeted. Theretbre test, at least as
formulated above, should not be relied upon.

In this subsection, | have looked at various tests for digtishing explicit from
implicit content, including: (i) Functional-Independendii) Embedding (Scope),
(iii) Availability, and (iv) Agreement-based tests. Irnions seem to converge more
evenly under the Embedding test and for this reason | con#ide be the best
methodological off-line tool for drawing the distinctionevare after. Now, | will
take a look at some possibilities for looking at the expliciplicit distinction from
a more experimental perspective.

Empirically-oriented Tests

When it comes to the relations between experimental piedi&and pragmatics,
Grice’s framework is a good starting point. According totlite literal/non-literal
distinction is explained in terms of the explicit (whatgaid)/implicit distinction,
hence any predictions entailed by the latter automaticalyy over to the former.
Since one of the distinctive traits of implicatures is ttagpendence on the explicit
level (what-is-said), it follows that they would be accakeanly after the proposition
expressed is articulated and so would be more costly to psoddis prediction can
be tested, but is it shared by other pragmatic frameworkse secifically RT?

Not really. As mentioned in the previous section, ostensfirauli might make
implicit premises available before any hypotheses abauptbposition expressed
are made. Moreover, implicit premises can shape the ondiavelopment of hy-
potheses about the proposition expressed (i.e. as pare girtitess omutual ad-
justmentsee example (21), footnote 26). Consider the followingadjak (Wilson
and Sperber, 2006):

(23)  Mutual adjustment of implicatures and explicatures

a. Peter Did John pay back the money he owed you?
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b. Mary: No. He forgot to go to the bank.

Peter’s question in (23)a indicates his expectations: Mangt provide means
to an answer. The partial decoding of Mary’s utterance gisesto the expectation
that it will be relevant if it explains why John has not rephé&t. As a consequence,
that forgetting to go to the bank, the financial institutiema good reason for not
repaying someonis conveyed as an implicated premise. This assumptionyim tu
is used to disambiguate the word ‘bank’ deriving an unamiuguproposition as
explicature. This illustrates hownplicated premises can be accessed before the
proposition expressed. But what ab@uplicated conclusiors

Imagine that Peter continues the conversation by askirgyébiuld borrow some
money from Mary. She answers with some stuttering ‘Welhe thing... is...’, at
which point Peter could retrieve a negative answer to histipre as anmplicated
conclusion before hypotheses about the proposition expressed dyeféumed.
In sum, Gricean pragmatics predicts more effort in procgssnplicatures than
the proposition expressed (what-is-said), while RT dods(foo some empirical
evidence for the relevance-theoretic alternative, seesild998, 2000 and Wilson
and Matsui 2000).

In conclusion, RT cannot distinguish between these twoldewveterms of dif-
ferences in processing effort, at least not without briggrtra assumptions or de-
tailed information about the specific communicative sitwatnto closer scrutiny.

2.3.3 Relevance Theory, literal vs non-literal meaning, ash de-
scriptive pronouns

Literal and non-literal Meaning: an Overview

As suggested by Wilson and Sperber (2002, 587), Grice feltbthhree aspects of
the rhetorician’s description of non-literal meaning (¢49: (a) like literal mean-
ing, non-literal meaning corresponds to conceptuallycstme propositional con-
tent, (b) non-literal meaning differs from literal meaninghe ways it is generated,
and (c) non-literal meaning is explained by systematic depas from literal mean-
ing. Grice fleshed out these assumptions in a very specific Mayitterance’s lit-
eral meaning coincides with what-is-said, whereas whatid by non-literal uses
blatantly violates conversational norms, thus triggetimg search for implicatures
that capture the intended interpretation and are capalpeeserving such norms.
In RT, options (b) and (c) (and more recently (a) as well, saeston 2010) are
rejected.
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Before analysing how RT deals with non-literal used, | wolikd to mention
yet another two ways in which they have been overlooked bggan pragmatics.
The first of them concerns the fact theaterynon-literal interpretation results from
ablatantviolation of a maxim (truthfulness). If this is the case eudinces like the
ones below seem hard to explain (see Sperber and Wilson):1986

(24)  After a moderately tiring Friday, Bill says:

a. I'm pretty tired. | deserve a beer (approximation).
b. I'm exhausted. | deserve a beer (hyperbole).
c. I'mawalking corpse. | deserve a beer (metaphor).

Strictly speaking, Bill's utterance in (24)a is not truef italso does not seem
to intuitively count as &latantviolation of the maxim of truthfulness (‘Do not say
what you believe to be false’). Without a blatant violatitme Gricean explanation
cannot get off the ground. Moreover, such deviations fraerdiness seem to occur
in degreegsee Wilson and Carston 2006, 2007, for a recent statenérg)hyper-
bole in (24)b count as a greater deviation in comparison4ya(and the metaphor in
(24)c an even greater one in comparison to (24)b. Since 8paria Wilson (1986),
it has been pointed out that there does not seem to be a cleaff point between
approximations and hyperboles, and hyperboles and metaphFbis raises an im-
portant question. How would the maxim-flouting account detth cases that only
slightly deviate from what is literally expressed and thatomuum formed among
uses that deviate from literalness in different degreesgdins that Grice simply
cannot account for these fatts

Moreover, Grice’s analysis faces one last shortcoming. MWheomes to more
poetic uses, such as an utterance of ‘Joanna s a flower’ gluaafively conveys that
JOANNA IS BEAUTIFUL, the maxim-flouting account characterises the speaker’s
choice of words as a very clumsy and uneconomical way of gongethe rele-
vant proposition. But if that is the case, something veryangmt about non-literal
uses is lost. Most tropes and figures of speech are used forpagas Many of
them evoke powerful images and emotions, and are also uefigl for persua-
sion. According to the romantic critique of the classicatdric tradition, if the
figurative interpretation (e.gloanna is beautifglexhausts what is communicated,
the ornamental or stylistic effects created by that speclimice of words are left

320ne possibility is to deny that slight deviations such agapimations and hyperboles are cases
of non-literalness. The loose use of language here wouldfbamaof relaxation of the maxim of
truthfulness: the speaker aims to say something true bt niateset her standards of accuracy very
high.
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unexplained. In this spirit, Coleridge argues that a priypeirgreat style in speech
or writing is:

its untranslatableness in words of the same language Wwithjuuty to

the meaning. Be it observed, however, that | include in thanmmg of

a word not only its correspondent object but likewise alldssociations
which it recalls. (Coleridge 2007, XXII, cited in Sperberdawilson

1986, 155)

We will now take a look at the pragmatic options to deal witm4titeral uses
within RT in the hope they will provide the grounding for pie understanding of
descriptive uses of pronouns. So far, accounts of noraliteses must: (i) capture
their intuitive truth-conditions, (ii) explain the cogiv¢ effects (images, empathy,
etc.) that they give rise to, and (iii) explain the continuafrdepartures from lit-
eralness. As in the section on Grice, my comments on noralitsses begin with
metaphor, which paves the way to a treatment of metonymy asdriptive pro-
nouns. It is important to note that accounts that try to acoodate non-literal
contributions at the explicit level face the challenge td@dting inferential aspects
of communication within the range of possible developmeftthe logical form
encoded by the utterance (iExplicitness.

Metaphor

RT rejects an important aspect of the Gricean tradition.hRt#coding and infer-
ring play a role in determining even thigeral interpretation of an utterance. Thus,
non-literal interpretations would not be generated by any differentiraeism. On
the assumption that the principles that guide such infergace not violablecon-
tra Grice’s maxim-flouting account) and pragmatic constitaeran figure at any
level of meaning, RT could explain the cognitive effects aripd by metaphorical
utterances at the explicit or implicit levels of meaninglgoth). But, does anything
motivate one explanation over the other? In subsectio2 28 reached the con-
clusion that the embedding (scope) principle is the begjraiatic tool for making
this decision. Let us then embed a metaphorical word userundenditional and
see how it behaves. | shall use Grice’s example of ‘cream @saoffee’ uttered in
a context to convey that a person is delightful. Consider:

(25) If Jane is the cream in your coffee, she deserves a nitelhy present.

Intuitively, the utterance above expresses that Janetesamice birthday present,
only if she is delightful or nice (as opposed to being actuahm). The embed-
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ding test suggests that some metaphors contribute to tHeatxpe of the utter-
ance. Other metaphors that are conveyed by the lengthyagevwent of a series
of thoughts and images are not so easily testélaled hence will not be discussed
here. This move, however, faces a problem. How can we cateilhe fact that a
metaphorical interpretation (i.e. ‘cream in one’s coffeehveying that a person is
delightful) contributes to the explicit conteahd at the same time, counts as a de-
velopment of a logical form of an utterance ($&elicitnes$? RT’s current answer
rests on the notion aid hoc concepts

The RT account of ad hoc concepts was inspired on Barsal®@83( 1987,
1993) work on categorisation. At the time, Barsalou reaetgainst théPrototype
theory of concepts. This view was motivated by experimeamggiesting that human
categorisation skills, for example, deciding whether ativiidual (say, Fido) falls
under a given category (say, of dogs), are subject to proicality effects. Smith
and Medin (1981), for instance, argue that people do not &kdhe individuals
falling under the same concept equally. A robin would besifees] as a bird faster
and at a higher ranking in a classificatory scale than a duakdy@ven though
both fall under the conce@®IRD: a clear prototypicality effect.Contra Fodor,
the prototype view assumes that concepts have internaitstey namely, a set of
typical properties of the members that fall under them.

Barsalou’s studies suggest that prototypicality effelgtanty exist, but they can-
not be explained by the prototype view, because categgrisiacontext-dependent
activityand hence cannot be accounted for by a setalflefeatures. He found that
prototypes vary according to different: (i) individuals) contexts (e.g. in a discus-
sion about milking, cows and goats would be judged more pypical mammals,
whereas in a discussion about farming, horses and donkeytlwdiii) perspec-
tives (i.e. swans would be judged prototypical birds fromhan@se stand point,
but eagles would be judged prototypical birds from an Angeristand point), and,
quite surprisingly, (iv) prototypes can be constructedfmnfty (e.g. a wig, as an
exemplar of things that could warm your head in a functionay)v Barsalou ar-
gued that these (reviewed) prototypicality effects ard beglained by amccasion
specific mental representation: ad hoc category

Borrowing from Barsalou, RT devised the notion of ad hoc emts (repre-
sented by an asterisk attached to conceptual represerggtinat are built along the
following lines: words (e.g. ‘coffee in cream’) activateatic (Fodorian) concepts
(COFFEE CREAN), which are strongly associated with information storeéiey-

33Here is an example: ‘The fog comes on little cat feet. It sitsking over harbour and city on
silent haunches and then moves drodin Sandburg 1950 recently quoted in Carston 2010) .
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clopaedic entries (e.gCREAM IS CONSIDERED A NICE TREAT IN ONES COFFEE
HAVING COFFEE WITH CREAM IS A DELIGHTFUL EXPERIENCE, which are used

in inferential processes that create an occasion speaigeder this word usecor

FEE CREAM'. Thus, a metaphorical use of ‘cream in one’s coffee’ comioates,

in a situation similar to Grice’s example, the ad hoc conCeEFEE IN CREAM;
roughly meaningdELIGHTFUL IN A WAY THAT ONLY COFFEE WITH CREAM IS:
WARM AND INVIGORATING, and so on. Such an explanation assumes a pattern like
this (activation spreading from the word flows from left tghr)**:

Table 2.1: Ad Hoc Concept Construction

Word Lexical Concept Assumptions Ad Hoc Concept
‘cream in Coffee’ COFFEE CREAM X BEING DELIGHTFUL IS A COFFEE CREAM
GOOD REASON FOR BEING
FOND OF X;
CREAM IS CONSIDERED A
NICE TREAT IN ONE'S COF
FEE,
HAVING COFFEE WITH
CREAM IS A DELIGHTFUL
EXPERIENCE
etc...

Note that this is not a sequentialist view. Given the evigdgstatus of stimuli
and the (relevance-driven) inferential nature of the cahpnsion process, many
of the assumptions above would be made available by the ssklis current ex-
pectation of relevance in the specific context: one expeetsans for Jane deserv-
ing a present in the context of (25). This kind of effect-aoted top-down flow
of activation is crucial to RT, setting it apart from purelgsaciationistic (Lakoff

34 In early RT, metaphors and other loose uses were analyseteaamce-driven implicatures. In
the case of a metaphorical utterance of ‘Jane is a bulldtdzartommunicates thaANE IS TOUGH,
the proposal assumed that a nonsensical proposition{aeMNE IS (actually) A BULLDOZER) was
expressedut notcommunicated The expressed proposition, besides conveying the metiapho
interpretation as an implicature, would also control a emafjimplicatures, such aa\NE IS ABLE
TO ENDURE ANY SORT OF HARDSHIFOr JANE IS RESILIENT AND NON-SENTIMENTAL at a low
degree of manifestness and account for many of the extratoegeffects conveyed by metaphors
(e.g. imagistic content) as weak implicatures; see SpenheéVilson (1986, 1987, 1995); Wilson
and Sperber (1988) for details. Despite the fact that alti#siderata of non-literal uses was met, a
strong asymmetry between two processes - narrowing (timatibotes to the proposition expressed)
and loosening - was predicted. This was not theoreticalljvated: a point made by Carston (1997)
and more recently by Wilson and Carston (2007). Moreoverpttoposal has a strong resemblance
to Grice’s. In particular, the idea of expressing a propositvithout communicating it could be
regarded as a form of making-as-if-to-explicate, whichlddae subject to criticism similar to that
against the notion of making-as-if-to-say.
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and Johnson, 1980; Lakoff and Turner, 1989) and mixed infexlkassociationistic
frameworks (Recanati, 1993, 1995, 2084 )Accordingly, the derivation of the in-
terpretation of (25) has the following form (following Wila and Sperber 2002).

(26)  A’sreasoning: metaphors as ad hoc concepts

a. Bhassaidto A, ‘Jane is the cream in your coffee’ [embegldirthe
decoded (incomplete) logical form of B’s utterance into aatgtion
of B’s ostensive behaviour].

b. B’s utterance will be optimally relevant to A. [expectatiraised by
recognition of A's ostensive behaviour and acceptancesyptesump-
tion of relevance it conveys].

C. CREAM IS CONSIDERED A NICE TREAT IN ONES COFFEE HAVING
COFFEE WITH CREAM IS A DELIGHTFUL EXPERIENCE HANGING
OUT WITH JANE IS A DELIGHFUL EXPERIENCE etc... [assumptions
made salient by the decoding of the logical form in (26)a dmal t
(specific) expectations of relevance in (26)b ].

d. JANE IS THE CREAM* IN A'S COFFEE[since being delightful is a
good reason for deserving a gift, inferred from (26)b and¢26énd
accepted as an explicature of B’s utterafte]

Schematically, the use of ‘cream in one’s coffee’ activdltesconceptual clus-
ter COFFEE CREAM Wwhich, in turn, makes assumptions stored in the associated

35Since the availability of representations is mediated ysaterations of relevance, assumptions
that are not contained in the entries associated with a pbace usually available for the construc-
tion of the relevant ad hoc concept. This amounts to a gootheapon of theemergent property
problem for metaphors, that is, the fact that, in many cabedntended metaphorical interpretation
(e.g. INSENSITIVE) is not represented in the encyclopaedic entry activatetth&yigurative use of
the word ‘cold’ or ‘bulldozer’. | will not discuss emergenissues here. For recent discussion, see
Wilson and Carston (2007); Sperber and Wilson (2008).

36 Another possibility is simply to say that the explicatureply is JANE IS DELIGHTFUL. |
call this the substitution approach. It faces two problerRast, how would this proposition be
a development of the logical form of ‘Jane is the cream in mffegd. Second, how would the
ornamental value of non-literal uses be accounted forygivat the sentence uttered is a clumsy way
of saying something quite simple. As proposals for metonyvithyillustrate shortly, the first point
may not turn out to be that problematic. With regards to tlvesd point, the proponent of the simple
account could argue that the ornamental value of non-litexas are conveyed atrenconceptual
level of content. For example, by uttering the sentence alio speaker intends tausefeelings
or images that usually accompany the event of drinking eofféh cream on the audience, as an
illustration of Jane’s delightfulness (as recently suggedy Carston 2010). This move requires a
serious revision on assumption (a) of the basic scheme jméthely,that communicated content
is exhausted by conceptually structured propositionalttenn Of course, much more would have
to be said in order for the assumption that the conveyed istiagiontent should be captured at the
level of non conceptual content to do any serious theolletioek. Note that this could be regarded
as a treatment of metaphguametonymy: one concept would simply be replaced by another.
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encyclopaedic entries available for inferring the speakaeaning. The overall
accessibility of the assumptions in (26)c derives from thaclal meaning of the
words as well as the demand for an interpretation that ssditifie expectations of
relevance held in the particular context. They provide tleans for the construction
of an ad hoc conceptcREAM IN ONE’'S COFFEE. Now, since this process depends
partially on the lexical concept activated by the word, ad imberpretations can be
regarded as developments of the logical form of utterareeEgplicitnes.
Although there might be other proposals for metaphor wiRiin(see footnotes
34 and 36) the ad hoc concept construction approach has gptahatory proper-
ties. For starters, itis in consonance with the resultsrgoyethe embedding test and
explains how explicatures containing ad hoc concepts camegofurther relevant
information based on the assumptions used to shape thentofitbe relevant con-
cept (e.g.Jane should get a present because she is delightiibreover, the fact
that the ad hoc concepts usually denote a very complex gxofeeg. cozy delight-
fulnes$ explains why non-literal uses have ornamental value {mggistic content
that may be considered as extra cognitive effects). Somédveary that, as a result,
ad hoc concepts are ineffable (see Carston, 2002, ch. Sprdiperties they denote
are hardly specifiable (i.e. not paraphraseable). FirmBymilar explanation can be
devised for narrowing (or strengthening) and loosenindp(oadening). Narrowing
would be considered as the building up of an ad hoc concepsevbenotation is
a subset of the set denoted by the lexical concept. For exasygbpose that Mary
expresses her desire to get married by uttering ‘I want ta sm®e bachelors’ and
by it she means that she wants to meetonlyunmarried males, but also men with
additional characteristics, such as being emotionallyistdeterosexual, trustwor-
thy, and committed. Understanding Mary’s utterance candsernibed as a process
by which the concepgACHELOR is used as a starting point for the construction of
an ad hoc conceACHELOR* that denotes entities that have just these properties.
Entities that fall undeBACHELOR* automatically fall undeBACHELOR®’. Broad-
ening is the converse operation. An approximation likerfesis hexagonal’ can be
taken as conveying an interpretation containing the caneeRAGONAL*, which
denotes entities that are not only strictly hexagonal kad alfficiently approximate
to this shape. Entities that fall undeEXAGONAL automatically fall undeHEXAG-
ONAL*. Metaphors are just an extreme version of broadenaREAM IN COFFEE
denotes cream and also individuals that are delightful ierg gpecific way) or a
combination of broadening and narrowing (the concept iatbened to cover both

3™This form of narrowing slightly differs from cases of lexiagarrowing characterised by the
addition of extra conceptual material, say, a use of ‘P anth@’ convey$ and as a result Q
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kinds of entities and then narrowed to denote only delighg&ople, see Wilson
and Carston 2006, 2007, for details). In this way, the ad bocepts approach also
explains the continuum amongst different kinds of depagdirom literal meaning.

In conclusion, the relevance-theoretic proposal basedidroa concepts is not
subject to the same problems raised by Grice’s account awkpres all the intu-
itive properties associated with non-literal interprietas. In what follows, | will
assess whether its nice explanatory properties carry owe&des of metonymy and
descriptive pronouns. Like my discussion on metaphor, | mintion possible
moves within RT for such cases.

Metonymy and Descriptive pronouns

Let us take a look at metonymy and identification-based g@sae pronouns in the
same way as we did with metaphors. First, we will assess tgndstics given
by the embedding test and then move to ways of accountingateewithin RT.
Consider:

(27)  Two waiters closing up the restaurant after wotkthe ham sandwich/he
[pointing to a ham sandwigheft without paying, we won’t get as much
money as we thought.

Above, a use of ‘the ham sandwhich’ or ‘he’ while pointing tdham sandwich
falls within the scope of the conditional. The waiters widltrget as much money
as they thought, ithe ham sandwich orderdeaves without paying. The embed-
ding test motivates treating uses of third person singulang@uns (and possibly
2nd person singular and all the plural pronouns) as coringuo the explicit con-
tent of the utterance. This approach is also motivated quneély. The absurd and
non-sensical propositiortHE HAM SANDWICH (the culinary itemM) LEFT WITHOUT
PAYING does not seem to play any role besides conveying the relégamative
interpretation. This point, originally due to Sag (198%)captured in RT under the
idea that the nonsensical proposition simply cannot meeatldience’s presump-
tion of relevance in this context and hence, on grounds af@tyy, it should not be
even considered as speaker-meant (e.g. it does not playdaepandent cognitive
role in the sense of Carston’s Functional Independencg tEstlowing this lead,
Papafragou (1996) and Falkum (2010) argue that metonymipigxminimisation
of effort, whereas metaphor imparts more cognitive efféctésuch uses contribute

38|t is possible to object to this point. Consider the uttee™ou should avoid marrying a sheep
at all costs’ (Gerrig, 1989), where ‘sheep’ refers to sonedoorn in the year of the sheep. It could
be argued that the utterance imparts both humour (via teealitnterpretation of the words) and
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to the explicit level of content, how then coulde ham sandwich ordererount as
a development of the logical form of a use of ‘the ham sandwiche’, above?

Given the unificatory basis of lexical adjustments laid outMilson and Carston
(2007), one could try to treat metonymy and identificati@sdxd descriptive pro-
nouns in terms of ad hoc concept construction, like the papfor metaphors in
the section above. Understanding the utterance above wonteéed as follows: the
words ‘ham sandwich’ or the gesture towards the ham sandagttate the com-
plex concepHAM SANDWICH, which, in turn, makes certain assumptions contextu-
ally salient, includingPEOPLE ORDER HAM SANDWICHES FOR LUNCHORDER-
ING A HAM SANDWICH COSTS MONEY, etc. The availability of such assumptions
also stems from the addressee’s expectations of relevartbe particular context
(suppose the utterance above is an answer to the questidrw®iget many tips
today?’). Both the high activation status of these asswmnptiogether with the fact
that theHAM SANDWICH concept cannot combine coherently with the predicate ‘to
leave without paying’ are as cues for the construction ofdahae concept. Follow-
ing the proposal for metaphor, the metonymic use of ‘hamwasid would convey
the ad hoc concepiAM SANDWICH*. Its construction would involve an initial
broadening of the concept so it denotes both certain cylinams and the people
who ordered them, and then narrowed to denote only the.latter

This proposal, however, is subject to a number of objectiéirst, ad hoc con-
cepts are created by cognitive operations that broadenroowahe set denoted
by the (original) lexical concept. This is what allowed tHagement of metaphor
within the continuum of departures from literalness memgnb earlier. As Falkum
(2010, ch.6), following Wilson and Carston (2006, 2007)inp® out, the modu-
lation of lexical meaning (broadening or narrowing) is veated by implications
that may feed a process of backwards inference that shapestitent of the occa-
sion specific concept (as in the mutual adjustment of implies and explicatures).
With regards to this specific case, broadening the ad hoepdRaM SANDWICH*
so it denotes both culinary items and individuals who ordéhem does not seem
to be licensed by any cognitive effects captured in termsrgdlicated premises
or conclusions. Conversely, in the metaphor case, the ratdolof FLOWER in
‘Joanna is a flower’ to convey that Joanna is beautiful, iseupihined by a simi-
larity relation: both flowers and Joanna are beautiful teiagd thus both would
be denoted under the initial modulation of the concept (Wwigets narrowed af-
terwards). The similarity relation explains a range of iiwgions. Joanna may
have a delicate beauty (as opposed to a feral kind of becagguse flowers are

information about a person (via the metonymical interpieite.
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beautiful in that way. In metonymy, there are no such cogaiiffects and the con-
tiguity relation does not play the pragmatic role playedhsy tesemblance relation
in metaphor comprehension. As a result, broadening thalimetonymically used
word is not pragmatically licensed (huge effort involvedlavithout any apparent
gain in effects, although see footnote 38). Since the bmuadds necessary for a
further narrowing of the4AM SANDWICH* so it denotes only certain customers,
the system is unable to create an occasion specific senseaftates the intuitive
contribution of the words ‘ham sandwich’ in the utterance\ah

There is yet another difficulty for the approach. The intetations conveyed by
metaphor and many other instances of broadening or nargolaame an ineffable
nature, which is nicely captured by these occasion spe@fises. The properties
they denote are hard to specify (ebgautiful in a flower-like delicate kind of way
This does not seem to be the case for metonymies. The cORs8pSANDWICH*
is exhausted by the descriptitime ham sandwich orderer

As for descriptive uses of pronouns, an explanation in tesfnad hoc con-
cepts seems to be even more difficult. The reason being thénttgpronouns are
not lexical words. Their contributions are determined ireasentially context de-
pendent way. Still, one could argue that, in the utteranav@b’he’ contributes
an ad hoc conceptALE * (in virtue of the lexical material of the pronoun) emm
SANDWICH* (in virtue of the gesture) to the proposition expressediguitterance.
Regardless of the form taken, the occasion-specific congepighly equivalent to
the descriptiorthe ham sandwich orderer

This proposal in fact inherits the same shortcomings assesaf metonymy.
The conceptual representation would have to be first braatitendenote both culi-
nary items and their customer and then just the latter, Ingesihe first operation
cannot kick off the ground (no cognitive effects are conday@dulohuge process-
ing effort), the concept cannot be shaped so it correspanidfetintuitive contribu-
tion the pronoun makes to the proposition expressed. It sterad hoc concept
account does not seem to be a good way to explain how intatfmes resulting
from metonymical uses of words nor descriptive uses of pnosoAlternative pro-
posals must be sougfit

39In the case of metonymy, Papafragou (1996) pioneered etptie based treatments based on
metarepresentations. Borrowing from Kaplan (1989, 558fie explored the idea that metonymy
involves a specific form of naming, that is, the explicaturaroutterance of ‘The ham sandwich left
without paying’ would be paraphrased®@se INDIVIDUAL APPROPRIATELY CALLED/CONCEIVED
‘THE HAM SANDWICH' LEFT WITHOUT PAYING. The main problem | see with this account is that it
builds into the explanation what it should explain. We warknow the circumstances under which
such namings are appropriate. Falkum (2010, ch. 6) builddisrproposal in a way such that it
does not inherit this shortcoming (as well as other diffiest As Falkum’s proposal does not carry
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At this point it is worth consideringubstitution-based account3he idea is
simple. In the right contextual setting, the lexical matkdf the word would be
entirely replaced by a contextually salient mental repredeon. This proposal
follows much of the spirit, if not the letter, of Nunberg’s9@3) talk oftransfer
(after Fauconnier 1985, see also Recanati 1993, 2004) andeh of certain mental
representations serving agygersfor othertargetrepresentations.

In the case of lexical metonymy, the substitution-basedatcwould proceed
as follows. The use of ‘ham sandwich’ activates the conegpil SANDWICH,
which in turn makes a range of assumptions contextuallgsglincludingPEOPLE
ORDER HAM SANDWICHES FOR LUNCH ORDERING A HAM SANDWICH COSTS
MONEY, etc. The availability of such assumptions also stems fitoeretddressee’s
expectations of relevance in the particular context: thamador an answer to ‘Did
we get many tips today?’ must be provided. By replacing thieé conceptHAM
SANDWICH with the (phrasal) conceptaAM SANDWICH ORDERED the audience is
able to arrive at the explicaturthe ham sandwich orderer left without paying

Note that the proposal does not inherit the problems raigéddad hoc concept
account, but it does have some problems of its own. The maueis this. How
can asubstitutiorbetween conceptual material count as a development of ginealo
form of an utterance? If they indeed can count as so, the wegded information
constrains inferences to the explicature(s) meant by theksy is trivialised. The
main challenge is one of overgeneration. We explain thetiméutruth conditions
of the metonymical use of ‘ham sandwich’ above, but fail tplai why the use of
‘Jane’ is a bad name for the dish she prepared in the examioebe

(28) a. Bill: Who is London’s best cook?
b. John: ?Mary won the cooking contest, although Jane was very tasty
as well (judgement in Papafragou 1996, 143).

Let us abstract away from this difficulty for cases of lexiocatonymy for the
moment and consider the substitution-based proposal éntiftcation-based de-
scriptive uses of pronouns. Suppose that the use of ‘heddotres a variable-like
entity x*° whose value is supplied contextually and that the gestwartis the ham
sandwich makes a range of assumptions, includrEpPLE ORDER HAM SAND
WICHES FOR LUNCH THE PERSON WHO ORDERED THE HAM SANDWICH IS NOT
AT HER TABLE, etc., contextually salient. Replacindy the conceptAM SAND-
wICH does not provide an overall intelligible interpretatioattis compatible with

over to descriptive uses of pronouns straightforwardlgrrot assess it fully here.
4OMy use of ‘variable-like’ here contrasts proper variablesttare bound by quantifiers.
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the audience’s current expectations of relevance and #ratatisfy the predicate
‘leaves without paying’. Therefore, such substitutionas pragmatically licensed.
However, these assumptions provide other concepts thategdacex in a way
such that the resulting interpretation satisfies the ctiegpectations of relevance.
More specifically, the pronominal variable can be replacgthle valueTHE PER
SON WHO ORDERED THE HAM SANDWICH(as an implicit antecedent, as it were),
capturing the descriptive truth-conditions of the utteem terms of the propo-
sition the person who ordered the ham sandwich left without paying(some)
descriptive uses of pronouns, the substitution operasiarot as problematic as in
the metonymy case, since pronouns may require this typeeybtpn in virtue of
their logical form. Indexical cases illustrate this wellh& only difference is that
‘substitution’ in this case targets a singular (as opposed tlescriptive) mental
representation.

Although thesubstitution-based proposa much more plausible in the case of
descriptive uses of (third person singular) pronouns tles of metonymy, it still
faces two challenges. The first concerns the precise spmficof the lexical infor-
mation encoded by pronouns. Above, we assumed that theyleraceariable-like
entity and, crucially, that it could be replaced by the diggicm the ham sandwich
orderer, which some (Montague, 1973; Barwise and Cooper, 1981) take a
quantified term. The challenge then is to come up with a Ié&xeinay for such ex-
pressions that allows for ‘substitutions’ that target bgémeral and singular terms
(as in indexical cases) and that accounts for the bindingth@dross sentential
dependencies. In short we need a grammar for these expresowre can have
a better idea of how the ‘developments’ of the logical fornecaaed by pronouns
(seeExplicitnes$ can derive all the types of pronominal interpretation eaxed in
chapter 1, but nothing more. This will be crucial for an exgition of the extended
properties of descriptive uses.

The second point concerns some accessibility puzzles teinymy and also
identification-based descriptive pronouns face. If in bodlses, the alleged sub-
stitution would target an indirectly or non-immediatelyadable concept (e.g. the
interpretationthe ham sandwich orderas accessed through or mediated by the
HAM SANDWICH concept), then it is mysterious why some cases, where the rel
evant interpretations are also indirectly available, carire interpreted properly.
Re-consider the instance of donkey anaphora below:

(29)  Accessibility patterns of indirectly available concepts

a. Every man who has wife should bringher to the party.
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b. #?Everymarried man should brindper to the party. (intended reading:
as (a) above)

Here the word ‘married’ would activate the conceptRRIED, which in turn would
make the assumption HUSBAND IS MARRIED TO A WIFE salient enough so it
could provide a value for the pronoun ‘her’. However, thigmot seem to be
possible. Note also that there are identification-basedrijdise uses that display
a similar accessibility pattern. Consider:

(30) Every groom thinks *she/ ?hip¢inting to a wedding dre$ss worth dying
for.

Here the gesture towards the wedding dress does not thakbride salient
enough to become the selected value of the pronominal esipres

Finally, it is worth noting that the assumptions made heesadso compatible
with an heterogeneous treatment of the data. For example, the section on
the Gricean-inspired treatment of descriptive uses, s@sescmay be instances of
implicatures. Consider the embedding of a use of the firgtgresingular pronoun
under a conditional.

(31) Melvin, a condemned prisoner sayl the incarceration system in this
country changes,will be traditionally allowed to order whatever | like for
my last meal. (based on Nunberg 1993, 20)

According to Nunberg, when the proposition in the consetiseanembedded, ‘I
contributeghe condemned prisonegrowever, we do not get this reading here. The
utterance conveys that if the system changes, there wouddttaglition according
to which Melvin himself is able to chose whatever he want$ieldast meal. There
might be many factors at play here. For example, even in calsere a descriptive
interpretation of ‘I' gets under the scope of a conditiontis impossible to rule
out a reading where the pronoun is interpreted indexically (referring rigidly
to Melvin) but the predicate receives a non-standard iné¢ation (see the discus-
sion in chapter 1 section 1.7). Moreover, as in the sectio®ooe, some of the
descriptive interpretations of the first person singulampiun may be captured as
implicatures. For example, Clinton’s utterance of ‘Therfdars invested me with
the sole responsibility for appointing Supreme Court &asti may convey thathe
founders invested Clinton with the sole responsibilitydppointing Supreme Court
Justicesat the explicit level and implicate thahe founders invested the American
President with the sole responsibility for appointing Sampe Court JusticeS hese
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propositions could be generated without any problem in RT.

The strategy that seems to have emerged is this. AccorditigetEmbedding
(scope) test, some descriptive uses of pronouns contributes utterance’s expli-
cature. These are best explained under the substitutisedb@ccount mentioned
above. Some other uses (e.g. first person singular) areasadras contributing to
the utterance’s implicatures. RT (as well as a Gricean red@ccount) account for
these cases without any problems. Such proposal mixed tmgiicit and explicit
contributions depending on the particular use and will Ity fieveloped in chapter
5.

2.4 Conclusion

At this point, let us take stock and look at what we have acdmmed in this
chapter. Its aim was to introduce pragmatic frameworks dlestribe how extra-
linguistic information interacts with encoded informatim utterance comprehen-
sion. Given that descriptive interpretations are not piedi by a linguistic an-
tecedent or coincide with a immediate entity in the envirenm(like cases of
deixis), appeal to pragmatics in order to explain the dagssential.

We begun by assessing Grice’s framework, which laid out #reecal founda-
tions for pragmatics. A Gricean-inspired account of dgdime uses of pronouns
explains the core properties of descriptive uses of prosautwo levels of commu-
nicated information, one determined by the linguistic megrof words (what-is-
said), the other by norms of rational communicative behaviwhat-is-implicated).
Thus, the individual identified in the context, e.g. a footpm the ground, con-
tributes a certain propositional constituent at the levekbat-is-said, i.e.FOOT
PRINT. Since what-is-said by descriptive uses of pronouns \@otanversational
norms (the footprint cannot be a gigantic person), the sdarcan implicature that
preserves them (i.e¢he footprint-maker is a giais triggered. This explains why
the identification of certain individuals in the conteldéntification Dependengy
iIs necessary for conveyingconnection the descriptive truth-conditions that are
intuitively communicated@escriptiveness

Various problems were raised to this approach. To begin, Wtite took what-
is-said to be closely determined by the linguist meaning ofds. Under this as-
sumption, it is difficult to see how the personal pronoun ‘©@uld contributerHE
FOOTPRINTtO the level of what-is-said. Moreover, what-is-said ialetermined
by the communicative intentions of the speaker. Thus, tisarabproposition that
the footprint is a gigantic persocannot be possibly meant, as it is hardly intended.
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Without what-is-said, the relevant implicatures cannotcbaveyed. Moving to
the notion of making-as-if-to-say is not helpful, becausaoes not carry enough
speaker commitment to blatantly violate a maxim. Again,rédevant implicatures
cannot be generated. These and other shortcomings madtitveexamination of
alternative frameworks.

We then moved to a presentation of Relevance Theory. As oite wiany de-
partures from Grice, it assumes that inferential (pragehatiocesses can contribute
the explicit or implicit levels of meaning. Such contrilaris are regulatedot by
norms of (idealised) rational communicative behaviout,dyuoverarching princi-
ples that regulate the processing of information and conicatige overtness. In
this framework, descriptive pronouns can induce readingsfall at the explicit or
the implicit levels of meaning. The use of the scope test agmgndstics for de-
ciding the level to which descriptive pronouns contribué&e mixed results. The
descriptive readings of some first person singular pronahuises may be captured
as implicatures, while other types of descriptive uses appe contribute to the
utterance’s explicatures. The first approach (even in @nderms) explains the
core data straightforwardly and does not carry any prohléfish regards to the
explanation of the data in terms of relevance-driven egplies, two sub-types of
proposals were analysed: an account based in ad hoc comcegituction (borrow-
ing from RT's recent treatment of metaphor) and the suligiittbased account.
The first faced serious conceptual problems. The secondaegppery promissory,
but it faces two main challenges.

First, the account presupposes that a variable-like entitygedlly encoded by
the pronoun, can be replaced by descriptive informationu@ntjficational con-
stituent) available in the context. The challenge then isgecify the linguistic
meaning of pronouns in a way such that not only the identiboabased descriptive
interpretations are predicted, but also the other pronahmiterpretations reviewed
in chapter 1. That is, this is the challenge of describingtvwebants as a legitimate
development of the pronoun’s logical form (deeplicitness.

Secondly, the substitution-based account faces the cigallef explaining how
visual processing establishes certain ‘antecedent’ septations that can provide
the pronouns with the relevant value. The description ohgrocesses should also
aim to account for some accessibility puzzles regardingutievailability of some
interpretations. As the parallels between metonymy ancriigve uses make clear,
the concept that is immediately available in the contexd.(&0OTPRINT, upon
seeing a footprint in the ground) is not the one that is setkas the semantic value
of the expression, but rather provides a gateway to theastenterpretation (e.g.
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the footprint-makex. However, there are other cases where the relevant caratept
representations are also indirectly available, but theveeit readings cannot be
established. As for example, certain cases of cross s@aldtanaphora (see chapter
1 section 1.5). For example ‘Every married man should briagtb the party’
does not make the conceptiFE salient enough to be selected as the pronoun’s
interpretation, even though it is closely associated wiMARRIAGE concept.

A similar form of unavailability can also emerge for someatgsive cases. This
is particularly puzzling. On the one hand, the fact that saseatification-based
descriptive interpretations are possible suggest thatttue be generated as positive
cognitive effects in some contexts. On the other, the faat ithterpretations that
rely on indirectly available concepts are sometimes utavis suggest that such
positive cognitive effects cannot be generated in somer athr@exts. How then is
this duality possible, given that the principles underdyoth types of interpretative
attempts are the same and the encoded meaning of the praroaims stable across
contexts?

The first of these challenges will be dealt in chapter 5, wlzeggammar for-
malism that plays a key role in explaining not only the coréediso the extended
data will be laid out. In the next chapter, | will take care loé second one. In order
to overcome it, we need to supplement our pragmatic accoitintandescription of
specific visual processes by which certain mental repraens can integrate with
encoded information. Note that this makes sense only wiiragmatic frameworks
that are grounded on cognitive principtesis opposed to pragmatic frameworks
that were motivated as solutions to certain philosophicablems (e.g. Grice’s
programme).

41This strategy may presuppose something akin to a compépart@mance distinction within
pragmatics. The cognitive principle of relevance (sinhjiao competence) is an overarching prin-
ciple for information-flow regulation. Specific represditaal abilities (similarly to performance)
recruit such a principle in the delivery of certain repre¢ational states.
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Chapter 3

Descriptive pronouns and the
representation of individuals

3.1 The Representation of individuals and linguistic
understanding

At the end of the previous chapter, | motivated the idea tkptagning utterance
comprehension not only involves an account of overarchiagatic principles,
but also a description of the specific cognitive mechanismzle@yed by humans in
comprehension. In this chapter, | engage with a debate ddmoutertain views on
the nature of visual representations bear on linguistiorieeg, more specifically
accounts of descriptive pronouns. According to chaptehdse¢ as well as other
pronominal uses depend on the identification of a specifiwithgal in the envi-
ronment as belonging to a certain kindéntification Dependengy Below, there
are examples that illustrate that the reliance on the itieation of an individual
in context is not restricted to these expressions and dsrisist more widespread
phenomenon.

(1) Linguistic and conceptual inter-dependencies

a. A new faculty member picks up her first pay check from the wwilb
Waving it, she asks a colleaguBo most faculty members deposit it
[theirpayeheek] in the Credit Union? (deep anaphora, Jacobsad, 200
89).

b. A visitor is leapt on by his host’s dog and utteidine [my-doeg] does
the same (noun phrase ellipsis, Hankamer and Sag 1976).

c. Chris utters to Mandy, who is looking for a box of cereal arduhe
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kitchen [Fhecerealboexis] On the top shelf! (subsententials, Carston
2002, 17)

d. Johnny talking about a friend who just finished his PhD and in@k
a circular motion to the side of his heatie worked so hard he went
(gesture) ¢razy] (cases of ‘showing’, Wharton 2003).

e. Pointing to the White House in Washington DEvery time there is
a war, he fhepresident] has tough choices to make (identification-
dependent descriptive pronouns).

The bracketed expressions in strikethrough are not uttbregeem to be extracted
from the context and become the constituents of the int&xppoas of the utterances
above. They indicate conceptual representations thatgenfierm the identification
of certain individuals as falling under a kind: the paychetkl)a, the dog in (1)b,
the box of cereal in (1)c, the gesture in (1)d, and the Whitedéan (1)e. In the
face of such variety of linguistic phenomena, descripti@puns are just another
case in which words require a suitable conceptual constifwxtra-linguistically
provided, for communicating some information.

In order to illuminate the relevant analogies and dissintits between the use
in (1)e and the other examples above, let us compare it toegbp dnaphora case
in (1)a. Itis clear that both display some formldéntification Dependenayn the
sense of chapter 1, that is, in order for the relevant proijposi to be communi-
cated, the contextually salient individuals must be idattias belonging to a kind.
In (1)a this is achieved under the concep¥CHECK. In the case of in (1)e, this is
achieved by the conceptHITE HOUSE However, there is an important difference
between the two. In the deep anaphora case, the concepd grapioyed in object
identification is the one that is selected as a constituathiegbroposition expressed.
In the case of descriptive pronouns, the concept that is@redlin object identi-
fication serves as a gateway for another concept, namelgRACAN PRESIDENT,
that is selected as the value of the pronominal expressibis i3 what makes de-
scriptive pronouns similar to metonymy (see chapter 1 secti7 and chapter 2
section 2.3.3).

Let us elaborate on the intuitive vocabulary used towardsetid of previous
chapters and assume that any concept thattigwolved in the identification of the
contextually salient object is andirectly salient or availableconcept. Following
this assumption, the conceptw&RICAN PRESIDENT is not directly available, be-
cause it is not involved in the identification of the White Kdeun (1)e, whereas the
concepiPAYCHECK is directly available in the context of (1)a, because it i®lned
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in the identification of the object waved by the speaker. Tdvis of direct involve-
ment can be conceived as concept tokens that emerge astaofdbel detection of
instances of certain properties in the environment. Thimiteology allows us to
formulate a hypothesis about how non-linguistically aaalié information and en-
coded information interact. More specifically, it allows tlormulation of theCross
Modal Integration(CMI) question, below, which this chapter aims to answer

(CMI Question: Can indirectly salient concepts contribute to the prapms ex-
pressed by an utterance (i.e. count as a development of ghealdorm of an
utterance)?

On the basis of the intuitive truth-conditions of (1)e, ieses that the CMI
question deserves a positive answer. However, there ags tzet raise difficulties
for it, as, for example, the examples that motivated formetments of cross-
sentential anaphora in chapter 1 section 1.5 and exempéfgdcessibility puzzles
mentioned in the subsection on descriptive pronouns intendpsection 2.3.3.
Consider again:

(2)  Accessibility patterns of indirectly available concepts

a. Every man who has wife should bringher to the party.
b. *Everymarried man should brindner to the party. (intended reading:
as (a) above)

Above, the utterance in (2)b contains a linguistic expas$e.g. ‘married’) that
would be able tandirectly single out an individual to establish the intended inter-
pretation of the pronoun (e.the wifg. However, it is only with an antecedent that
directly singles out the relevant discourse entities, as in (2)athlesanaphoric link
can be established. Note that in these cases, identificabaid be achieved via a
linguistic expression, rather than via visual procesdes\{tays in which linguistic
and visual identification can be unified will be taken up inpiea 5). Taking this
point for granted for the moment, one could argue, basedeexamplesin (2), that
indirectly available concepts cannot contribute to thegpsition expressed. Let us
develop this suggestion more clearly, relating it to somekfeound discussion on
anaphora.

!Elugardo and Stainton (2003), for example, are among thaféve philosophical and linguistic
communities who detail how actual mechanisms of visualesgmtation deliver the content that
integrates with encoded information in substententiaratices.
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In chapter 1 section 1.5, we looked at the first proposal ifiteeture for ac-
counting for the asymmetry in (2): a condition on anaphogpehdencies known
as theanaphoric island constrainfPostal, 1969). It states that only (i) overt NPs
that (ii) are not part of words can serve as antecedents faphaoric pronouns.
The constraint would rule out cases like (2)b and many otfers cases where
‘McCarthy ites’ cannot serve as an antecedent for interpreting ‘sisi@Carthy’s.
This shaped what Kadmon (1987) later called the ‘formal tokdition’: the im-
perative according to which the relationship between puoreind antecedent must
be described formally, that is, in terms of the architectafrgrammar. The move,
then, can be summarised as follows. On the basis of certautions held by
communicators, a condition on human cognitive architectas postulated: cer-
tain dependencies cannot be represented because theyayaheyat the grammar
faculty is able to establish.

There are two inter-related problems with the trend iretiaby Postal. First,
something like the anaphoric island constraint would rulé the deep anaphora
cases in (1)a. This simply would get the data wrong and goteowpeaker intu-
itions (which motivated the constraint in the first placegc@nd, the status of the
anaphoric island constraint as a condition imposed by granmsra bit mysterious.
For example, Chomsky (1986) famously argued for the ideagteanmar is a set
of rules (comprising an I-language) induced from the stinmub specific natural
languagemoduloa universal set of constraints (Iiversal Gramma). Under this
conception, the rules of an I-language basically amountettam conditions on
well formedness of strings (competence). Since donkeylaragexploits relations
across strings (see chapter 1 section 1.5), Postal’s arigjgiand constraint cannot
be stated at the level of grammar, according to this narr@w.yvilhat is, his con-
straint seems to capture conditions on dependencies hethssourse ‘referents’,
a level of representation much richer than the string-bdonehs of dependency
that a narrow conception of grammar is concerned AwitHowever, if we depart
from such narrow view, as Postal’'s constraint seems to ds, ritysterious why
the saliency of the paycheck in (1)a and the dog in (1)b caprmtide discourse
antecedents.

In order to overcome these difficulties, Elbourne (2001 2)0&@recent exponent
of the tradition initiated by Postal, refines the early coindis on donkey anaphora.
In order to capture the deep anaphora data in (1)a in thewigithe postulates that

2The narrow view is not the only conception of grammar. DisseuRepresentational Theory
(Kamp, 1981), Buring's Discourse Trees (Biring, 2001) Bydamic SyntagKempson et al., 2001;
Cann et al., 2005) assume that grammar can describe sg&ubairis not string bound.
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donkey cases involve NP ellipsis, that is, it involves thietien of a constituent of
a noun phrase at the level of phonological form (PF, i.e. tea@unced elements
of a sentence) which nevertheless contributes to the sazigdogical form (LF, i.e.
the structured representations that corresponds to ¢aribitional content). For
Elbourne, such an operation is defined as follows:

Elbourne’s condition on NP ellipsisNP deletion at PF requires (i) an overt NP
as an antecedent (ii) that is not part of a ward(iii) a sufficiently salient and
pragmatically accessible representation that servesdlas

Conditions (i) and (ii) are basically the same as Postals effectively ex-
plain the antecedent accessibility pattern in (2). Coadifiii) explains the deep
anaphora cases whepaYCHECK in (1)a is recovered at the level of LF and the
elided nourpoGin (1)b is recovered in the same way. With regards to suchdice
ing via pragmatic saliency, Elbourne (2005, 45) observes that:

NP deletion in the absence of a linguistic antecedent waljdan some
extralinguistic reconstruction by the hearer of what mestigant by the
speaker; this explains the fact that it seems limited tosesg®re there is
someimmediate cuén the physical environment, which is indicated by
some physical gesture for the greatest felicity to resAity harder task,
presumably, would produce the feeling of mental stretcthiagjone has
on hearing[e.g. (b) in (2)] (italics and square brackets mine).

It seems that an immediate salient cue corresponds to addatthe environ-
ment that makes a concept directly available for integnatith encoded informa-
tion, in the intuitive sense used earfieBased on these claims, condition (iii) of
the constraint would rule out cases where the cue does nat thakdiscourse en-
tity’ immediately salient, as in (2)b (‘Every married manositd bring her to the
party’, where ‘her’ is interpreted as a particular man’seyif That is, concepts
that are only indirectly available in the context cannoefise the ellipsis opera-
tion (e.g. the reconstruction of the elided noun by the auzég and hence cannot

3Elbourne mentions that retrieving the LF of the sentenceredt corresponds to ‘a reconstruc-
tion’ of speaker’s meaning, but he does not specify by whieltimanisms such reconstruction takes
place. As discussed in chapter 2, Grice did not describe tovegtually available information
figures in what-is-said and allegedly precluded convesaatimaxims from shaping this level of
content. It seems that Grice’s position cannot cast lighEllmourne’s appeal to pragmatic saliency.
Adopting a pragmatic framework like RT could make sense &f fitocess, but with it a whole
lot of processes that shape truth-conditional content evbelallowed, threatening the strictness of
conditions (i) and (ii) of the NP ellipsis constraint. Seetlfier discussion in this section.
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contribute to the propositions expressed. This carriesesateresting explanatory
consequences. For example, some cases of descriptiveuymamesented in chap-
ter 2 and reprinted below, would be ruled out. Consider:

(3) Unavailability of descriptive interpretations

a. Ann and Matt are in a wedding shop browsing through the itevte
to Ann Every groom thinks his bride is worth dying for.

b. In the same context as (a), Matt utters to Ariavery groom thinks
*she/ ?his pointing to a wedding dre$ss worth dying for.

Above, the gesture towards the wedding dress does not cearnhanediate cue for
the emergence of BRIDE concept, hence accounting for the infelicity or ungram-
maticality of the use in (3)b. However, by the same token,sjheaker’s gesture
towards the White House in (1)e wouldtcount as an immediate cue for interpret-
ing ‘He has tough choices to make’ g American President has tough choices to
make Condition (iii) of Elbourne’s constraint rules out all wk&ication-based de-
scriptive pronouns, thus providing a negative answer t€tdéquestion: indirectly
available concepts cannot integrate with encoded infaomai order to express a
proposition (count as an development of the utterance®dbdorm). This is un-
desirable, for these interpretations seem available fatdamguage users and, in
some cases even fall within the scope of logical operatord e, the interpretation
of the pronoun covaries with the (quantificational) advairtitvery time there is a
war’). Moreover, as mentioned in chapter 1 section 1.8, &lbe's constraint on
NP deletion would rule out cases of donkey anaphora whetleerean overt an-
tecedent that is not a word-part (conditions (i) and (ii)) an immediate cue for the
intended interpretation (condition (iii)) are presenthie tontext. However, uses in
these circumstances can be felicitous, like the followind previously mentioned
examples.

4) a. When the babthrew-up, did you find any pencil eraser it (Ander-
son, 1971)?
b. Everyiphone ownerusest for browsing (Patel et al., 2009).

Here, the VP ‘threw-up’ allows the pronoun to be interpredsdhe vomitin
(4)a and the complex ‘iphone owner’ in (4)b provides ‘it’ tvithe interpretation
his iphone If such dependencies as well as identification-based praare to
be explained, they should be explained by a mechanism eliftérom that of NP
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ellipsis licensingd', but it is not clear how this alternative mechanism would lble a
to allocate the relevant content at a level of meaning distitom the proposition
expressed, on the assumption that constraints such ag'$ostbourne’s exist.

Before raising the dilemma central to this section, | wotuite to make some
comments on the transition from Postal’'s constraint to the proposed by El-
bourne. As previously mentioned, the definition given bydtillme is able to ac-
count for cases of ‘deep anaphora’: an advantage over Bgstaposal. However,
if the status of Postal’'s constrainis-a-vis the architecture of grammar (narrowly
conceived) is unclear, the status of Elbourne’s is even reorelf condition (iii),
which incorporates issues concerning the saliency of rhegjigesentations, is part
of a constraint on NP-ellipsis, then either the operatiomislicensed by grammar
(in the narrow sense) or the operation is grammaticallynkeel, but grammar here
may draw on other representational resources (e.g. thgyabilisually single out
individuals as pertaining to a kind; i.e. conceptual systemre generally). The fact
that the two positions seem virtually indistinguishablenfreach other presses an
interesting point. Elbourne’s disjunctive condition does explain what immediate
saliency amounts to. But, if we try capture this notion in @dfetically interesting
way, we could reduce Elbourne’s disjunctive constraird esingle one that covers
both linguistic and extra-linguistic licensors for theavnt felicitous dependencies
(in (1), say) and, at the same time, rules out the relevastiaifous cases (in (2)b
and (3)b, say). This could achieved by the following:

The Individuative-Representational constraiAtdependent use of a linguistic ex-
pression must draw its interpretation from an individuatiepresentation available
from the context.

The use of ‘dependent’ above unifies dependencies thatrayeiditic in nature,
like the standard cases of donkey anaphora, and caseslyhanribe visual identi-
fication of objects in the environment, like the uses ir? (The notion of arindi-
viduative representatiomight be characterised by three roles: (i) it emerges cross-
modally (perception and decoding could give rise to the sapeesentations), (ii)
it singles out individuals or discourse ‘referents’ in tigbt, and (iii) it captures a

4As an alternative, Elbourne (2008) writes a different setioarfor identification dependent
descriptive pronouns.

5The notion of identification | am interested in potentialwers other cases, like singling out an
individual in memory and in testimony or communication (Egans, 1982, ch. 5). Since this chapter
aims to answer the CMI question based on empirical evidehediterature review is restricted to
identification in vision only.
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level of representation without which such singling out Vdouot be possible.

In the linguistic case, these roles would be played by theepitthat is encoded
by the antecedent. For example, in ‘Every man who has a wdealdtbring her to
the party’ (i.e. (2)a), the conceptiFE emerges via the decoding of ‘wife’ and sin-
gles out certain discourse entities that can be picked odihéypronoun ‘she’. In
‘Every married man should bring her to the party’ (i.e. (2)}iwever, the concept
MARRIED, which emerges via the decoding of ‘married’, does not disicrate be-
tween husbands and wives and hence does to play an individuale, that is, it
does not single out discourse entities that can be picked/upeopronoun. As a
result, utterances of this type are ruled out by lihéividuative-Representational
constraint.

In the perceptual case, the roles (i) to (iii) above would lay@d by concepts
that emerge visually. For example, in ‘Do most faculty memslakeposit it fvaving
a paycheckin the Credit Union ?’ (i.e. (1)a), the concepiyCHECK emerges via
the visual identification of the object waved by the speakersangles out discourse
referents in a way such that they can be picked out by the proft. In ‘Every
groom thinks *she/?higjointing to a wedding dre$ss worth dying for’ (i.e. (3)b),
the concepWEDDING DRESSemerges through the visual experience, but it does not
partition the world into discourse entities, in this cas#ges that can be picked out
by the pronoun. This explains the infelicity of the pronoatiinse.

In terms of predictions, it is very difficult to see how Elboais NP deletion
proposal and théndividuative-Representationabnstraint, sketched above, differ.
Moving from the former to the latter highlights an importahtft, however. The no-
tion of an immediately salient concept, present in the Netdm account, has been
formulated in terms of concepts that, among other thisggyle outindividuals in
thought andcapture a level of representation without which such smgbut would
not be possibleAlthough it is easy to see how that can be met by conceptatkat
encoded by certain lexical items, it is more difficult to sesvithat would come
about in the perceptual case. Why would my seeing of an objaced by some-
one, require the concephYCHECK, or any concept at all? Thus, in order to play
the role required by thindividuative-Representationabnstraint, we would need
to find the counterpart, in vision, of concepts that emergeuitph decoding. Per-
haps the best candidate for establishing the relation leetives visual identification
of a salient individual, on the one hand, and the availabditcertain conceptual
representations, on the other, is the notion sbeal.

In the philosophical and psychological literature (Straw4959; Quine 1960;
Wiggins 1967, 1980, 2001; Macnamara 1972, 1982, 1986; 80, to name
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just a few), it has been proposed that perceiving partisuthat is, individuals that
move as a whole, have a bound contour and sagexyiresa specific kind of con-
ceptual representation, otherwise such entities wouldagiresented to us as the
individuals they are. This representation is known a®®al concept. Intuitively,
sortals are the kinds of concepts that answer ‘What is ithene ‘it' designates a
given object, and complete the question ‘How many ... areetieFor example, in
a situation where one sees a dog and is asked ‘What is it?nsgveea would be me-
diated by eb0G concept. If the question ‘How many are there?’ is furtheeaskhe
same concept (e.@0G) would determine the answer, namely, one (and not four, or
five). In short, sortals seem to outline certain conditionsdentity and individua-
tion of particulars (I will be more explicit about these rawts shortly), and hence are
good candidates for playing the role required byltigividuative-Representational
constraint. In short, sortals would be the most accessdieaptual representations
in a given perceptual experience (i.e. seeing a ball moyioggause they are re-
quired in order to characterise the experience as suchgsehe experience of a
ball moving). More specificallySortalismis captured by two claims:

Sortal Individuation Sortal concepts are necessary for singling out indivislual
thought.

Sortal Identity Sortal concepts are necessary for capturing the identitglitions
of objects, that is, the conditions under which they remhagame through time
and space and the set of transformations they can under¢@neiaining the same
objects®.

It is important to notice that sortals are necessary but uificgent for charac-
terising a visual experience of solid, bound, three-direered material objects as
such. A causal relation between the object and the visuétsys also needed.
I will introduce, motivate, and properly discuss the notafna sortal in the next
section. Now, if such representations do exist, then it seat thndividuative-
Representationatonstraint and the notion of directly available concepsgdiby
Elbourne’s NP ellipsis constraint, can be sensibly formeda The appeal to any

5This definition may lump together two notions of identity:eorelated to spatio-temporal conti-
nuity and other related to the changes an object can undéhgse two notions come apart in many
cases. For example, when a person dies, she is spatio-teltggmmmtinuous with her body, but the
individual that once existed ceases to be at the moment dfhdéa my assessment of the sortal
theses these two notions of identity will be distinguistaan though they are represented here in a
unified manner.
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of such constraints explains some of the accessibilityepadt present in donkey
anaphora as well as cases of deep anaphora, but it woultbdhbuMeast identification-
based descriptive pronouns aside. As these exploit conttegdtare indirectly avail-
able (like metonymy), the relevant representations wouwldbe able to integrate
with the linguistic meaning of pronouns (the CMI questioruebbe answered neg-
atively). How then would descriptive uses of pronouns bdarpd? It is not clear,
but one possibility is this. Advocates of such constraiotdd appeal to other levels
of information, such as implicatures (although chapters2asses the limits of such
appeal), or presupposition (i.e. imagine a scenario whHerenimediately salient
concept WHITE HOUSEIs presupposed to be a shorthand for talking about the pres-
idents whose office is based in it). In short, alternative msea explain the data
surrounding descriptive pronouns would have to be sought.

Onthe other hand, if sortals do not exist, then the IndivikeaRepresentational
constraint and the notion of ‘directly’ available concepised by Elbourne’s NP el-
lipsis constraintcannotbe sensibly formulated. As a result, there would be no
significant distinction between descriptive uses of praroand deep anaphora.
Concepts that are ‘indirectly’ available can integratehvitie linguistic meaning
of pronouns in the same way as ‘directly’ available concegtsld (the CMI ques-
tion would be answered positively). As a result, the acbddyipattern present in
donkey anaphora, some descriptive cases (and even metpmyounid have to be
explained by mechanisms other than the constraints redialveve. This clears the
way for the development of substitution-based accoufdr some descriptive uses
in the sense of chapter 2 (section 2.3.3). This will be fuyeloped in chapter 5.

In this chapter, we will assess the existence of sortal quscas individuative
representations that can make sense of the direct avdyattilcertain interpreta-
tions, from both a conceptual and an empirical standpoittte [Gtter aspect has
been motivated by comments made towards the end of chapteth2 pragmatic
principles that guide interpretation are the same, it istary®us why certain ‘indi-
rectly’ available representations can be selected asibagsts for the proposition
expressed in some contexts but not in others. The next se&id, provides moti-
vations and evidence in support of Sortalism (captured utindelndividuation and
Identification theses mentioned above). Section 3.3 pesvayidence against it. In
section 3.4, | suggest that the empirical evidence reviewaees a dilemma and |
aim to resolve it by assuming an incremental notion of preicgsthat is based on
the cognitive principle outlined in chapter 2. In sectioB,3.suggest how the no-
tion of incremental processing developed in the previoas@ehelps us to answer
the CMI question and understand some of the issues outlieexl iMore specifi-
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cally, | argue against Sortalism and for the idea that theadled indirectly avail-
able concepts can be integrated with linguistic meaninge ddctessibility patterns
mentioned in this introduction and in previous parts of thests can be partially
explained by the incremental notion of processing put fodwa this chapter.

3.2 Sortalism and direct availability

3.2.1 Sortalism introduced

Previously, | mentioned that sortals are motivated to agptonditions on individ-
uation and identity of particulars. The first type of conalitis a quantitative or
numeric notion $ortal Individuation. The second is a qualitative ongdrtal Iden-
tity). In the literature, arguments for these two roles have peevided by different
sources. In what follows, | will present some of them.

The idea that sortals are somehow necessary (but not soffieieausal relation
between object and thinker is another necessary compdoent)jviduate an object
(or to capture its identity in the numeric or quantitativese) is nicely illustrated
by Frege’scounting argumen{Frege, 1950) and Quine&gument from divided
reference

The counting argument supposes a scenario where someo&iisd at a deck
of cards. Now, the same perceptual experience could be &kefciting either a
representation about a single object — the deck — or a mesgedsentation about
fifty-two numerically distinct objects — the cards. So, havtithat a single percep-
tual episode can elicit two different thoughts? Frege’snamselies on the idea that
concepts are necessary in order to count (i.e. to numeyicalividuate) objects. In
one case, object individuation would proceed viamEek concept; in the other, it
would proceed via theARD concept.

The argument from divided reference (Quine, 1960) seems to tadical ver-
sion of the counting argument. Consider a person lookingeaiMaters of a river and
thinking that the water looks refreshing. It seems naturalsk the following ques-
tion: is there a specific entity this person’s thought is d@Bolt is certainly about
something, but there does not seem to be a particular ehttyis ‘singled out’
in thinking. In the words of Quine (1960, 61), sorfatse necessary for ‘dividing

’Instead of postulating mental representations like cotsgeyhose existence is obscure, Quine
actually held that the role played by sortals would be cagutloy linguistic entities: predicates.
The idea here is that individuation reflects ontological ogtments held by a community, as, for
example, the social commitments involved in fixing the refiere of the term ‘couple’. For the sake
of simplicity, | will unify the discussion of this chapter darconcepts
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reference’, that is, carving the environment into sets s€idite entities, something
which mass concepts do not do. This idea exploits, among dthegs, situations
in which objects may have dimensions that go beyond the Mgl Even though
one does not see the object’s boundaries when visualisingtaims, lakes, rivers,
etc., one can still think about one particular object (elgs river) as opposed to
other objects. According to Quine, the possibility of hayguch thoughts (or refer-
ring to such entities) requires sortals. The underlyingidan also be read off the
example used in his thesis of the inscrutability of refeee(@@uine, 1960, ch. 2).
Consider alinguist in fieldwork trying to master an entiralign language and a na-
tive speaker who says ‘Gavagai!’ while pointing to a whiteb# that just emerged
in the scene. Apparently, there are various hypothesestbatonsistent with the
evidence available to the linguist: ‘gavagai’ could be takes synonymous with
‘fur’, ‘whiteness’, or ‘undetached rabbit-part’, and satfm Similarly, the percep-
tual experience of seeing the rabbit can be construed ag Bbout a certain rabbit,
but it also could be about the rabbit’s colour, shape, partissa forth. In order to
rule out relevant alternatives, Quine argues that sortatepts must be applied to
the stimuli. What makes an experience one about rabbiteifatt that it has been
organised under the concepiBBIT or ANIMAL 8,

In addition to their role in capturing the conditions of imdiuation on objects,
sortals arguably have the role of capturing (some of) anabvbj&lentity conditions
(the qualitative notion mentioned previously). In ordestgport this claim (it can
also be found in some of Quine’s remarks), Strawson (1959)em that humans
represent objects by some form of conceptual structure(sehthat captures their
persistence conditions (in a minimal sense: spatiotenhgorainuity). If objects
were ever changing in nature: multiplying, disintegratamgl re-assembling them-
selves as seconds go by, we could not make sense of an adremtisig about a
specific entity in the environment. We simply would not beeatiol identify objects
and re-identify them (i.e. identify something as the presiy identified entity) in
space-time. For example, | can identify the chair that | an Biting on as the
same chair | sat on yesterday and also identify a rolling &slthe same ball in
adjacent spatial positions at successive times. Note tieasensory stimuli could
be different: the chair might have acquired a coffee staibatween and the ball
could reflect light differently as a cloud passes by.

The ability to (re-)identify requires that material objgetre perceived as endur-

8Sortal concepts were of great interest to psychologistkiwgron language acquisition, for
they would offer a restriction on the entities that a givergliistic category (nouns) may refer to.
For ground-breaking work, see Macnamara (1972, 1982, 1986)

119



ing, at least briefly, in space-time. Since the sensory détimns are ever changing
in nature (the retinal image of the object can change draailbt), information that
hits the retina would not be able to capture the conditiordeumvhich the object
remains the same (e.g. if a chair liquefies, there would a¢sa dramatic change
in retinal image, but in this case, we would say that the dinair once existed does
not exist any more). If the identity of an object cannot beediback to the original
stimulus, it must be captured by a basic conceptual streicturder which three-
dimensional, bound, persistent objects fall. This rougidgresponds to the sortal
MATERIAL OBJECT or BODY (see Strawson 1959, 31-40, 1&8)will call this, the
argument from re-identificatiorSchematically, it moves from the premises (i) that
the ability to identify and re-identify objects in spacei underpins object repre-
sentations, and (ii) that the ability to identify and rentiey objects requires the
sortal concepMATERIAL OBJECT, to the conclusion (iii) that object representation
involves the sortal conceMATERIAL OBJECT. Note that this concept is the most
basic one in our conceptual scheme and more specific conslitibidentity can be
captured by more specific concepts, SUCARBEFACT Or PERSON

Finally, although | have reviewed here some arguments tluitvate the idea
that the necessary role played by sortals in charactengsugl experience can be
recruited as an explanation of the direct availability aomgoconceptual represen-
tations, it is rather unclearhich concepts are the necessary ones. For example,
for Quine, representing an object’s individuation and tdgrconditions would be
achieved by very specific concepts, suctbass or BALL. Strawson, on the other
hand, believed that such roles can be played by the lesdisgmmnceptMATERIAL
OBJECT (plus the conceppERSONto make the distinction between representations
about the self and those about the objective world). Thezefdortalism, the posi-
tion according to which sortal concepts are necessary faiucag the identity and
individuation of objects, can assume different degreedrehgth. A strong ver-
sion of Sortalism requires more specific concepts to spékdyindividuation and
identity conditions (Quine, 1960; Wiggins, 1967, 1980, 2D6f particular objects,
a weak version states that something like€TERIAL OBJECT would do (Strawson
1959; Spelke 1990, among many others).

%In effect, this argument fits in with Strawson’s search fa tonditions of objectivity of ex-
perience, which for him require entities that are distimoinf the self, hence the importance of
MATERIAL OBJECT. Much of vision science (see Palmer (1999) for a textbookl) $imilar goals:
how can arich representation about the distal stimulus bstoacted from an informationally poorer
2D proximal stimulation? The difference is that Strawsostptates that only concepts could make
sense of human’s re-identification of objects, whereas omntonstructivist psychologist this could
be explained by a system of constrained information pracgssiits. Burge (2010) takes concepts
to be not necessary for re-identification nor for renderixyeeienceobjective
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This has particular consequences for this chapter. A weedioreof sortalism
would not be able to account for the data reviewed in the ¢htetion, as the inter-
pretations meant the speaker contain more specific conejuis aspAYCHECK,
DOG, etc. Thus, it seems that only strong versions of Sortalissnmore specific
concepts are necessary for individuating objects and dapttheir persistence con-
ditions, would do interesting theoretical work. Howevéarce | have opted to assess
sortalism from an empirical standpoint and much of the ewdediscussed in this
chapter concerns the role played myTERIAL OBJECT (specially in the first year
of human life), |1 will confine the initial discussion to thisuth more basic level
of representation before moving towards evidence for tlea ithat more specific
conceptual representations may be used for individuatidgdentifying objects in
the environment. | urge the reader to bear with me throughéxétwo sections.

3.2.2 Evidence for sortalism

A series of experiments conducted in the late ‘80s and e@flg brought evidence
that was taken as supporting the sortalist position. Th&peraments used the
method of violation of expectancy in infants from 2.5 montbs36 months old.
The idea behind this methodology is the following. Childweere presented with
events which had two possible outcomes: an expected onerandexpected one
(according to adults’ understanding of the world). If chéd look more at the un-
expected outcome, it implies that their expectations atimitvay the world works
are adult-like. The theoretical task then would be to speuhbout what kind of
cognitive mechanism generates such expectations (fomgrbreaking work, see
Baillargeon 1987; Spelke 1990).

Spelke et al. (1995) conducted the following study. Fikgg spatially separated
screens were introduced. An object (rubber duck) was rethfveen behind screen
one and shown to the infant. After that, the object was puik baits original place.
The same process happened with screen two: another ocabgsd (rubber duck)
was removed and shown to the infant and then replaced bdienstteen. Finally,
both screens were removed revealing either one of two pessilicomes: the ex-
pected outcome displaying two rubber ducks or the unexgexitcome displaying
one rubber duck (see the dynamics in the left of figure 3.1 dlithors found that
the looking times of 4.5 month-olds was significantly longéen the outcome was
unexpected, suggesting that they used the spatial gapedetscreens to deter-
mine how many rubber ducks were occluded. In order to cofiradhe possibility
of children’s sensitivity to the matter that constitute thigects, Huntley-Fenner
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et al. (2002) devised a similar experiment with two condisioone in which sand
was poured behind two (separated) screens and anotherch Wit objects made
of sand were placed behind the screens. In the sand conditfants could be pre-
sented with either one (unexpected) or two (expected) sidesl n the sand object
condition, infants could be presented with either one (peeted) sand object or
two (expected). Infants were at random in the sand condibahlooked longer
when the outcome was one sand object, suggesting that thegtexi that two sand
objects (one per screen) were occluded and thus redupliciie results of Spelke
et al. (1995). These findings were used to motivate what 8peks ‘principle of
cohesion’, which states that an object is a bounded chunkattemthat preserves
its connectedness and boundaries as it moves through $pace

Al i m
A Al i

Figure 3.1: Diagram of the split-screen spatio-temporal continuityagiégm in Spelke et al.
(1995). Permission to reproduce this image has been gragtedof. E. Spelke

Going beyond perceptual processes explainable by a pleaigohesion, Bail-
largeon et al. (1985) investigated children’s expectati@garding the behaviour of
objects in motion. Four-month-olds saw an object beinggaddiehind a drawbridge-
like screen. As the screen rotates backwards, two outcorag@®asible. The screen
could either stop roughly at the position where the obje(@xpected outcome), or
it could come all the way down to the ground, as if the objectensthereal (un-
expected outcome, see figure 3.2). Like before, four-moidk-looked more at

101n addition to spatial gaps, Needham and Baillargeon (1888)v that 8 month-olds start to
use Gestalt principles (e.g. similarity, good continuatifigure-ground segregation) to individuate
objects. For example, although a horseman and his horsetse@imve as a whole, differences in
their shapes and colours may be used to distinguish one fremther.
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the unexpected outcome. The finding supports two principdegserning infants’

conception of physical objects. First, infants do not expégects to disappear at
one point and reappear at another (principle of continu®gcond, infants expect
objects to constitute physical barriers to the movementtwgroobjects (principle of

solidity).
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Figure 3.2:Diagram of the rotating screen paradigm in Baillargeon e¢1#185). Permission to
reproduce this image has been granted by Prof. E. Spelke

In order to test whether children’s expectations were basédon visual stim-
uli, Spelke (1990, 44-5) blocked the infants’ visual fieldiwa screen while letting
them play with two rings that moved together, as if connetiga bar. After ex-
periencing the rings as if they were parts of the same objleetscreen would be
removed and two outcomes were possible: either the rings emrnected by a bar
(expected) or they were disconnected (unexpected). Sfueike that children were
surprised by the unexpected result, suggesting that sifarpectations applies to
stimulation in multiple modalities (visual and haptic, @ast). The conjunction of
these principles (cohesion, continuity, solidity) is takey psychologists to deter-
mine the concepsPELKE-OBJECT. Since it is essentially the same as Strawson’s
MATERIAL OBJECT, | will follow Strawson’s terminology but take it to be also
motivated by the empirical evidence discussed here. It whamoting that, in ad-
dition to these principles, Spelke and collaborators pat#a principle of contact,
necessary to capture children’s expectations that onlynate objects can move
themselves (and which determines/nMAL or ANIMATE OBJECT concept).

The Spelke-concepts and their underlying princiflescount for the evidence

UThere seems to be a difference between the way Spelke anlgK({@@207) and Carey (2009) see
the status of conceptual representations that explaidreinils behaviour. Spelke takes the relevant
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as follows. As the objects are shown to the infant,NMi#a@ERIAL OBJECT concept
provides a criterion for individuation: each entity thdtfainder the concept would
be numerically distinct from the others. Suppose therewaoenaterial objects at
locationsl; andl, in the subject’s visual field. Given that the stimuli are stizdt
the two corresponding entities fall under theTERIAL OBJECT conceptand that
these instances ofATERIAL OBJECT occur at different spatial locations, the system
of representation would give rise to two numerically distiobject representations.
The system also captures the object’s identity conditidwsording to the set up in
Spelke et al. (1995), the fact that first rubber duck fallsemgATERIAL OBJECT
enables the child to have certain expectations about thditeams under which
these objects persist in time-space. As the duck is put Hehascreen, the infant
is required to maintain that specific object representatiomorking memory. As
there are no other events happening, Mg ERIAL OBJECT enables the child to
assume that the object remains behind the screen, for mlaibjects preserve their
spatial properties if there is no interaction with other eni@ objects (e.g. crushing
by another heavier object). The same process would appltheosecond duck.
Metaphorically, one could describe this operation as periiag a primitive form
of adding 1 to 1, which creates an expectation of 2 objectinbeihe screen. If
only one duck is seen after the screens are removed, themsablee of the Spelke
principles, in this case, continuity or cohesion, was \tedia which explains the
longer looking times. Similar explanations apply to theestbxperiments, (solidity
and cohesion for Baillargeon et al. 1985).

According to this type of explanation, children’s expeictas would emerge
from a system of representation concerning the behavioumedium-sized ob-
jects in the world (proto-physics). This system - alongsigitems for representing
purpose-oriented self-propelled objects and causaligythe principle of contact),
basic numeric operations, and spatial geometry - constdote systems of repre-
sentations that are taken to be innate in humans and someaoih®ls (see Kinzler
and Spelke 2007; Spelke and Kinzler 2007; Baillargeon 2008aw these systems
are inter-related).

Note that the concepATERIAL OBJECT does not capture the intended readings
of many of the identification dependent uses reviewed pusko The more specific

concepts to be intrinsic to a system of core knowledge: thiel dbhoks more at the unexpected
outcome because she knows it should not have happened.tGaesyit down. The relevant concepts
are the outputs of systems of core cognition and do not naglssorrespond to propositional
knowledge stored in the mind of infants. Children look maréha unexpected outcomes, because
they go against what they are cognitively geared towardsfoltlmately, a proper assessment of
these differences transcends the purposes of this thesis.
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conceptual representations that are part of such readawgsrtot been mastered by
the children who participated in the studies reviewed hl@st of them were under
the first year of life. Still, the argument for the necessityMATERIAL OBJECT
can be implemented for more specific concepts (represensdtnat do bear on the
availability of the readings mentioned at the beginninghef¢hapter). This will be
done in the next section.

3.2.3 Object representation and conceptuality

It is intuitive to say that humans represent objects as bamodiks of matter that
move as whole through time-space, but one may wonder whigiteobust findings
by Spelke, Baillargeon, Carey and colleagues really néegésshe postulation of
conceptual representations it order to explain the engificdings supporting this
intuition. Carey and Xu (2001) propose three argumentsidea that the systems
for representing medium-sized object representations@reeptualn nature.

The first of them basically consists in evidence for Stravissargument from
re-identification. The fact that infants are surprised wihe&y see one object (in the
unexpected outcome condition) instead of two suggeststhiestwere expecting
the missing object to be behind the screen. Carey and Xu j200/@lie that such
expectations require children to distinguish an objemt&usionfrom thecessation
of its existencelf material objects wer@on-persistinginfants could assume that
the missing object somehow got destroyed behind the scregfirad the outcome
containing a single object to be normal. Similarly to Stramsthey argue that
only sortal concepts capture the conditions under whiclvagobject persists (and
hence can be re-identified by the subject). Therefore, @iade.g. MATERIAL
OBJECT) become necessary to explain the behavioural data.

The second argument emerges fromititegrativenature of the representations
governing infants’ behaviour, a terminology from Carey ahd(2001, 208). The
basic idea is that information that governs object repriadiem seems to be avail-
able for other cognitive tasks, suggesting that the unaweylsepresentations have a
common format. Under this assumption, it would not be fatoflaim that con-
cepts, the representations manipulated by central syspayssuch a unifying role
(see Fodor, 1983). In order to back up this claim, the argameokes the follow-
ing empirical evidence. Spelke (1990, 44-5) found thatntdaexpectations hold
across modalities (visual and haptic, see also Gordon avid r996, 2000, for a
similar finding regarding visual and ‘linguistic’ modaés). A similar point could
be made about the infants’ attitude towards content thatgaseerceptually. The
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output representations guide human volitional actions texploiting interactions
between beliefs and desires. Given that these two mentasstaget the same con-
tent, one could assume that the relevant representatierstractured by concepts
(i.e representations in a common format). Also, Carey (2868ws at length that
the expectations of children concerning the behaviour dened objects and self
moving agents are quite complex and sensitive to multipesche basic idea is
that the behaviour governed by the infant’s representatiaijects in the environ-
ment enters complex inferential relations. This has beewslpreviously: on the
basis of certain stimuli childremfer that two objects, rather than one, lie behind
the screens. As more complex forms of inductive inferencéisbe discussed in
the third argument, below, | will postpone a more substadiscussion about this
point until then.

The third argument is based on evidence relating a hardecbpgrmanence
task to the availability of more specific sortal conceptg.(BALL, DOG, etc.). Xu
and Carey (1996) tested the ability of 10- and 12-month-tddgse information
concerning an object’s identity-conditions as a critedmndividuation. They in-
troduced a slight modification to the designs discussediquely. Subjects were
presented with a single screen, instead of two separate dmi¢iglly, a ball was
removed from behind the screen, shown to the participanitpéaced back where
it came from. Then, a duck was removed from behind the scrg®myn to the
child and then placed in its original position. As usual, sbeeen was removed and
participants would be facing either the expected outcoma adisplay containing
a ball and a duck, or the unexpected display containing jistlia(or just a duck,
see figure 3.3). Now, there is one important difference betwibis experiment and
previous ones. Since only one screen was introduced (n@bkpap between the
locations the objects are placed at), the child not only biasresent the objects un-
der occlusion, but also consider possible interactionsdetn them while occluded.
For example, if a chest and a ball were occluded and only testadmerged as
outcome, the child may infer that the ball is inside the chastl hence infer that
only one object will be displayed. The task requires no saxgffort.

Xu and Carey (1996) found that 12-month-olds looked moréatinexpected
display. 10-month-olds, on the other hand, looked at batpldys for the same
amount of time. Given the evidence that theTERIAL OBJECT concept is available
since 4.5 months of age, it seems that this concept is noggrfouchildren to make
the 1 [MATERIAL OBJECT] + 1 [MATERIAL OBJECT] = 2 inference. 12-month-olds’
longer exposure to the occluded objects suggest that thegess in the task is
related to the availability of more specific sortal concepteh aspuck or BALL.
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The task is schematically represented below:

Screen introduced
Object 1 brought out
Objeot 1 returned
Object 2 brought out

Ohject I retiirned

E. Sereen removed revealing:

.
I@E "':J Expected outcome
1) o

ar

tz? Unoxpected outcomes

Figure 3.3:Diagram of the single screen paradigm in Xu and Carey (19@é)mission to repro-
duce this image has been granted by Elsevier.

As a follow-up to Xu and Carey (1996), Xu (1999, 2002, 2005) Bewar and
Xu (2007) tested 9-month-olds using the same design wittexiception that, as
objects were shown to the baby, linguistic cues were alsengiit the time that the
baby looked at the duck, someone would say ‘Look [baby’s jamduck’. The
same thing was performed for the ball. In this set up, 9-mahdls looked for a
longer period of time at the unexpected outcome, similarihe 12-month-olds in
the Xu and Carey (1996) study. Moreover, Xu introduced a ttmmdwhere both
the displayed objects were followed by ‘Look [baby’s namépg. The looking
times were not affected by these linguistic stimuli. In ortte control for other
variables influencing the correlation between the saliefajistinct kinds, on the
one hand, and the different objects that instantiate sustiskion the other, Xu
and colleagues included conditions where the objects wereduced while dif-
ferent non-linguistic sounds (‘blink’ vs. ‘blonk’) and eveommunicative sounds
(approval ‘yay’ vs rejection ‘yuck’) were played to the ahilNone, with the excep-
tion of words similar to nouns in children’s first languagaproved performance.
The only other factor that helped the individuation task waen the two objects
moved, during the habituation phase, in a way such that arinecclear to the child
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that they belonged to different kinds. For example, Surtaal.€2004) introduced a
condition where a toy train would move in and out from behimel $creen making
train-like mechanical noises and whistling, whereas tiheobbject, an agent-like
creature, would walk in and out from behind the screen acemegd by footstep
sounds. In this condition, 10-month-olds behaved like Xih-olds.

The explanation of this finding by Xu, Surian and colleaguessralong the
following lines. There are important boot-strapping relas between concepts and
the word categories (e.g. common nouns) they might be cetatéBonatti et al.,
2002). Itis likely that children around 8-12 months of agelaarning the mappings
between certain words, predominantly common nouns, andepas. In the case
of 9-month-olds, the mapping is not well established. Theeexnenter's use of
different common nouns could make more salient to the clhiéd there are two
kinds classifying the objects behind the screen, and hdreedould infer that 2
objects (falling under the respective kinds) are occludiethe Surian et al. (2004)
study, a similar effect was achieved by using stimuli thatlenelear that 10-month-
olds were dealing with two different kinds of objects. Theéraxexperience of 12-
month-olds allows the relevant kinds (and the concepts ¢dapture them) more
easily accessible, hence the adult-like perform&nce

In conclusion, the studies reviewed in this section sugtest (i) there is a
robust set of data concerning very young infants which néed® accounted for
and (ii) the interpretations given here display supportcientain incrementality in
the system of object representation. Children seem to bpgegiwith aMATERIAL
OBJECT concept, whose availability matures in the first 6 monthsifef | With
the acquisition of more concepts, more specific sortals @ahgps be used for
object individuation and the representation of an objedestity conditions. Such
concepts, such aAYCHECK, DOG, would then be the ones that become directly
available in visual experiences of (mature) language wmsiscan be recruited by
the constraints reviewed in this chapter’s introductioramexplanation of some
linguistic data.

2Carey (2009, ch.4) discusses whether these findings sutjgesvhen children acquire more
specific concepts, likeoy TRUCK, DOG, TABLE, they acquire new and improved mechanisms for
individuating objects and representing their identity ditions. This possibility would involve a
certain reconceptualisation of the world by the child (tisat representational system’s induction
of another, more powerful, representational system, sediftussion of Quinian bootstrapping in
Carey 2009). Carey assumasntraFodor that this operation exists and underlies certairsitians
in human ontogeny. If this is the case, then it seems to mecthatepts lose much of their ex-
planatory power as a common representational format, $ireze are interesting cognitive relations
between systems whose representations may be stateddredifformats. Since the data relevant
for the discussion in this chapter could be explained sirhplafants’ acquisition of concepts along
Fodorian lines, | will abstract away from the issue.
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3.2.4 Interim conclusions: sortal concepts and linguistiante-
gration

In the first section of this chapter we raised a question abms#s-modal integra-
tion as well as the need for empirically supported answaeits Tiis (CMI) question
inquires into whether indirectly available concepts candm@stituents of the propo-
sition expressed by an utterance. Among other things, thestgpn was motivated
by certainaccessibility puzzlesised by the availability of identification-based de-
scriptive uses of pronoun, on the one hand, and the neceesgyplain the im-
possibility of certain cases of donkey anaphora (i.e. thyenasetry between the
felicitous ‘every man who has a wife should bring her to theyyand the infelic-
itous ‘every married man should bring her to the party’). tdey to explain such
conditions, many constraints on the availability of sucteaadents have been pro-
posed. We looked earlier at Postal’s anaphoric island cainst which states that
antecedents must be overt NPs that are not word-parts. HowéNs constraint
rules out cases of deep anaphora (e.g. ‘Do most faculty mesdeposit it fvaving

a paycheckin the credit union?’), where perceptual information pd®s the right
donkey interpretation. We then moved to a constraint thedaats for such cases,
namely, Elbourne’s. It assumes that antecedents for dadg@gndencies are avail-
able either via Postal’s conditiaor by an immediate cue in the environment that
provides the relevant concept. Given Elbourne’s appeattta-dinguistic represen-
tations, his proposal does not differ much from the Indiaitie-Representational
constraint, suggested immediately afterwards, whichgsep that a directly avail-
able (individuative) concept is required by any form of degency (linguistic or
perceptual).

This section provided an empirically grounded understagdi the terms ‘im-
mediate cue’ and ‘directly available’ concept, used in scohstraints. An imme-
diate cue comprises stimuli that require the presence ¢dicefsortal) concepts,
otherwise the experience would not be the experience tieat 8imilarly, directly
available concepts are the ones necessary in order to thasacthe nature of a
particular mental episode. According to the studies regtiwthe sortal concepts
MATERIAL OBJECT andPERSON(via the principle of contact) are available to hu-
mans from the age of 4 months and enables them to individeataiic objects in
the environment and also capture objects’ persistenceittamsel By the comple-
tion of the first year of life, more specific sortal concepilsg bOG, BALL or TOY
become available to the agent and seem to be involved in ttegdtive tasks.
In short, the notion of a sortal concept appears to be enafliyieell-grounded and
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could be recruited in order to make sense of Elbourne’s cainson NP deletion or
the Individuative-Representational constraint. A negasinswer the CMI question
would be motivated and, thus, identification-based deSeeipronouns cannot con-
tribute to the proposition expressed and should be expldiyealternative means.
This may be a counter intuitive result, but is a consequematfollows from more
empirically supported claims.

The next section presents evidence against the the idesattat concepts play
a role in the individuation and the representation of anailgédentity conditions,
challenging the fundamental status of such represensatiayur cognitive architec-
ture. If this is the case, the grounding for understandirgékiel of representation
appealed to by constraints such as Elbourne’s of the Indgiatide-Representational
constraint is gone. This will pave the way to a rejection afsi conditions on em-
pirical grounds: ‘indirectly’ available concepts emerge the agent in the same
way as ‘directly’ available ones do.

3.3 Anti-Sortalism: representing bare individuals

3.3.1 Bare object representation introduced

In this section, | review some experimental data againstdéa that the individ-

uation and the identity (in a minimal sense: spatiotempooatinuity) of objects

requires a sortal concept. The review is divided into twosgghions. One deals
with object individuation: the quantitative notion exgbxd by the counting argu-
ment (Frege) and the argument from divided reference (Quihke crucial data

in this section stems from the difference between estirgdtia quantity of a small

number of objects (known as subitizing) and larger quaditirhe second body of
work reviewed deals with the processes involved in trackingple 2-dimensional

objects through visual displays (known as multiple objemtking, or MOT).

3.3.2 The subitizing data

When subjects are presented with a small number of items isuahdisplay and
asked how many objects there are, they give fast, precisearfaient judgements.
Alternatively, when the number of items is not so small, theesl, accuracy and
confidence of the judgements decrease to a much greateredigue is propor-
tional to the increase in items. Given the sharp contrasenmfopmance, psychol-
ogists coined the term ‘subitizing’ to describe the formgret of behaviour, re-
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serving ‘enumerating’ or ‘counting’ as descriptions of tager. This distinction is
supported by the following findings.

If the individuation of the objects displayed is achieveddtiending to each
one in turn, the difference in confidence, accuracy and spegdigements would
be correlated linearly with the number of displayed itemsowiver, Trick and
Pylyshyn (1994a,b) falsify this hypothesis. If the item&eads a certain number
(4 or 5), accuracy and confidence decrease dramatically.itidddlly, response
times receive the huge increase of 250ms — 350ms per itene idisplay after the
fourth, when compared to the 10ms-40ms per item in the ‘giif range (up to
4 items). This finding suggests that individuating up to 4 aefns is achieved by
a mechanism different from the one involved in enumeratingstimating a larger
number of objects.

In order to gain insight into the kind of mechanism that migbtat play in
the fast, reliable and accurate individuation of a small banof items, Trick and
Pylyshyn (1994a,b) attempted to delineate the conditiordeuwhich subitizing
is possible and the conditions under which it is not. The grpental paradigm
they used had three conditions: (i) same size conditiodifferent size condition,
and (iii) concentric condition. In the same size conditismbjects were presented
with a display containing rectangles delineated by fouresdg a bound contour.
All of them had the same size, which could be small, mediumaggd, and they
were located in different locations in the display. In thi#éedtent size condition, the
setting was almost the same, the only difference being #wangles could be of
different sizes. In the concentric condition, all the regfi@s had different sizes but
they had the same centre. In each case, subjects had to Sayphow many items
were displayed.

Note that visual features - in this case shape, but also ctloe, saturation,
luminance, position - need not be representecctwycepts Consider the human
ability to distinguish different hues of the same colour,dgample. We can distin-
guish redy; from redy;, but that might not surface at the conceptual level (e.g. as
RED;»7y andREDy3; concepts), due to a series of factors: (i) we may share tligyabi
to distinguish between similar hues with other, evolutiyrdistant, creatures, (ii)
these hue representations do not figure in thought prodtyctivthe same way as
RED andBLUE do, and (iii) the ability to distinguish very fine-graineddsumay not
be sufficient to ‘lock’ a cognitive system onto the right peoly, in the Fodorian
sense of concept acquisition, among other factors.

In this study, Trick and Pylyshyn found that subitizing ispible in (i) the same
size condition and in (ii) the different size condition, mat in (iii) the concentric
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condition. Moreover, items that are too near one anothehatrdre individuated
by an instruction like ‘Identify items on the same curve!ncat be subitized (see
Pylyshyn 2007, sect. 1.4.3). This seems puzzling, for thmst presented in the
concentric condition or in the curve condition were withire tsubitizing range.
Trick and Pylyshyn have suggested that the visual systemidhdites objects by
using coarse-grained information about their locationhia dlisplay. This would
engage a mechanism that determines which regions of thiagisge richer sources
of information in an entirely bottom-up, data driven wayatts, before the stage
at which we can describe the subject as having any kind ofreqpee at all (see
Olshausen and Koch 1995; Itti and Koch 2000 for argumentsaasaliency based
model of pre-attentive allocation of resources). Rougiflihe items are located
in the same informationally salient region, then a mecharo$ attention would
have to focus on the concentrically positioned bound castwuorder to determine
which object is which; in other words, shifts of attentionuwa have to spread
serially. If these remarks are on the right track, subigzngages mechanisms that
distribute attention in parallel (see Pylyshyn 2007, 28| Behaene 1997).

Trick and Pylyshyn’s suggestion seems to be further supgday neuroanatom-
ical evidence from patients with Balint's syndrome. This@ihion is characterized
by a general deficit in focal attention, generated by lesiorise post parietal cor-
tex. Symptoms include the inability to see all the objectghmvisual field simul-
taneously, difficulty in coordinating hand and eye moversgahd the inability to
shift attention towards another object. Dehaene (199@rtephat a patient with
this condition failed to enumerate objects outside thetmibg range (more than
4 items) either by ignoring certain objects in the visuaptig or by counting the
same objects multiple times. Nevertheless, the conditidmat impair the ability
to subitize.

In order to account for the data, Trick and Pylyshyn propbsg subitizing is
done by a mechanism of parallel object individuation thatgrss visual indices to
objects in the visual display. Pylyshyn calls such indidé#gers of INSTancia-
tion’, or ‘FINSTS’ for short, to remind us that they functi@as pointers. There are
two fundamental characteristics of FINST assignment.tRingy are assigned es-
sentially in a causal, data-driven way, that is, informadilow is strictly bottom-up,
coming directly from the objects perceived. Thus, sayira the visual system as-
signs indices could be a little bit misleading. Rather, tktemmal objects themselves
‘grab’ certain indices given the way human cognitive amtiiire has evolved. Ac-
cording to Trick and Pylyshyn (1994a,b), there are two cbos that must be met
for this ‘grabbing’ to occur: objects must have bound cordcand they must be
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located relatively away from each other. There is an imponay in which such
conditions differ from sortal concepts: they are stringeorstraints on the infor-
mation that serves as input to visual processing - if theyhatenet, visual indices
are not assigned, whereas if an object does not fall under@epodit may fall under
another concept. Pylyshyn claims that the representabaditions of the index
assignment mechanism works asaural constraintin the sense of Marr (1982):
if requirements imposed by the architecture of the cogaisystem (e.g. module,
network) are not met, the system cannot deliver its outptts Gonstraintcan be
depicted by arif - elsestatement in computer languages:

(5) Paraphrase of the FINST assignment mechanism

IF bound, move-as-a-whole, less or equal 4
THEN represent under the first index in the sequence: i,j,k,I,m
ELSE abort

Note that natural constraints aaechitectural that is, the conditions in the IF
statement belong to the hardware of the system of représemtao they would
be implicit representations in the sense of Carey (2009). The conditidhe
ELSE statement illustrates an important difference betwamnceptual represen-
tations and the outputs of a natural constraint: if the tattssrepresents, no visual
index emerges, whereas if an entity does not fall undewi®AL concept, it could
fall under many other conceptual representations, suehAasT, LIQUID, STUFF,
and so on. | will now turn to experiments that suggest that thiternative) mech-
anism of individuation can also capture the identity cands of objects (in a very
minimal sense).

3.3.3 The MOT data

In the subitizing experiments just reviewed, the task wagpoesent static objects,
but how do humans deal with many moving objects in the displBy they track
these objects by their visual features, such as shape,rcalod size, by updates
in their locations, or by something else? In order to ansivesé questions, Zenon
Pylyshyn devised an experimental technique knowmakiple object trackingThe
idea is simple: subjects are presented with a display auntaimoving objects,
some factors are manipulated, and, as a result, perforrmaagamprove or not.
Sensitivity to the manipulated factors should shed light ithe structure of the
system of representation.

A typical MOT experiment runs as follows. Subjects are pnése with a dis-
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play containing two sets of objects: (i) target objects, chhéire supposed to be
tracked during the trial, and (ii) non-target or distracddects (t=1). Unsurpris-
ingly, the number of target objects does not exceed foupéeing the subitizing
range). After the display is introduced, targets usualigkbbn and off a few times
so they can be distinguished from non-target objects (t&Rgr that, targets move
around the visually identical non-targets for 10 second8)(t At the end of the
trial, a given object is pointed at — the probe — and subjeetsreen asked whether
or not the probe was in the target set (t=4). According to $tyyy (2007, 35), the
task was extremely easy (around 90% accuracy) when up tgdtsaand a further
number of non-targets were moving randomly, even passifigit of each other,
at a reasonable speed (4-6 seconds to cross the computar saraverage, but that
varied in different trials). By what means do subjects trddse objects?

o o ° | |o 5 w | o %
‘ r O 0 ¢ O~ 0 N -
[ 1 R e o (n ] 0
O 0o o0/|] OO0 0| 0,0~—0 o" '
(o] | —= |\0
f= t=2 | — 2 1=3 =4

Figure 3.4: Diagram of the MOT paradigm in Pylyshyn (2001). Permissiomgproduce this
image has been granted by Elsevier.

As mentioned in the argument from re-identification, tragkor attending to an
object as it moves in the display would seem to inevitablypime sortal concepts
so that the object can be represented as the same objedtaeduat the beginning
of the trial. Since the persistence conditions on matetigais are captured by
spatiotemporal continuity at successive times, one coasth out a sortalist model
of object tracking, under th@ATERIAL OBJECT concept, by claiming that subjects
track multiple targets by storing their initial locatiomsrhemory and updating these
continuously, as attention shifts to each successiveipo%f the targets in turn.

According to Pylyshyn and Storm (1988), this proposal hasretated difficul-
ties. First, if objects move faster than the time that sathits of attention normally
take, a huge decrease in performance would be expectedndgeta target object
is not at the stored location any longer, but a non-targetaslvy, then updating the
object’s location could lead to greater probability of &fgon-target confusion (see
Pylyshyn 2007, 37). A tracking model which incorporateshifattors - using the

134



average speed for human-like shifts of attention - yieldsegiption of 30% track-
ing performance. However, Pylyshyn and Storm found thagestbperformed at an
accuracy level of 87%. Therefore, it appears that the pnadechanism of object
individuation could also be involved in representing otgépersistence conditions
in the minimal sense of spatio-temporal continuity.

There is another way in which tracking might be done. By detgdhe pres-
ence of certain shapes (e.ggquarenegsand colours (e.grednes}in the display,
the visual system could track the object by tracking theufiesst that co-occur in
a given location gquareness\ rednessat /). Although the hypothesis does not
support Sortalism, since features, suchredness might not provide any criteria
for individuation, it seems to support a form of descripimi about object repre-
sentation in the following sense: to experience an objeduants to experiencing
the properties that uniquely describe it (see Treisman aldde, 1980; Campbell,
2002; Clark, 2004). Such a descriptivist strategy wouldjmtethat (a) if objects
have distinctive features, (e.g. three objects consistingne triangle, one cir-
cle, and one square) tracking them would be easier; and (¢ ibbjects’ features
remain stable during the trial, tracking would be easiert a®eés not require up-
dating of features in memory. Dennis and Pylyshyn (2002etethis and showed
that having a uniquely discriminating shape does not imptoacking performance
in MOT. Conversely, performance is ho worse when object®uws and shapes
change randomly during the trial. Scholl et al. (1999) antrBmi (2003) report
that sometimes subjects were not even conscious of thetshgeanges. This fur-
ther suggests that the objects were taken to be the samellesgof changes in
their properties; that is, object tracking is not the saniegtlas tracking different
bundles of perceptual features.

The results above strongly suggest that sortal conceptacraecessary for
re-identifying the same object as it changes its positisaugh time (the weaker
notion of qualitative identity | have been assessing héreg MOT paradigm indi-
cates that once the target objects blink, the early visugtksy assigns an index to
the relevant objects in the display and the identity of thdiis preserved under
the identity of the index. Change in features would not cleaingex assignment.
Again, it must be noted that there are certain conditionsondt for assigning vi-
sual indices, but also for preserving them. For exampleplbehal. (2001) showed
that objects’ parts cannot be selected and tracked by viedales; also, if ob-
jects liquefy and ‘pour’ from one place to another or if thepva in a wormlike
stretch and slink way, tracking is not possible (see Van&larid Scholl, 2003).
However, if target objects briefly disappear as if they weasging behind a ‘trans-
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parent’ occlusion that renders them invisible, trackingti possible (Scholl and
Pylyshyn, 1999). Moreover, tracking is successful evemjéots change the direc-
tion of their movement up to 60 degrees while occluded (Fvaad et al., 2006).
Thus, in addition to the conditions of objecthood (i.e. bibaontour, sufficient spa-
tial segregation) unearthed by the subitizing studiesMBd experiments suggest
that visual indices can capture the weak notion of idenhitpaigh space-time by a
condition on object movement (i.e. spatiotemporal cortyiulnterestingly, such
object representations even survive momentary occlusibtie causal source.

In line with my previous remarks, the visual index mechanrgtires heavily
on spatio-temporal information: objecthood seems to bateglwith instances of
bound contours at a location and a time in the visual field.rtiepto test the role
of location in object individuation, Blaser et al. (2000ked a simple question: can
humans track objects that are in the same location? In cdeath an answer, they
devised a trial that consisted in tracking objecttei@ture-spacgnstead of physical
space (within which they were static). The objects employede two coloured,
round, striped figures, called ‘Gabor patches’, one of whvels superimposed on
the other. As the Gabors had transparent backgrounds,ttb&features pertaining
to each object could be correctly identified. Now, subjeeis to track movement
in feature space, that is, track changes in the set of featifreach object, which
could be independently modified in the following way. Gabmald change colour,
stripe width, or stripe orientation (moving clockwise otiaciockwise). It would
be possible for objects to occupy the same position in featpace with regards to
one or two features (they could have the same colour and nuofistripes, say),
but at least one feature should remain distinctive.

Figure 3.5:Diagram of the feature-space tracking paradigm Blaser.¢2@D0). Permission to
reproduce this image has been granted by Prof. E. Blaser.

Initially, subjects were designated a target Gabor as Wdtiean ‘moved’ through
feature space. After the trial, subjects picked out thetragdject with an accuracy
rate of 90%, which strongly suggests that tracking targetsndt engage an in-
dividuation mechanism based on spatial location. Howeherquestion whether
individuation is achieved by feature-based or by objesteblamechanism theories
of selection remains.
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Let us suppose that the two gabor patches are individuatékdyrespective
set of features, that is, objecthood equals a bundle of Misatures (Treisman and
Gelade, 1980; Campbell, 2002; Clark, 2004). Simplisticatiis can be represented
by a pair of colour - stripe orientation features, such[bkie, anti-clockwispand
;[red, clockwisg Here ‘i and ‘j' supposedly represent the identity of thentalle,
but it is important to stress that the difference betweertloeindices is explained
by the difference in the feature sets. On the assumptiottb@ubject distinguishes
the gabors as soon as they start moving, it seems that theddaased explanation
of object individuation predicts that performance wouldtbe same, whether the
changing features belonged to the same object or differeed.olo test this, Blaser
et al. (2000) introduced pairs of small ‘jumps’ in the featurajectories’ of the
objects in the display (i.e. sudden changes in orientatroootour, say). Such
jumps were totally unpredicted, which has the advantageookivg as data-driven
stimulation. The pairs of sudden feature changes coulereliblong to the same
object or to different objects. The task was simply to detaot ‘jump’. In this
experiment, subjects made faster judgements when the setidages belonged to
the same object than when they belonged to different objésse Pylyshyn, 2007,
41). The selection of features seems, then, to be objeetzasl not feature-based.

3.3.4 More interim conclusions

| take my brief review of some experimental work on subitigziand the MOT
paradigm to support the following claims.

First, it seems that the type of behaviour elicited by thatsibg tasks is gov-
erned by representations that do not quite fit the level ofeptual representations.
The representations that guide behaviour in these taskstedae extremely encap-
sulated: the fact that an object has a uniquely discrimmigeghape, colour or label
does not improve performance, suggesting that a concdpieai of, saySQUARE,
does not drive shifts of this type of attention. Plus, sabity via conceptual repre-
sentations, in response to the question ‘How many objests lthe same curve?’
makes performance dramatically worse. Here, the cormeRYVE seems to block a
mechanism that was earlier engaged in individuation (Tt Pylyshyn, 1994a,b).
These results have been more or less duplicated in multg@ettracking (includ-
ing feature-space) tasks. Additionally, subjects sometiare not conscious of the
changes the objects undet§¢Scholl et al., 1999; Bahrami, 2003), while concepts,

BThere are many other systems for representing the ideritigatures of the world even though
their respective stimuli changes. For example, humans r@téygood at preserving sameness of
colour, size and shape even given radical changes in thal dtihulus impinging on the retina.
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on the other hand, seem to underlie many of our conscioussstiinally, subjects
are able to track co-located objects; as differences irtimtavould be essential to
distinguishing two instances of a concept or a set of feafuteseems that repre-
sentations that single individuals out descriptively aoé operative in the feature
space MOT task (Blaser et al., 2000).

The point of tracking (physically co-located) objects iatigre space needs a bit
of extra development. Blaser et al. (2000) suggest thatadpatation is not that
crucial for early object representation. As long as theyehaound contours and
movement is in a ‘continuous’ trajectory in feature-spacbare representation of
the object is established. If this is right, this study alsggests that individuat-
ing and preserving an object’s identity in space-time (is #bstract sense) cannot
be segregated, otherwise tracking in feature-space waulchpossible. This also
suggests that capturing spatio-temporal continuity happa¢ a more abstract level
than just the occupying of adjacent positions in three dsieTal space at succes-
sive times. If this is the case, the sortalist could clain thare is no real difference
between tracking in feature space and tracking into threeaisional space, and
that both require some form of conceptual representation.

Let us now take stock and relate this body of evidence to thegaling discus-
sion. In the first section of this chapter, we asked whethdirectly available con-
cepts could integrate with the encoded meaning of expnessioorder to express
a proposition (i.e. the CMI question). The question wasegigy certain accessi-
bility puzzles displayed by a variety of linguistic phenamadi.e. the asymmetry
between the felicitous ‘every man who has a wife should binieigto the party’ and
the infelicitous ‘every married man should bring her to tlaety), which motivated
a series of constraints in linguistic theory, as, for examplbourne’s conditions
on NP ellipsis. Since such constraints are also designedpiuie cases of ‘deep
anaphora’ (e.g. ‘Do most faculty members depositvaying a paychegkn the
credit union?’), they would have to appeal to a represaatilevel that is not re-
stricted to linguistic representations, but includes emts that emerge from certain
immediate cues in the environment. This type of constr&iotyever, results in a
negative answer to the CMI question, and, counter-intelgividentification-based
descriptive pronouns cannot contribute to the proposgipressed. But if we want
such pronominal uses to contribute to the proposition esga@, how can the acces-
sibility pattern of donkey uses above can be explained? Wataan impasse.

Burge (2010) calls these identity preserving mechanisratihal constancies’, which Pylyshyn’s
visual index system would be an example of. Thus, there doeicshape and many more constan-
cies in human representational systems in addition to tkdrolved in early object individuation.
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In the last section, we looked at the necessity to ground,irgzalty, the no-
tion of a directly available concept or an immediate cue foirderpretation. The
philosophical idea that some form of representation is s&a® to partition the
world into discrete particulars, namely, sortals, hasiveteempirical support from
a variety of experimental paradigms. There is evidence esstggy that infants use
concepts likevATERIAL OBJECT for a variety of cognitive tasks related to individu-
ating and capturing persistence conditions on objects oty early age. As more
concepts become available, expG, BALL, TOY, the agent can employ more spe-
cific information in cognitive tasks involving the objectsat fall under them, such
as individuation and the representation of an object’sigiensce conditions. Thus,
these studies provide empirical support for the idea thdaiteconceptual repre-
sentations are basic in the cognitive architecture of agdat they are required
for characterising the way humans experience objects. Gdssc status, in turn,
can explain the direct availability of certain conceptsifaegration with linguistic
information, as stated in the constraints just mentioned.

The studies reviewed in this section, however, go agaiisttnclusion. There
Is evidence that the type of representation that governscolmdividuation and
captures an object’s spatio-temporal continuity is noneeptual. The conditions
on representing material objects (i.e. bound, move as aayktd.) can be captured
in terms of hardwirecdhatural constraintghat spit out a bare object representation
as output: a visual index. If this is the case, then the arguitinat establishes the
direct availability of sortal concepts in virtue of theirgessary status in partitioning
the world into discrete individuals is threatened. As a egpence, we must seek an
alternative explanation of how concepts (even non-sortespemerge in cognition.
As we shall see, this will pave the way for allowing indirgcivailable concepts to
integrate with the encoded meaning of expressions.

Apparently, we have moved from a dilemma concerning compaiais’ intu-
itions to a dilemma involving divergent evidence. In thetreection, | will present
an interpretation of the empirical data that offers a wayadudur second dilemma
and paves the way to the solution of the first one as well. Thlsalgo provide an
answer to the CMI question presented initially.

3.4 Levels of representation revisited

The preceding sections have raised interesting questidmghese two sets of data
provide evidence for a single system of object represemtatr two distinct ones?
If they are the same, would output representations be ctualegr non-conceptual
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in nature. If distinct, how would the different output repeatations be related. In
order to assess possible answers, | shall first take a lookadvgies between the
two sets of experimental results and then proceed to theandiogies.

3.4.1 Analogies betweenuareriat ossect  and visual indices

Carey (2009), building on Carey and Xu (2001), points owteranalogies between
the two bodies of experimental data reviewed: (i) primacygdtio temporal in-
formation in object individuation, (ii) a representatibtianit of four entities in
working memory, and (iii) the ability to represent the distion between existence
through occlusion and cessation of existence. | will tal&hex these in turn.

Primacy of spatio temporal informatiomeans that human cognitive architec-
ture privileges bound contours and spatio-temporal caittirin motion to individ-
uate objects and preserve their identity through time argespIn the MOT ex-
perimental design, participants were quite good at trackinltiple objects as they
moved around, regardless of whether or not they had uniqdefyifying shapes,
colours, or labels. Moreover, robust changes in the typéad motion (liquefy-
ing and pouring from place to place, disintegrating andgesbling (see VanMarle
and Scholl 2003), severely impairs tracking skills. SimiylaSpelke, Carey, Bail-
largeon, Xu and colleagues tested children’s expectationserning the behaviour
of objects in the world in terms of their spatio-temporalgedies. In Spelke et al.
(1995), children seem to use the gap between two screensasta determine how
many objects are occluded by them. Replicating these studieg piles of sand
instead of bound objects shows that children are unablerwenuaally individuate
one object from the other (Huntley-Fenner et al., 2002)oA¥u and Carey (1996)
show that 8-month-olds cannot succeed at the object-penncantask if two ob-
jects are occluded behind a single screen. Carey (2009)yrigbncludes that both
bodies of experimental research support the claim thatsspanporal information
plays a crucial role in object representation.

A limit of up to four (or five) object representatiohas also been unearthed by
both literatures. The first piece of evidence for this steramfthe subitizing phe-
nomenon: up to 4 objects can be easily enumerated, but peafme drops dramat-
ically if the set size is slightly increased. In the MOT paggud, this limit becomes
manifest quite clearly: up to four of five objects can be teatkimultaneously, but
not more. Various studies in the infant literature convergehe same conclusion.
Here | will confine myself to two. First, Rose et al. (2001) d&adss-sheehy et al.
(2003) presented infants with an array consisting of a ceriamber of objects.
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The array disappeared and then it emerged again eitherwtidimy changes or with
one of its objects (chosen at random) having its colour cedngdhe arrays could
contain 1, 2, 3, 4 or 6 objects. If infants were able to creabelets for the objects
in the first display, they would be more interested in the ldigpvith the change
as opposed to the constant display. This hypothesis turaetbde true for one
object, in the case of 4 and 6 month-old infants, and up to daibjin the case of
10-month-olds. Since the subitizing range is lower thanddh lgroups of infants
performed poorly in the 6 objects condition. This suggegtsr@god of maturation
of the subitizing range. Moreover, Feigenson et al. (2008)eigenson and Carey
(2005) used a manual search paradigm to shed light on chisdneemory capac-
ities. They placed a number of graham crackers into one bwti@ving one at
a time to 10 or 12 month-olds and then another number of cracke the same
manner, into another bucket. Children would then crawl tauekbt and search
for crackers. If infants were able to represent the numberadkers, they would
choose the bucket that contains the most. Children peridrasepredicted when
the choice was 1 vs 2, 1 vs 3, and 2 vs 3, but behaved randomly e of the
buckets contained 4 crackers (even in a 1 vs 4 condition) s Tiere seems to be
converging evidence for the idea that representing up tojéctdbhas a privileged
status in cognition.

Finally, the ability to represent the distinction between the ogolusf an object
and the cessation of an object’s existergattested in both bodies of literature. In
the MOT paradigm, Scholl and Pylyshyn (1999) showed thabjécts pass behind
a fixed zone in the display that renders them momentarilysibieé and objects’
movement patterns remain the same, tracking performanceigered. Also Fran-
coneri et al. (2006) showed that if objects change theirctimas up to 60 degrees
while ‘occluded’ in this way, they still can be tracked. Ifsvial indices were re-
assigned during these critical moments of occlusion, a argerformance would
be predicted. This is not the case. Similarly, in the inféter&ture, representing
objects as persisting throughout occlusion is cruciahéft + 1 task involving two
objects hidden behind screens could be explained in ternmanfts representing
the destruction of a given object and the emergence of a newloen there would
be no surprise when only one of the objects appears as amoeittbe other simply
got destroyed. This is not empirically borne out. Note, hasvethat this does not
preclude this distinction from being captureddifferent ways it is perfectly pos-
sible that, at the level of early representations of objéatual indices), survival
through occlusion is captured by sameness of index andtaassd existence by
index re-assignment (reflecting reduction in performanta)s would be achieved
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by features of the hardware itself, not by the fact theix@ERIAL OBJECT concept
is necessary for stating under which conditions a mateb@at is occluded and
under which it ceases to be.

Carey and Xu (2001) and Carey (2009, ch. 4), based on this corset of three
‘signatures’, argue for a single system of object repregent. One that is concep-
tual in nature, given their arguments for the conceptualitguch representations,
namely, the integrative role of such representations agid ithterface with linguis-
tic systems (see section 3.2). Before assessing the saasidhthe argument, it is
worth taking a look at the disanalogies between the two lsoofievidence.

3.4.2 Disanalogies betweemareriaL ossect  and visual indices

The similarity between the two systems of representatiemseto break down in
the ways they interface with either a given kind of stimulivath the conceptual
system. | will take up these two ways in which the point canllbstrated in turn.
These basically amount to tensions between the interimlgsions of the two pre-
ceding sections.

First, it seems that visual indices can applypte-3D stimuli. In some of the
MOT experiments (all presented using 2D displays), objeotdd pass through
each other without any loss in performance, clearly via®pelke’s principle of
cohesion (Baillargeon, 1987). Moreover, objects that dbstereotypically fall
underMATERIAL OBJECT could, in principle, be visually indexed, such as shadows
and holes (see Casati, 2004). More impressively, ‘objexas’ even be tracked
in feature space. None of these forms of representation eaachieved under
MATERIAL OBJECT. Stimuli represented under this concept, on the other el
rise to complex expectations concerning the possibleantems amongst different
kinds of physical and animate entitiesrgal space.

Second, based on the findings revealed by the MOT experiigatadigm,
Pylyshyn argues that visual indices are unlikely tocbaceptuabecause of their
degree of encapsulation. Tracking multiple objects thatrauniquely identify-
ing shape, colour, or size does not improve performancs §linggests that visual
indices may be encapsulated even from (possibly) othercooceptual represen-
tations). Crucially, giving a uniquely discriminating klldor each object does not
improve performance. These data contrast with the findirfigsuo(1999, 2002,
2005); Surian et al. (2004); Dewar and Xu (2007). The sucoE8amonth-olds on
the object permanence task involving two objects behindhglsiscreen, usually
achieved at 12 months of age, depends on cues that make atfomabout object

142



kind salient to the child. Thus, providing a common noun for edgjec greatly
improves performance. This does not seem to be attested M@T studiesany
object as long as they are bound and move continuously, can beaddex

3.4.3 Accounting for the dilemma

The following dilemma emerges at this point. How can we exylae partial over-
lap between the MOT based experimental findings (Pylyshyhcalieagues) and
those discovered by the child expectancy-violation pgmadiSpelke, Baillargeon,
Carey, Xu and colleagues), as well as their disanalogiesh®one hand, assuming
that object representations are the output of a single ,comiceptual, encapsulated
and data driven system allegedly faces the difficulty of aoting for the robust
set of expectations and complex inferences that seem t@héting children’s be-
haviour. On the other hand, assuming that object repres@méaare concepts faces
the challenge of accounting for the uniformity of the tramkiperformance across
conditions that would allegedly make the task easier, ssdmnaobject’s having a
uniquely discriminating colour, shape, and, crucialliada

| believe that the way out of this dilemma involves makingnofor the idea
that visual indices and concepts play different, yet relategnitive roles and pos-
tulating a notion ofncremental object representation

The disanalogies reviewed above rest on the many integegtoperties to the
mechanism of visual index assignment. More specificallg, data reviewed in
section 3.3 suggest the following claims: (i) visual indig#ay a role in the in-
dividuation of objects based on pre-3D images as well asucagt their identity
in the minimal sense of sameness construed as continudgyghrspace-time, and
(i), given the need for mechanisms that determines that afsieatures belong
to (causally derive from) the same object (Treisman and d&l2980), visual in-
dices may provide a reference point to visual informatiarcpssing units sensitive
to other types of information, such as colour and shape. fdirnation about the
object’s shape (saysfuarg) and colour (say,)ellow]) are processed by different
streams of activation in the brain, then adding informaf{say, fquareA yellow)
necessitates a common reference point, provided by thahiisdex (say;[square
A yellow]). Effectively, something like visual indices would playjumdamental role
in the integration of information in the visual system. listis right, concepts are the
not the only representations that are content integratingtfa Carey’s argument
in section 3.2.3).

There is another angle from which this integrative role fual indices can
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be viewed. In the previous paragraph, | alluded to the amtditf featural (non-
conceptual) information in a rather static way. The procassors an inference,
but at a possibly non-conceptual level: frosg{iarg and [yellow] one can move to
;[squareA yellowl. However, there is also a more dynamic perspective on bbjec
representations. In the MOT experiments, there were tialghich the object’s
properties changed constantly, yet were not reflected ifopeance. In order for
changes of an object’s properties to be perceived, the ktkden the object and a
cognitive system must be preserved through time. This itucag by sameness of
visual index. Thus, these nonconceptual representatimtreay allow for informa-
tion to be added, but also to be updated through time by presean information
channel between object and cognitive system (an imporspecd ofcognitive dy-
namicg. This can regarded as yet another beneficial cognitivetelfeought by
such early-level object representations.

In conclusion, the review in section 3.3 argues for threerintlated claims,
namely, (i) that there are representations that may fatvie¢he conceptual level,
(1) that such a kind of representations plays a role in tltbviduation of objects
as well as representing the conditions under which they irethea same in time-
space, and (iii) that by playing the latter role, visual oeli also maintain a link to
the object, which allows information to be added or updated.

These claims seem to presuppose a notiana@emental object representation
our representation of an object evolves through time (\@gtteserved information-
link achieved by something like a visual index). This tengbparameter introduces
another important aspect: the richness of the object reptason may be relative
to certain cognitive tasks faced by the system. Some of tndied reviewed in
previous sections raised interesting limiting cases faratility to represent ob-
jects. Treisman and Gelade (1980) showed taddresin the ‘binding’ of visual
features can occur, that is, when subjects are presentbacavdisplay containing
a red triangle to the right and a yellow rectangle to the leftd very short time,
they cross-linked shape and colour information, represgrd red rectangle and
a yellow triangle. This suggests that the system did not IsaNicient cognitive
resources to produce the richer information state in thiet figay due to cognitive
load. Similarly, Scholl et al. (1999) and Bahrami (2003)whkd that when subjects
really concentrate on tracking multiple objects whose proes are changing con-
stantly during the trial, the changes went unnoticed by thgexts. This suggests
that some of the information derived from the object did notace at the concep-
tual level, indicating that visual indices were enough toycan with the task at
hand.
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The relativity to processing time, task achieved, and dognresources em-
ployed in doing so highlights one final aspect of the notiomnafemental repre-
sentation that | am putting forward: a prior representati@tate about an object is
necessary for and informationally poorer than further@spntational states about
the same object. Latter states engage more cognitive @bt allow for more
information to be aggregated. Conversely, earlier staggsan shallower input
analysers, but might provide a good enough representatitrembject if current
cognitive demands or environmental constraints neceéssataertain course of ac-
tion - e.g. ducking an unrecognised object that moves tosvangé’s head - before
the system is in a position to process more fine-grainednmition about the object,
such as which kind it belongs to.

If the foregoing remarks are on the right track, object repnéation seems to be
an effect driven activity that takes place against the biamkgd of certain environ-
mental constraints (both external and internal to the syst@his characterisation
of object representation displays clear parallels to thevamce theoreticognitive
principle outlined in the previous chapter. Sperber and Wilson (1288-266)
claim that cognition is geared ‘towards the achievemensohany positive cogni-
tive effects for as little processing effort as possibled¢@itive Principle of Rele-
vance). The cognitive regulations imposed by this prirgipt effect, could enrich
an object representatianodulothe task at hand and the resources available. This
provides an interesting tool for understanding how the gapéen conceptual and
non-conceptual representations can be brid@mnhceptuality can be considered a
cognitive effect.

In a similar way that a visual feature bundle can be regardezhaenrichment
of a bare object representation, early forms of non-conepepresentation and
concepts can be related via an incremental notion of prowgssrhe cognitive
effects purchased by conceptual representations arewhvigonceptual informa-
tion can be stored as what psychologists call ‘'semantic mgmdthe individual’s
database of knowledge and belief - and interact with otheceptually structured
information inferentially (deductively or inductively)ithe derivation of further in-
formation. Thus, as information is processed through teealipathways, a series
of mental states is established, with the goal of cognitmedbit. Object represen-
tations begin at the visual index levgl &nd proceed tground A blueyys], the level
of feature bundle (Campbell 2002) or object-file (Kahnemiaal.€1992), and then

14Ness (2011) argues that concepts are necessary in ordenvimi@the thematic unity of the
phenomenal content of a given experience. Perhaps themrdticcould be regarded as another
positive effect achieved at the conceptual level.
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go to a conceptual level of informatiorund biue,,s)[BALL]), at which proposi-
tional information associated with that concepoGsS LIKE TO CATCH BALLS) is
available for further cognitive tasks, such as inferenca mr@mory retrieval and
storage.

This picture of object representation solves the dilemmthatbeginning of
this subsection in the following way. The analogies unestthy the two bodies
of experimental data are explained by the incremental eaitiprocessing: given
the dependency of a higher level state on a lower level ong niatural to expect
that features that constrain the latter (limit of 4 indexégeots) also constrain the
former. However, the conceptual nature of the higher letades enables certain
cognitive tasks, e.g. the possibility of interaction winsantic memory and infer-
ence - that are precluded of non-conceptual represensatidnis explains the dis-
analogies between the two bodies of experimental work. Tibegsulated nature of
representations involved in MOT, on the one hand, seems goberned by early
level representations, as the cognitive effects in quediml down simply to the
preservation of the identity of objects moving in a displale object-permanence
studies, on the other hand, comprise more cognitively Idaaeks. Infants have to
consider the transformations and interactions which dabjeeght have undergone
while occluded, which draws on more stable (less occasiamarmation.

The fact that words can improve children’s performance sagthat they ac-
tivate specific pieces of information (concepts) that aemeisted with knowledge
relevant to the task at hand, as in the studies by Xu (199%,20@D5) and Dewar
and Xu (2007). The findings in these studies are also exudgdhe fact that in-
cremental processing is geared towards achieving bereigaitive effects. Many
of the expectations manifested in the two separate scrdgastgermanence task
of Spelke (1990) and Spelke et al. (1995) (among many otlseesh to be under-
pinned byMATERIAL OBJECT, whereas the success in the object permanence task
in the single screen studies of Xu and Dewar depends on thkalaity of two
distinct conceptual representations (@gck, BALL ) that allow for an inference
of the following sort: if two kinds are present, then therestoe two entities that
instantiate them behind the screen. Children fail when tieye not acquired the
distinct concepts, because only one kind-level repreientai.e. MATERIAL OB-
JECT or TOY - is involved in the task, which would not naturally give rigethe
expectation of two entities instantiating that kind beirmgladed behind the screen.

5The proposal made here is neutral with regards to whethsetim@re specific concepts involve
a re-conceptualisation of the world by the child and to whetertain object permanence tasks (Xu,
1999, 2002, 2005; Dewar and Xu, 2007) are explicable by tsadigsociated with concepts acquired
by the child (see Carey, 2009, 279-85).
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This suggests that the notion of effect oriented increniéyptso holds at the con-
ceptual level (and throughout cognition, more generaily)en children are able to
use more specific conceptual representations, more effactbe generated.

Now, if we assume that there are non-conceptual represamgghecessary for
some early forms of object individuation and identity prgaéion) and that the in-
cremental notion of processing mentioned above makessepiaions surface at
the conceptual level at some point in the evolution of mesiaes, then it seems
thatsortal are not necessary for individuating objects and caipig their spatio-
temporal continuity Still, conceptplay an important role in capturing an object’s
identity conditions in a broad sense: realising the totalfttransformations an ob-
ject can undergo whilst remaining the same object (Wigdif§,7, 1980, 2001) is
subject to the thinker's knowledge about the particuladkime object belongs to,
which inevitability requires a concept that denotes thatlkiOther roles include
categorising and stating generalisations about entitiasfall under the relevant
kinds. Consider plants, for example: they are not self-plled, so they do not
fall under our innate concept for agents, but they also ddalbtinderMATERIAL
OBJECTeither. Thus, evaluating whether a seedling is the sameaagadak some
time later requires not only BLANT concept, but certain beliefs and knowledge
about the transformations these objects can undergo. fiteed is a conceptually
loaded cognitive task, but quite different from individigt and tracking simple
objects moving in the visual field. In the next section, | vsietch how the notion
of incremental processing can be extended from early meésinarof object rep-
resentation to (directly or indirectly available) conasdtrepresentations that are
suitable for linguistic integration.

3.5 Incremental object representation, the CMI ques-
tion, and descriptive pronouns.

At this point, we must take a look at how the notion of incretaéty of object
representation gives us an answer to the question raisdgk dteginning of this
chapter, namely:

(CMI Question: Can indirectly salient concepts be constituents of tlogesition

expressed by an utterance (i.e. count as a development tdgloal form of an
utterance)?
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The initial negative answer to this question was motivatgd hypothesis that
linked the notion of a sortal to that of concepts which wowddirectly available to
the audience because they are necessary in the charaatarsaarticular visual
experience as the experience it really is (i.e. as expergent a discrete, bound
objects that move as a whole, see the th&®etal IndividuatiorandSortal Identity
in this chapter’s introduction). That is, the justificatifum sortal concepts consti-
tuting such a privileged level of representation relied logirt necessary role for
individuating objects as well as capturing their persiseeconditions. The hypoth-
esis offered a way to sensibly capture the notioniofimediately available concept
used in linguistic constraints, such as Elbourne’s coadibn NP ellipsis or the
Individuative-Representational constraint, which weretigated to explain some
accessibility patterns in anaphora (and possibly desegipses), illustrated below:

(6) a. Every manwho haswife should bringher to the party.
b. *Everymarried man should brindner to the party. (intended reading:
as (a) above)
c. Every groom thinks his bride is worth dying for.
d. Every groom thinks *she/?higp¢inting to a wedding dre$ss worth
dying for.

Above the concepIARRIED makes the conceptIFE indirectly available and the
gesture towards the wedding dress makes the coseept indirectly available as
well. Therefore, such representations cannot be selestdttaalues of the respec-
tive pronouns. Moreover, justifying the immediate avaligpof certain concepts
because they are required by a given perceptual experieatdes us to deal with
cases where certain dependencies are established pailbejgisiin deep anaphora,
below:

(7) Do most faculty members depositwqving a paychedkn the credit union
(Jacobson, 2000)?

Singling out the object waved by the speaker would requirekan of thepAy-
CHECK concept, which would then be integrated with the linguistganing of ‘it’.
However, as a result all cases of identification-based gese uses of pronouns
(as well as some cases of donkey anaphora) cannot conttibtite proposition
expressed and an alternative way to explain this lingudktta would be motivated.
This tentative hypothesis has serious predictions and ssesaed empirically.
In section 3.2, | reviewed data in support of the idea that biaisic level of repre-
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sentation necessitates sortal concepts. In section 3e8jdwed data that argues
against the very same idea. Thus, a new dilemma emergedtiors8c4: how to
make sense of both sets of evidence. This section aimed &yexthy explain both
the analogies and disanalogies between the findings ueedabththe two bodies
of experimental work reviewed previously. The answer iwedl a notion of in-
cremental object representation, which falls out from tbmkination of general
mechanisms that regulate the flow of information (e.g. thgrttve Principle of
Relevance) and an empirically based picture of how humaraVgocessing mech-
anisms actually work, that is, a description of human visipities.

The adoption of this picture undermines the link betweetas®and their role
in individuating objects and capturing their persistenmeditions in the spatiotem-
poral sense. As a consequence, the justification for saalstituting a privileged
level of representation in virtue of their role is lost. Btihcremental processing
explains much of the data that was recruited in support déksm as well as data
against it.

Representation begins by early (visual) processing mesimarthat individuate,
capture the identity conditions of material objects, angragates (possibly non-
conceptual) information about many of their propertieshsas colour, shape, size,
edge and so on. This accounts for the data against sortaisewed in section 3.3.
We can think of these as visual counterparts of early audit@chanisms involved
in detecting many of the properties of speech, such as, todeiich, as well as
identifying phonemes and determining word boundarieseithe incremental na-
ture of processing, these representations eventuallgsigt the conceptual level.
Conceptuality could be regarded as a cognitive achievenvbith brings many
beneficial effects to the thinker. This level of represeataticcounts for the data
reviewed in section 3.2. However, the concepts that emesgeotido so because
they are necessary to play an individuating role. That heesady being achieved
by early mechanisms. Still, we may preserve the idea thaesmmceptemerge
naturally in the processing history of a visual episode, as, for examphen the
seeing of a dog gives rise toBDG concept, not because the concept is required
for the individuation of the object, but because it is theespntation that naturally
emerges at the conceptual level and allows for cognitivecedfthat are semantic
in nature (i.e. semantic memory retrieval and storage). ndilar story holds for
the processing of words:@OG concept emerges in virtue of early level processing
mechanisms that identify the word (e.g. ‘dog’) associatéd it

Note that this proposal makes room for an important unifocatirhe emergence
of non-sortal concepts is explained in the same way. Consm®eone looking at
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a large body of smoke. Early processing mechanisms (didtioim visual index-
ing) would be able to represent certain properties of theyeint the environment
(smoky stuff) in a way such that a concept (egMOKE) surfaces at some point
due to the incremental nature of processing. This concagtidben be available
to feed the interpretation of various expressions in natargguages, even though
it would not be a sortal. For example, it could be the refecétie ‘it’ or ‘that’ and

it could be also used for the processing of certain identiboabased descriptive
uses of pronouns (e.g. one of two people engulfed in a smakelct a demon-
stration saying ‘They are bringing reinforcements’, whithey’ is interpreted as
the policg. In other words, even though the mechanisms responsibladéoearly
processing of different kinds of aspects of the environnfemoke vs chairs, say)
are underpinned by quite different output representatitmesy would eventually
give rise to representations in a common format (8/gOKE, CHAIRS concepts).
Representations that emerge from standard material shgect those that do not
figure in the same way as part of the context for interpretiertstimuli.

Moreover, the picture sketched here answers the CMI questithe follow-
ing way. The allegedly ‘indirectly’ available conceanintegrate with linguistic
meaning in order to express a proposition, because the satiom of incremen-
tality that would make concepts emerge after certain lovellprocesses fulfil their
role would also make related concepts available. For exangaleing the White
House involves processing information in a way such thatwheTE HOUSE or
PUBLIC BUILDING concept eventually emerges in a person’s mind, making White
House-related information - such as the conceEARICAN PRESIDENT and the
propositionsTHE AMERICAN PRESIDENT WORKS AT THE WHITE HOUSE THE
WHITE HOUSE IS AN IMPORTANT BUILDING, and so on - salient or accessible for
whichever cognitive task the system currently faces. Irctse of interpreting (1)e,
reprinted below, incrementality in object representati@muld render AMERICAN
PRESIDENTaccessible enough to satisfy the interpretative demands.

(8)  Pointing to the White House in Washington DEvery time there is a war,
he theAmericanpresident] has tough choices to make.

On the other hand, the gesture towards the wedding drese totitext of (6)d
does not reach a threshold of activation that enables tbgriation between linguis-
tic information and salient conceptual information (magoe to the availability of
linguistic forms that would establish the relevant intetption at lower cognitive
costs, or the availability of competing representations &w cost). Thus, the
incremental notion of processing allows a more empiricghyunded solution to
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not only the empirical dilemma concerning divergent datat, dso the intuitive
dilemma concerning whether a positive or negative answeheéoCMI question
should be given. Note that this type of explanation alsoiesuwver to some cases
of anaphora where the antecedent is not stated expliciti{hieudependency is suc-
cessfully established, such as:

(9) Everyiphone-ownerusest for browsing.

Now, the role the incremental picture of processing (unitiexgd by the Cogni-
tive Principle of Relevance) plays in the case above andaithite House scenario
in (8) and the assumption th@bovariation(e.g. between US presidents and war-
times, or iphone-owners and their mobiles) should be empthby some form of
grammatical process hamportant consequencédsr our conception oframmatr
That is, this chapter argues for an explanation that alloragmpatically available
constituents (available through some form of incrementat@ssing) to figure in
the mechanism that explains the relevant co-varying rggdiGonversely, the nar-
row string-based view of grammar sketched at the beginnirtgis chapter does
not seem to get the data right (e.g. (8) and (9)), nor is coilpatvith the in-
cremental picture presented here. In chapter 5, | will $katgrammar (Dynamic
Syntax, Kempson et al. 2001; Cann et al. 2005) that buildsumgentality in its
very heart and does not suffer from such shortcomings. tiptaah can account for
the Co-variationproperty of identification-based descriptive pronouns eases of
anaphora straightforwardly, thus offering an unified erptéon for the variety of
pronominal uses discussed in chapter 1.

Finally, the asymmetry between the felicitous ‘Every marowias a wife should
bring her to the party’ and the infelicitous ‘Every marriecamshould bring her
to the party’ and the infelicity of certain identificatiora$ed descriptive pronouns
should not be accounted for by the postulation of grammiagicd/or representa-
tional constraints, but only by serious work in psychologyed to establish the
threshold of activation that certain representations rieedach in order for them
to be recruited for integration with linguistic expressdn utterance comprehen-
sion. This would be in total consonance with the incremevital of processing
put forward here. Certain cognitive effects, in this castalaishing certain inter-
pretations, would be influenced by frequency and recencyédisas many other)
variables. This would explain an interesting fact aboutittfielicitous cases men-
tioned above. As one repeats them to oneself, their acaéptaises. | believe this
would be very much in the spirit of recent approaches to metgn(see Falkum,
2010, ch. 6) and the same point could be made for bad caseskéylanaphora
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that motivated the formal link condition and the constrastated at the beginning
of the chapter.

In conclusion, the processing of descriptive pronouns eaalt from the inte-
gration of linguistic content and content delivered vig§gah a way similar to in-
tegration underpinning deep anaphora. This paves the widnetfull development
of asubstitution-basedccount of some descriptive cases, as suggested towards the
end of chapter 2. Before doing so, we must assess some otdhatuire that at-
tempt to explain the data presented in chapter 1 and that pggahto some of the
processes involved in visual representation discussed her
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Chapter 4

Descriptive pronouns: previous
accounts

4.1 Introduction

This chapter marks the start of a second stage in the thessnavhich we begin
to assess different theories of identification-based g&sa uses. Thus, itis worth
reminding ourselves of what has been achieved so far and hewdnclusions
reached in previous chapters shape possible accounts dédithe

In chapter 1, the properties of identification-based dpted pronouns were
thoroughly described. Comparing them to a variety of ottenpminal uses and
to one kind of non-literal interpretation (metonymy) brbtidoth the core and
extended properties of descriptive pronouns to light (ildentification Depen-
dency, Descriptiveness, ConnectiandAccessibility. More specifically, such uses
seemed to be most similar to donkey anaphora and metonymy.

In chapter 2, we have dug deeper into the latter similarigpl&ning descrip-
tive uses of pronouns as non-literal interpretations seempassible from a Gricean
perspective and although this is more sensible in altermdtieories, such as RT,
there are important dissimilarities between descriptrapuns and metonymies:
since the former do not encode lexical concepts, postgiairsubstitution’ be-
tween linguistically-driven conceptual representationl &peaker-meant concept
misses the point. Still, this chapter laid out some impdrtannerstones. Some de-
scriptive uses seem to contribute to an utterance’s expheand some others to an
utterance’s implicatures. The best criterion for deciditgch analysis is preferred
seems to be provided by the scope test. While we have an a@ocgbumplicature
derivation (by global inference), contributions to the ksiplevel of meaning still
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need to be explained by some mechanism. As we shall see ichiger, this can
rely more heavily on either grammatical structure or praignainciples.

In chapter 3, we have assessed whether identification-laessdiptive inter-
pretations result from processes that are radically diffefrom donkey anaphora.
In the literature on the latter type of dependency, many lmeposed that con-
cepts that are ‘indirectly’ available in the context canpatvide antecedents for
pronouns, hence predicting that the two cases are es$gdifférent phenomena.
This hypothesis has been assessed thoroughly from botleptrat and empiri-
cal standpoints and it seems to be unwarranted. In the cofisaTying out this
task, we have reviewed many assumptions about the procafssesviduating and
identifying a material object in the environment which mayitivoked by different
types of proposals. In conclusion, treating identificati@sed descriptive pronouns
as a special form of anaphora (dependent on an indirectlyeatrd-linguistically
available antecedent, as it were) seems to be a viable opfibis will be pur-
sued in chapter 5. Note that this strategy is not exhausfgediscussed towards
the end of chapter 2, some identification-based descriptes are better captured
as implicatures. The grammar to be described in chapter &hegwith the rel-
evance theoretic pragmatic machinery introduced in chdtean accommodate
such pronominal uses at either level of meaning, which toutgo be a great ad-
vantage over competing accounts. Before laying out theqsalp however, we
must look at alternative explanations.

In this chapter, | aim to review some of the accounts of tha gatposed in the
literature. | will begin with a reminder of the@esideratahat a theory of descriptive
uses of pronouns must meet (section 4.2). Broadly speattiagg are two families
of theories that have attempted to account for these usesection 4.3, | will assess
proposals that do so by postulating a more complicated gitioan (i.e. syntactic
or semantic) machinery, that is, the so-called ‘heavy-bdrgbmantics’ positions,
in Neale’s (2007) terminology. In section 4.4, | turn to these that have tried to
explain the phenomenon in pragmatic terms, that is, ‘hdenyded pragmatic’ ac-
counts, according to Neale (2007). The specific instanaceswed, unfortunately,
do not exhaust every single position in the market. | haveapd focus on the
more influential ones. The presentation of each within thwsegroups is followed
by an assessment of its shortcomings. Section 4.5 conchitpaves the way
to my own account of the data that assimilates the insigbta fother chapters, as
mentioned above, and does not face the shortcomings of tipogals about to be
reviewed.
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4.2 Thedesiderata

As a quick review of the interpretative properties discdsaehapter 1, descriptive
uses, such as:

(1) a. Someone pointing at a huge footprint in the sand s&ys:must be a

giant’ (from Schiffer 1981, 49) .

b. US Supreme Court Justice O’Connor says: ‘We might have hieer-
als’ (Nunberg, 1993, 14-15).

c. Bill Clinton saying: ‘The founders invested me with thdesgesponsi-
bility for appointing Supreme Court Justices’ (Nunberg93920).

d. John, expecting a call from his mother, answers a phohéroai his
colleague and says: ‘Oh, | thought you were my mother (Nugpe
1990).

seem to have the following interpretative properties:

DescriptivenessThe information conveyed by the pronominal use is desegyr
general.

Identification Dependencylhe pronominal uses depend on the identification of a
particular entity as belonging to a certain kind.

Connection An adequate account of the pronominal uses must explairetagon
betweerDescriptivenesandldentification Dependencythat is, how the concepts
used to represent objects as falling under a certain kincerttakdescriptive inter-
pretation available in a principled way.

In chapter 1, these were referred to as the core interpretptoperties of de-
scriptive pronouns. Note that | am not saying that any usbedd utterancenust
convey descriptive information at the explicit level, | aosj saying they can or
might. The sentences in examples (b) and (c) could easilysbd to express sin-
gular propositions about Clinton and a group containing @ibr, respectively
(which could be used to implicate, or otherwise be used irctimamunication of,
descriptive content). Then, in addition, uses like the an€) and the contrasts
between (a) and (b) and that between (c) and (d) in (3) seenotivate the extra
desideratabelow:
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(2)  Andy Well...Every time there is a war, he [pointing to the White Hou$e
has tough choices to make.

(3) Antecedent impossibilities of descriptive prono(bwdface indicate poten-
tial dependencies)

a. Said by someon&/The condemned prisoneris traditionally allowed
a last mealHe is also allowed to invite close friends for the execution.

b. Said by a condemned prisondram traditionally allowed a last meal.
*He [said by same spealéHe [said by different speakgrs also al-
lowed to invite close friends for the execution.

c. Said by someondf the Democrats had won the last few presidential
elections,the American Supreme Court Justicesmight have been
liberals. They would've guarded public interest better.

d. Said by Supreme Court Justice O’'Conndirthe Democrats had won
the last few presidential electionse might have been liberalsThey
[said by same spealéfhey [said by different speakgPWe [said by
same speakérwould guard public interest better.

Co-variation The pronominal interpretations can co-vary with anothgression
in discourse.

Accessibility(descriptive): Certain mental representations can peotheé right in-
terpretations for (descriptive) pronouns, while othenrsnzd.

In short, we want a theory that is able to account for the coopgrties of the
data, namelyDescriptiveness, Identification DependeaagiConnectioras well as
the extended properties of the data, nam@lyvariationand Accessibility More-
over, we would like a theory that explains the interpre@pvoperties of other uses
of pronouns, reviewed in chapter 1, in a unified manner. Imed two sections,
we will take a look at how different families of theories toydchieve this goal. An-
ticipating things a bit, it seems that all of them face sonabf@ms, when it comes
to explaining the extended properties of the data. We tumtecaccounts that do
so by postulating an intricate grammatical or semantic nmaci.

156



4.3 Heavy-handed semantic accounts

In this section, | focus on theories that deal with the datiaaaid by postulating a
complex formal semantic apparatus. | will concentrate onlug’s (1993) original
insight.

4.3.1 Nunberg’s three-component account
Nunberg’s proposal

In order to account for the interpretative properties abbitnberg (1993) assumes
that personal and demonstrative pronouns encode threectmnis: (i)a deictic
componentwhich can be understood as descriptive information thaksvas ‘a
function from occurrences or utterances of an expressietetoents of the context
of utterance’ (Nunberg, 1993, 8), for examplee speakeis the deictic component
of ‘I’ and determines a particular entity in a context, iglassificatory component
responsible for guiding the overall interpretation pracasd consisting of features
such as gender and/or animacy, and @irelational componentvhich constrains
the relation between the object the deictic component aheters, that isthe index
and the intended interpretation. In the case of first- andregperson pronouns
(‘participant terms’, according to Nunberg 1993), thetielaal component imposes
that the ‘index must be included in, or more generally, mostantiate the inter-
pretation’ (Nunberg, 1993, 9). Nunberg's notion of intetation here is just the
pronoun’s truth-conditional contribution, which might thee deictic, or anaphoric,
in addition to the identification-based descriptive intetptions discussed here.
This machinery explains the data as follows. Clinton’s nattee in (1)c con-
tains an occurrence of ‘me’. Since first-person pronoun®@msomething like
‘the speaker’ as deictic component, it determines Bill @imas index. Now, the
index is related to the final (and intended) interpretati@ntke classificatory com-
ponent: the pronoun’s animacy feature must be preservdudynal interpretation,
which also must include or be instantiated by the index. )o,(the alleged intended
interpretation ishe American Presidenivhich is related to the index, Bill Clinton,
in a way such that the information encoded by the classifigatod relational com-
ponents are preserved (presidents are animate entitiég).inferpretation is also
instantiated by the index (Clinton was a President). Thedlwmomponents equally
account for the ‘literal’ deictic cases, with the exceptibat the intended interpre-
tation and the index would coincide: instead of relating py@perty likebeing the
American Presidenthe index (Clinton) would exhaust the intended interpreta
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of the pronoun.

As suggested in chapter 2 section 2.2.2, Nunberg’s arguagamst the conver-
sational status of descriptive interpretations can be as@me of the main motiva-
tions for the ‘formal’ account just mentioned. Thus, theatmeent can be regarded
as a function that takes a function from tiheictic componerdndcontextto index
as input and outputs the intended interpretation. But tmisi&l approach does not
answer a key question. What would determine whether thadei interpretation
is deictic or descriptive? In earlier writings, Nunberg 199160) borrows the psy-
chologist’s use of ‘cue validity’ to describe what deteresrihe relevant reading. In
some cases, the range of possible interpretations indibgtan index is exhausted
by itself (e.g. a ‘direct’ cue, in the sense of chapter 3). SEhare the deictic uses.
In some other cases, the index can be cue to an interprethtiiis related to it
(e.g. an ‘indirect’ cue, in the sense of chapter 3). Theseraédescriptive’ uses.
However, it is unclear whether cue validity should be unmed in terms of the
spread of activation amongst competing mental represensaRecanati 1993, to
be reviewed shortly) or in terms of cues to specific intergiohthe speaker (Sper-
ber and Wilson 1995, reviewed in chapter 2). Nunberg (1993)trans that speaker
intentions would be necessary for fixing the relevant vahfésadex and intended
interpretation, which suggests that he has in mind somgttlioser to the latter
understanding. Thus, the take home message seems to balthaigh Nunberg
argued against implicature accounts, it seems that theahfpthe intentions of the
speaker is essential for the explanation of deictic andrgese readings.

The account generalises to other cases of pronouns as $ollte first person
plural works pretty much along the same lines as the firspgpessigular above, the
only difference being that the classificatory componeritigies a plural feature that
makes the intended interpretation to be about a group dfesntin the case of (1)b,
O’Connor’s use of ‘we’ determines her as the index. The idéehinterpretation is
the American Supreme Court Justicegich is instantiated by the index, hence
preserving the constraints imposed by the classificatadyrelational components.

Differently from first person pronouns, the deictic compainaf second person
pronouns corresponds to something like addresseevhich determines the spe-
cific person or group addressed as the index. The differeetveglen singular and
plural ‘you’ works along the same lines as the one betweearitl ‘we’ above. In
the case of (1)d, John’s use of ‘you’ makes his friend thexndée intended inter-
pretation ighe person callingwhich is instantiated by him (John’s friend is making
the call) and preserves the requirements imposed by therehand classificatory
components (the resulting interpretation is animate amstantiated by the index).
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Third person (singular and plural) pronounsen-participantterms, accord-
ing to Nunberg (1993) - fall a bit out of the picture sketchedia. Their deictic
component does not encode enough information to directubdeeace to any set
of potential indices. Some uses of these expressions weglgire a demonstra-
tion to do the job (called ‘deictics’, Nunberg 1993, 23,3B}her uses can dispense
with demonstrations, because an object is salient in theegbm such a way that
communicators take it as the pronoun’s index (called ‘camis’, Nunberg 1993,
23,36). It is unclear here whether deictics and contexterat®de different deictic
components, or whether they could be unified by encodingahesequirement of
‘object salience’ (demonstrations play the role of makiqggticular object salient,
perhaps along the lines sketched in chaptet. 3n the case of (1)a, the gesture
determines the footprint as index, which is suitably relaie the intended inter-
pretationthe person who made the prifflon-participant terms do not impose that
the interpretation must include or be instantiated by tltexn The classificatory
component - male and animacy features - is preserved in tigpnetation.

The desideratain section 4.2 can be explained as follows. The deictic com-
ponent encoded by the pronoun and the speaker intentionmdets the index:
Clinton for (1)c. This is the stage at whidtentification Dependencyould be
met, but it is unclear whether the account predicts thatt@hrshould be identified
under a concept, likeOLITICIAN, or as a bare individual, along the lines described
in chapter 3 section 3.3. Since the latter would precludeate®unt from meet-
ing Identification Dependen¢y assume that the contextually salient object must
somehow be identified under a concept and take this intatpretproperty to be
properly accounted for at this stage in the interpretatidre relational component
encoded by the pronoun and some form of pragmatic process,gklect an appro-
priate interpretation which is constrained by the classificy component (e.g. the
pronoun’s animacy features) and, in the case of particifgnts (first and second
person pronouns), by the relational component’s requingrtigt the index must
be included in or instantiate the intended interpretatidme ‘cues’ in (1)c together
with such linguistic constraints seleitte American Presiderds the intended in-
terpretation. This meeBBescriptivenessin this proposal, the relation between the
identified object (index) and descriptive interpretatism@linguistically-mandated-
intention-sensitivgrocess. This accounts f@onnectionon partially inferential
grounds (speaker intentions are necessary to arrive aegwigtive interpretation)

Following Powell (1998), | take it that the distinction bet@n two types of demonstrative pro-
nouns would introduce an ambiguity for non-participanirter which we hardly see evidence for.
Therefore, | just assume that Nunberg assumes that botk kinase require some form of object
saliency.
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and partially by encoded information: the requirementsasgal by each compo-
nent. The latter aspect makes descriptive pronouns much samilar to indexi-
cality (to properties, in this case) than implicature datibr?. But what about the
extended properties of the data?

Based on the proposal’s ability to predict that identificatbased pronouns can
receive descriptive interpretations fact and the abilitgaescriptions to co-vary with
other expressions in discourse, we could assume that thgpratation of the pro-
noun in ‘Every time there is a wahe [pointing to the White Hou$éas tough
choices to make’ contributes the descriptitve American Presidentwvhich co-
varies according to different war times. However, this imadiwaving explanation
and one would really need a mechanism that can account faotvarying read-
ings. Elbourne (2008) provides an implementation of Nugisesroposal, based on
three cornerstones: (i) pronouns are definite descripti@hslescriptions presup-
pose the uniqueness of their satisfiers, (iii) predicatssrii®e minimal situations:
world parts that contain only one individual, who instatggonly that property.
Elbourne’s implementation gets the Co-variation propagit, thus | assume that
this desideratunrcan also mét(Breheny 1999 has a proposal that is also able to
account for co-variation, but unlike Elbourne’s is deepiggmatic in nature).

As for the Accessibilityproperty, things are more complicated. Since Nunberg
does not account for how dependencies across sentencedrms@e established,
it is hard to see how he would explain the data below. The saffieutty can be
raised for Elbourne’s (2008) implementation.

4) a. Said by someondf the Democrats had won the last few presidential
elections,the American Supreme Court Justicesmight have been
liberals. They would guard public interest better.

b. Said by Supreme Court Justice O’Conndirthe Democrats had won
the last few presidential electionsg might have been liberalsThey
[said by same spealéfhey [said by different speakgPWe [said by
same speakéwould guard public interest better.

°Note, however, that the argument that Nunberg gives agmnicature accounts of descrip-
tive pronouns is a non-sequitur (see the argument agaiestdhversational status of descriptive
interpretations in chapter 2 section 2.2.2), but there #ireroeasons for not treating (some) descrip-
tive pronouns as implicatures (as suggested by the argsragatnst Grice’s picture of non-literal
meaning, from circularity and from intrusion, discussethia same section).

3] omit a full assessment of the mechanisms by which Elbou@8@g) accounts fa€o-variation
because the proposal is subject to the same criticism thabeaaised to Nunberg (1993). There-
fore, | have opted to take the explanation of thesideratunfor granted and present a common
criticism to both proposals.
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Problems for the proposal

I will present three potential problems for Nunberg’s preglo (i) one concerning
its explanatory insufficiency, (ii) another to the effecatithe components seem to
be too restrictive in some cases, and, finally, (iii) issuedated to thedesiderata
that the account must explain. Arguments based on (i) and€iem to be along the
right tracks, but the status of arguments based on (ii) sedya tess clear.

First, Nunberg’s proposal faces the problem of beingreufficientexplana-
tion. He rightfully takes the data discussed throughoud thesis as a motivation
for postulating richer linguistic structure; in his caseedhat involves deictic, clas-
sificatory and relational components. However, these compis do not explain,
by themselves, how the descriptive readings are delivétadberg (1993) appeals
to ‘speaker intentions’ (or ‘cue validity’ in Nunberg 197@)first fix theindexand
then to provide the intended interpretation that satisfieb §inguistic components.
However, we saw in chapter 2 that there are different wayshichva theory of
human communication can incorporate sensitivity to speakentions. For exam-
ple, Gricean pragmatics and Relevance Theory both appspktaker intentions in
their explanations, but ultimately make quite differerggictions. Moreover, as we
shall see soon (section 4.4), the notion of ‘cue validityi capture extra-linguistic
information in a speaker-intention free manner (Recad®®3). This adds more
possibilities when it comes to the question of how extrauliistic information is
recruited to augment or modify linguistic meaning; but witihthe specific details
of how pragmatic options elaborate on the three encoded aoemts, the proposal
cannot be properly assessed.

The second objection against Nunberg’s proposal can bedtad?owell (1998)
and runs along the following lines. In many cases, the adceggms to be too re-
strictive in at least two ways: one related to processingitie other related to the
satisfaction of constraints imposed by the components $bbms. First, consider
the case of third-person non-participant terms. They deenobde a deictic com-
ponent to fix the interpretation and rather require some fofriobject saliency’
to fix their indices. For example, an utterance of ‘They havagned the permis-
sion form yet’, whilst a school teacher points to a littlel gdunberg, 1993), has
the index, namely, the little girl, fixed by the demonstratand then some form of
mental process takes us to the interpretatitthre parents However, there are no
arguments for this sequential view of processing. Sinae ferson pronouns lack
a deictic component, it could be the case that the index doeplay a semantic
role (i.e. a linguistically mandated stage) in finding thefimterpretation. It could
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be the case that third person pronouns just need some saliergretation and in
the case above pointing to a girl is a good enough way of makaérgarents the
right interpretation of ‘they’ (as argued for in chapter Blunberg simply does not
rule out this possibility. | believe that this objection igMsupported.

The second respect in which Nunberg’s proposal might bedstictive con-
cerns the interplay among the different components in therth Many relatively
similar arguments based on this point have been raised iliténature. 1 will try
my best to address each claim individually, in order to awb@ving misleading
conclusions.

To begin with, it could be argued that the constraints imddisea given compo-
nent do not hold for certain interpretations (Grimberg,@;3owell, 1998; Galery,
2008). Consider the gender feature of the pronoun, whiclsttates theclassifi-
catorycomponent. In many cases, it can be overridden. For exanvpks | point
to an old good male friend of mine and say ‘She is going to k&, laiconvey, in
addition to the propositiothat person is going to be laténformation associated
with a certain (usually but not necessarily negative) fensakreotype. On the as-
sumption that expressing the relevant proposition requegtain gender features of
the pronoun to be ignored by the audience, how can we be rcdinii such feature
deletions do not occur in descriptive uses of pronouns? tliing can guarantee
this, then it could be argued that Nunberg’s components dvaot play the role
they are supposed to and hence could be dispensed with. ényGa008), | raised
this objection, but now I think it misses the mark. The mischdietween features
in the case of ‘she’ above plays quite a different role from dine involved in de-
scriptive pronouns. In the former case, the feature-deiaticcurs so information
(e.g. regarding a negative female stereotype) collatertiid expression of ain-
gular propositionis expressed. In the descriptive case, the feature misnfaigh
between the animacy of ‘he’ and the demonstrated footpisripe of the triggers
for the search for a descriptive interpretation. The faat gronominal features are
somehow preserved in these case can also be attested bygtean data that mo-
tivatesAccessibilityre-stated in section 4.2 above, i.e. descriptive pronasosally
convey descriptions, but these cannot serve as antecedeattger pronouns unless
the person feature of the pronoun is of the right kind.

A similar complaint has been raised against the relatiom@ponent. Grimberg
(1996), quoted by Powell (1998), suggests that certain plesylike the one below,
show that ‘we’ does not impose the restriction that the inaest be ‘included’ in
the interpretation:

162



(5) ...agroup of conservative middle aged businessmesifisjg around
a boardroom table as one of them says: ‘in a couple of yeais we’
probably all be women.” (Nunberg, 1993, 14, fn. 20)

Nunberg himself agrees that the speaker does not includeekiim the interpreta-
tion, for that is a women-only group. Similar remarks apply®'Connor’s use of
‘we’ in (1)b, as she intended to induce a group-denoting pretation that does not
include her. The example in the quote above could be tredbed aarious lines.
The first of them consists in dismissing any constraints iseploby the relational
component of ‘we’, if any such thing exists (Grimberg, 1998he second is to
actually say that ‘we’ above refers to the actual group ofrbaaembers, but the
predicate ‘probably all be women’ receives a metonymicrprietation, (Nunberg
1993, 14, fn. 20 and Nunberg 1995), suchtagyehave in a feminine way

However, as Powell (1998) suggests, none of these hangslmeed to be taken.
Nunberg postulates a disjunctive definition for the comstraf the relational com-
ponent of ‘we’: the index (speaker) must be included bynstantiatethe inter-
pretation. In this case, the intended interpretatiothées boardroom memberan
Donnellan’s (1966) attributive sense. It is true that theaer does instantiate the
property picked out by the description in the actual worldt,the utterance is eval-
uated against a circumstance in which it is impossible fergjeaker to instantiate
such property (as all the boardroom members are women), r&tihing forces us
to assume that instantiation here must hold also at theragtance of evaluation.
The fact that the index instantiates the property in theedrdf utterance (situation
or actual world) ensures that the right descriptive intetgion is ‘loaded up’ into
the proposition expressed. The criticism simply does ntt.ho

Another complaint against Nunberg’s components has beleeddy Recanati
(1993, 311) and this time the culprit is the index. In ordemi@ke his point, Reca-
nati urges us to consider the following example.

(6)  John uttersWe are in red brick.

According to him, the truth-conditions of the utterance\abs the house we live
inis in red brick He then argues that determining the index (John) isafiicient
to convey the intended interpretation. To him, what doegdhes identifying the
group of people who live in that specific house, which he sreatarigger (in the
terminology of Fauconnier 1985) and raises the salienclgehbuse itself (thear-
get according to Fauconnier). If the relevant group of peopleat identified, there
Is no descriptive interpretation. Recanati’'s remarks ag@&ectly associated with a
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previous problem: the interpretatiothe house does not satisfy the requirements
imposed by the relational component: it neither includesisanstantiated by the
index. However, these are separate claims: something @isatdt been recognised
as such in the literature.

Nunberg (1993) argues his way out of this example in the saayeh& dodged
previous criticism, namely, by assuming that the predigathis casetp be in red
brick) is mapped to another predicate (daybhelivingin red brick see discussionin
chapter 1 section 1.7). Whether this process is predicatenyey or coerciofis
unimportant at this point, but note that Nunberg’s way ouh@e appealing in this
case than the previous one. The propositionsbate people, including the speaker,
are living in red brickseems to capture what is intuitively conveyed by the utteran
Moreover, as Recanati (2004) later points out, there is nmcipled explanation
for assuming that such forms of (pragmatic) alterationsuthtconditional content
target the subject as opposed to the predicate. Both ardlyegiadole options (see
chapter 1 section 1.7). In conclusion, the objection by Ratig1993) seems to
miss the mark. So, the second family of objections againsti€rg’s account does
not offer any knock down argument.

The third and final type of argument against Nunberg’s acteoncerns its
explanatory adequacy with regards to thesideratamentioned in chapter 1 and
reprinted here in section 4.2. The objection is quite simpleinberg’s account
does not predict the fact that certain uses of descriptivaguns cannot serve as
antecedents to other pronouns in discourse unless perfeataies of descriptive
antecedent and anaphoric pronoun are of the right kind. TaibéNunberg did not
consider this phenomenon in his original writings, but ifAents to account for this
fact, substantial extensions to the theory must be madeiniementation offered
by Elbourne (2008) seems to suffer from the same vulnetabili pronouns are
descriptions and utterances describe minimal situatibns,unclear why further
pronominal uses cannot describe the situations (i.e. netiae minimal situation,
in his terminology) previously described by identificatibased descriptive uses in
some contexts but not can do so in others.

In conclusion, | have raised two problems for Nunberg’s aot¢and Elbourne’s
2008 implementation of it): first, in order to predict the dawggs that it allegedly
predicts, it must spell out in detail how perceptually aaflé content can integrate
with linguistically encoded content. Second, it does nebaat for all the interpre-
tative properties of the data, more specific#llycessibility

4Consider, for example, ‘John began the book,’ where the stiaszof the verb ‘coerces’ aricher
reading due to the fact that it requires eventualities asptements.John began reading the book
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4.4 Heavy-Handed pragmatics accounts

This family of theories aims to account for the data by ektrguistic means. In this

section, | will deal with Borg’s (2002; 2004) semantic miglism account, Reca-
nati’s (1993) synecdoche account, and the relevancedtieaccounts of Bezuiden-
hout (1997) and Powell (2003). Like the previous sectionil/lipresent these posi-
tions and their respective challenges in turn.

4.4.1 Semantic Minimalism
The proposal

Before addressing how Emma Borg deals with the particulaildeof the descrip-
tive uses of pronouns | have in mind, | must outline her gdnaesv on linguistic
understanding and the grammar/pragmatics interface.

Echoing Fodor (1975), Borg (2004) puts forward a positiocoaging to which
language understanding is a formal, systematic and afgiGt process. The po-
sition assumes a level of linguistic comprehension, theasdim level, which is
recoverable entirely from the lexical type encoded by thedsased. This stage
in linguistic comprehension can be described by a syn@bticriven semantic
machine: semantic representations are computed solelyeobasis of the formal
features of the linguistic expressions and formally trialetaspects of context (i.e.
‘narrow’ context, in the sense of Bach 1994).

This computational view of language understanding is uysideed by the re-
quirement that a semantic theory should only account fofpghegmatics-free) out-
puts of the language faculty. The position is quite simitatite one held by rele-
vance theorists (Sperber and Wilson, 1995; Carston, 20@Bgisense that semantic
content is equated with encoded information. Howeverediffitly from relevance
theorists, Borg further assumes that the outputs of thedieggphase in compre-
hension are always fully propositional (truth-conditibpavaluable).

In addition to RT, it is useful to compare this position wittat of Grice (chapter
2 section 2.2). To begin with, Borg seems to be making claibmiairepresenta-
tions that are psychologically realised. This picture ig/\tfferent from one aimed
at solving certain philosophical problems, like Grice’sofdover, the semantic ob-
jects that are the output of the linguistic faculty are moreimal than the Gricean

SBemis and Pylkkanen (2011) recently published some eeiglagainst such a strong modularist
claim: the composition of simple phrases containing jusbam(e.g. ‘boat’) and an adjective (e.g.
‘red’), which results in a semantic object below the levetrath-conditions, requires the use of brain
areas usually associated with general reasoning.
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what-is-said, for they do not need to correspond to the lelvigiformation that the
speaker intended to convey. In shdw;intentionalitydoes not constraisemantic
representations for Borg. Still, there are two Grice insgiprinciples that inform
her view: a minimalist principle according to which the nmral outputs of the
decoding phase correspond to truth-evaluable objects (akiruth-Evaluability
of What-is-Saifl and a linguistic determination principle, which stateatthuch
objects are free from pragmatically derived constitueatsn(to Linguistic Con-
straint on What-is-Sald From this last principle, an interesting consequence fol
lows. Given this strong modularist position, the (E)pisiepsondition on singular
thinking, mentioned in chapter 1 section 1.2, does not dtarge semantic (i.e.
linguistically determined) contents. That is, the ided the audience musinow
whichobject a word-use designates in order to grasp the sindwdaght expressed
by the relevant sentence does not constrain semantic ¢omteerefore, either there
is no singular content at the semantic level singular semantic content is deter-
mined solely in virtue of the lexical types uttered. Borguaess that the latter
is the case and thus postulates a strong isomorphism betefgantial linguistic
expressions and singular concepts introduced by them.

As stated, the position faces obvious difficulties when rhes to words whose
lexical entries engage contextually available informaiioorder to express singu-
lar thoughts about specific aspects of the context in whiely there uttered, such
as, ‘'I', ‘you’, ‘here’ and ‘now’. How then could context depdency be captured
in a purely syntactic manner? Following Kaplan (1977, 19&%) Bach’'s (1994)
notion of ‘narrow’ context, Borg models contexts as contagrparameters for each
aspect of reality that is necessary for the existence of famnration-carrying sen-
tence use. For example, each sentence is used by someondréssadomeone
else somewhere at a time. Thus, if | say ‘I'm Brazilian’, iniscessary that Thiago
Galery is the speaker of that token, otherwise it would ndhledoken that it is (and
similarly for the other essential features of context). mgd<aplanian lines, a (nar-
row) contexic contains parameters for speaker, addressee, time, pldeeatever
other metaphysically necessary aspects for sentenceatioslare necessary. The
resulting picture is this, a purely semantic treatment otext-dependent linguistic
meaning amounts to a formal descriptionseintences relative to contexhe ob-
jects described by our semantic theory. As a use of ‘I', sagquires that someone
produced it, the essential connection between producetake allows the word
to load the right referent into the semantic content expe$y the relevant sen-
tence (see Borg, 2004, 158-63,166-7). The contributiohefitst person pronoun
roughly corresponds to a singular concept (ke.a constant in LOT format) that
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designateshe speaker of that tokdisee Kaplan, 1978; Perry, 2001), regardless of
whether or not the speaker is able to identify (in a extrgdistic sense) the relevant
individual in the context.

This picture faces a problem when one considers what woylgéaif the es-
sential properties of the utterance event fail to hold. Baneple, if there is no
speaker, there is no utterance, so no proposition is exgessthere is no audi-
ence, linguistic material could still be produced by theadee, but it would not be
understood by anyone and no information would be conveyeu, Nonsider a sit-
uation in which both speaker and audience are present argpéaker utters ‘that
is red’ whilst pointing to an empty space. The absence of aothstnated object
does not bear on the existence of something (a propositian)g conveyed to the
audience based on the token uttered by the speaker. Acgaikaplan (1989),
third person demonstrative and personal pronouns cannwabed to any formal
model of the context. In short, a demonstrated object is matc@ssary metaphys-
ical feature of every communicative situation. How thenlddbe content of such
expressions be derived solely in virtue of the token of aatetexical type?

Borg’s treatment of third person personal and demons&gtienouns borrows
heavily from Higginbotham’s notion of conditionalised tineconditions (hence-
forth, CTCs), which can be summarized as follows:

If the speaker of ‘this is red’ refers with the utterance aist therein to
x and to nothing else, then that utterance is true if and dmnlyis red.
(Higginbotham, 1994, 92-3)

It seems that knowledge of the truth-conditions of utteesrepntaining demon-
stratives involves the knowledge of an antecedent comdgeruring that in order
for a demonstrative pronoun to have the content that it In@sspeaker must have
referred to aspecificobject. In loose terms, because utterances containing thir
person personal and demonstrative pronouns convey conalitiruth-conditions
in virtue of their linguistic type, they contribute singuleoncepts (e.g«) to the
semantic content expressed by the utterances they occBmmlarly to other pro-
nouns and indexicals, the singular concepts introduceciogt person pronouns
behave rigidly, that is, their content remains constanhetthe utterance is eval-
uated against different possible worlds or situationsll, Skieir content is quite
independent from the communicative intentions of the speak the audience’s
ability to identify the object in question (see Borg, 200851

The position can be made clearer by the following scenaupp8se someone,
looking at another person through the window utters ‘Sheiming’. The hearer
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sits far away from the window, and thus cannot integrateitigulstic information
of the pronoun with the perceptual content that the speasabcess to. Still, Borg
argues, the hearer is able to retrieve a singular contemthwafers to the woman
the speaker sees, solely based on the conditional rule éavbly Higginbotham
abové. At this point let us grant Borg’s claim that a certain clagdimguistic
expressions can introduce singular (i.e. rigid) concestiveir syntactic form
alone and ask: what are the consequences of this positidghdanterpretation of
descriptive pronouns?

According to the core data of descriptive uses, the comnatioic of descrip-
tive truth-conditions Descriptivenegsdepends on the identification of a specific
entity in the environment as belonging to a kindgntification Dependengwhich
provides the conceptual building blocks for the commumidgtroposition Con-
nectior). Since extra-linguistic identification processes camumovide constituents
for semantic content, descriptive uses of pronouns caroridtibute descriptive in-
formation at this level of information.

Borg’s picture is rather intuitive at least for some casescdRsider the scenario
above, where the hearer does not have a perceptual link tedhmn the speaker
looks at from the window, but is still able to recover the ogpicthat denotes the
woman based on the linguistic form of the pronoun. Similatlgould be argued
that in the situation in (1)a, where the speaker points taogpfint whilst uttering
‘He must be a giant’, the concept introduced by the pronotersdo the footprint-
maker, even though the hearer does not kmdw that is. The similarity between
the two cases can be highlighted by the separation Borg jafilé®s between the
ostensive acfthe physical gesture) and tliemonstrationtself. In the first case,
the ostensive act and the demonstration coincide: the wquosrted at is the ob-
ject the pronoun’s referent. In the footprint case, thessons do not coincide,
that is, the speaker ostensively points to the footprint,jtfact demonstrates the
footprint-maker, which the encoded meaning of the pronswsensitive to (in virtue
of the coditionalised T-schema). If one concentrates omtbee interesting notion
of demonstration, the descriptive readings of many pronaimises are illusory at
Borg’s semantic level. Thus, the alleged core properti¢setiata are a mischarac-
terisation of what goes on in these cases (i.e. instancemewihe pronoun behaves
rigidly).

However, Borg acknowledges that, in some other cases,igi@gelinterpreta-

5Note that one could object to Higginbotham’s use of condiised T- schemas by demanding
an elucidation of the meaning of ‘refers to’ in the quote ahdvoes it mean ‘succeeds to refer to’?
If so, can success in reference be separated from any amgpigaéntions? This is a natural and
powerful objection.
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tions may arise from some form of pragmatic reasoning. Tlamgke she has in
mind is this.

(7)  Pointing to the American Presidential podiufavery intern wants to have
an affair with him.

Borg (2002, 500) argues that the speaker could continue thenance by saying
‘Even if he is deceitful, like Nixon, or boring, like Cartet, suggesting that ‘him’
above contributethe American PresidenGiven the tenets of the proposal, the de-
scriptive interpretation would not be part of the semantiotent of the utterance,
but rather fall under its implicatures. The idea is this: €Xjpresses a proposition
about the actual American President, Barack Obama, witlmuform of epistemic
identification of the referent (the concepintroduced by the pronoun refers to him
rigidly via the Higginbotham style T-schema) and then gaherasoning processes
use the semantic content in the generation of a descripiiggaretation at the level
of speaker-meant implicatures. Borg (2002, 502-3) mestibat, in this inference,
‘though we would view the speaker as having made some kindistake in his
choice of sentence, we can still follow what he is trying t¢’s&chematically, the
core properties of the data would be explained along Gritieas (see chapter 2
2.2),Identification Dependenayould be captured by the singular proposition at the
semantic level (or at a post semantic level at which visdatmation would be inte-
grated with semantic contenbgscriptiveneswould be captured by the implicated
descriptive proposition, and the inferential relationvegn the two propositions
would explain how the building blocks of the descriptiveposition are generated
from a more basic level of interpretation, thus accountorgfonnection

Before assessing this position, it is also important to Erstwo arguments
againstthe idea that pronouns convey descriptive information atlével of se-
mantic content (a position Borg 2002 calls ‘Descriptivizmwhich motivate the
proposal sketched here.

The first argument, which | call the ‘instability of conterrgament’ (i.e. ‘the
variety of descriptions argument’, in Galery 2008, 171)sjsas a premise, the
claim that various descriptions can be associated withengiwonominal use. Borg
(2002, 494) considers the following example:

(8) Someone points to a chair which a person sat on recet8hye is gone’.

Borg points out that there are various descriptions thaatltience could associate
with what the pronominal use communicates in this contexthsas:the previous
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occupant of that chajithe person sitting there five minutes agdhe female owner

of this piece of furniturgfor example. Since there are multiple semantically non-
equivalent descriptions that are likely candidates of ttempun’s truth-conditional
contribution, none of them could capture a stable level cdimgy that is expressed
by a token of the sentence above. Moreover, none of theseigtésts needs to
be intended by the speaker in order for the pronoun to expghessontent that

it does. Here, Borg (2002) might be arguing for any of thresitmmns, the first
concerning content shareability; the second concerningaeéc compositionality,
the third concerning the status of such descriptive usea-visasemantic rulghat
determines content.

On the first interpretation of the argument, if the speaksoeaategshe Gwith
the pronominal use and the hearer associgtedd with the same word token, the
truth-conditional content entertained by each may diffet & cannot be shared be-
tween communicators (see Borg, 2002, 494-5). There areaddwvees of response
available to this. First, this may not be an undesirableufeapf the system at all.
Cases of miscommunication that emerge because a very baslof information is
not shared are common and a theory must capture the corglitiader which they
happen. Secondly, even though the descriptive readings significant departure
from what pronouns literally encode, they are not ‘free’nfrpragmatic factors.
Thus, pragmatic principles may guide communicators in 2o0grnmto a common
identification-based descriptive content. Borg’s worseem to be unwarranted in
this case.

On the second interpretation of the argument, Borg couldspom and aban-
don descriptivism on the grounds of compositionality. $iactoken of ‘he’ can
contribute different descriptions in different contextiisere is no possible expla-
nation of how an utterance’s truth-conditions are compasdetie meaning of its
parts. As a response, one might argue that compositiordiig not need to hold
at any pragmatics-free level such as Borg would like to. Batbne might devise a
compositional explanation which encompasses the reldéstvween encoded con-
tent and the pragmatic processes that shape extra-lingmfirmation into truth-
conditional contributions. In this sense, the very pro@dssemantic composition
requires adjustments on the lexical meaning of words wtefuch adjustments
may involve top-down pragmatic processes triggered by titim-up composi-
tion and/or highly salient information in the conversatibgetting (for recent argu-
ments in this direction, see Recanati 2009; for the ideagtlbatnpositional explana-
tion may hold at the level of encoded information, see Po2@ll1; Carston 2002,
70-74). Dynamic SyntaxKempson et al., 2001; Cann et al., 2005) is an example
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of a fully compositional grammar model that incorporatesgonatically available
contents into the computed representations. My own progosghe descriptive
pronominal data, sketched in the next chapter, draws orrdnsework. Thus, this
instance of the argument also does not seem to be sound.

On the third interpretation of the argument, Borg (2002,-Sp8xpresses some
worries about perceptually-based descriptive infornmatieing treated asemantic
information which begin by observing a distinctibetweercases of perceptually-
based singular referring pronouns and perceptually-bdessctiptive pronouns. For
example, in some cases, pointing to a person’s shadow oothrestie just slammed
shut while uttering a pronoun may count as instances of &angeference to that
person. In some other cases, uttering the same pronominal expresgiccom-
panied by a similar ostensive act) could result in desegpiiterpretations (e.g.
the person who just slammed the door skasisuming the audience does not know
who did the door-slamming). The argument then introduceddhowing premise:
if the semantic content of such uses is descriptive, thest bmia clear division
between cases where a pronoun is interpreted referentaally cases where it is
interpreted descriptivelyon the assumption that semantic content in order to be
shareable, must be uniquely available for communicators).

One would have to assume then that referentiality and qes@ness in in-
terpretation emerge as a result of different linguisti@suylwhich in turn classify
different types of situation which the pronoun can describkis would carry di-
rect consequences for learnability: if one has the meansottupge and understand
singular and descriptive uses of pronouns, then one wowe mastered a method
for distinguishing all the situations where a pronoun reegia referential interpre-
tation versus those where it receives a descriptive one.ederythis does not seem
to be the case, there is a plurality of factors that may belwebin the availability
of referential or descriptive interpretations, as for epénthe lack of knowledge
about the person who was just sitting on the chair pointeg #idspeaker. Without
a clear cut distinction between the circumstances undechwdipronoun is inter-
preted descriptively and the conditions under which it igfipreted referentially,
descriptive interpretations cannot emerge at the semiantt

Although | quite agree with Borg’'s position that the destvig interpretations
cannot be traced back entirely to semantics, understood@sled information,
there are problems with the conditional statement used asraige in this third
interpretation of the argument (in italics above). Firsterential and descriptive in-

"This in fact is one of the reasons wlescriptivenesss one of the essential properties of the
core data.
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terpretations of the pronoun are assumed to be explicabfaroterms of different
linguistic rules. Besides positing unwarranted ambiguiitis misses the possibility
of a single underdetermined level of linguistic meaningogaspelled out in chapter
5) giving rise to both types of interpretation. This pod#ipbreaks the connection
between antecedent and consequent: one could be able tstamtkand produce
both types of pronominal use, without having a clear cut mefior distinguishing
all situations appropriately described by referentialnoens from those described
by descriptive pronouns. After all, whether an identificatbased pronominal use
is referential or descriptive depends on a variety of fac{see chapter 1 section
1.2). Therefore, although Borg’s conclusion, namely, tregcriptivism is a seman-
tic thesis (i.e. a thesis about what words encode) seems tighargument does
not show why pronouns cannot have descriptive interpreiatat a level of content
that is minimally truth-evaluable but pragmatically rich.

In summary, all the possible takes arstability of content argumentan be
resisted.

Borg’s second argument, which | call ‘the modal and scoparagnt’, builds on
the analysis of the pronoun’s modal and scope behaviouridBaes that if descrip-
tivism is right, the descriptive readings conveyed by idfa@tion-based pronouns
would give rise to scope ambiguities, when interacting wtiier operators (nega-
tion, quantifiers, propositional attitude verbs, etcA9.an illustration, consider the
sentence below:

(9) Someone points to a parked car with a ticket on its windscesghsays
‘He is not going to be sorry’.

On the assumption that the pronoun’s truth-conditionatrdoution is a definite de-
scription, and given a Russellian (Russell, 1905) treatroédescriptions as com-
plex quantifiers (‘The F is G’ is equivalent tbr (F(z) A Yy (F(y) — =z =
y) A G(z))), the sentence above would have two scope readings: (fe‘tisea
unique person who owns the car and that person is not going sotvy’, and (ii)
‘there is not a person who owns the car and is going to be sokgwever, no
ambiguities arise when we interpret the negated sentemdg tlee first reading is
available. A similar point can be based on the modal behawaifthe pronoun. Con-
sider a non negated version of the sentence above embedtlesiagecedent of a
conditional statement, producing ‘Even if parking ticketsre cheap, heppinting
to the calf would be sorry’. Borg argues that the interpretation of ‘isdied to the
actual world or situation, that is, it refers to the actuahewof the demonstrated car.
We do not have a potentially different car owner for each efworlds/situations
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against which the utterance is evaluated. In other wor@sptbnoun - even in ‘de-
scriptive’ uses, behaves rigidly (see the test by Kripke2liithapter 1 section 1.3).
Borg (2002, 497) concludes that since scope interactiagettghe level of truth-

conditional content and the predicted ambiguities are noté out, the descriptive
readings should not be captured by a semantic theory.

With regards to the modal behaviour of the pronoun, Borg sdemake an un-
warranted move. As we have seen in chapter 1 section 1.3k&sif1972) rigidity
tests crucially relies on communicators’ intuitions abibttype of worlds/situations
that are considered for the purposes of evaluating an attereontaining a modal
operator. Intuitions about the truth-conditions cannoubed asvidencefor as-
cribing an interpretative property - in this case, rigidityp an expression type - in
this case, pronouns - because they target an already priaghyatich level of con-
tent (i.e. Gricean what-is-said, RT’s explicature). Theetpf semantics/pragmatics
interface assumed by Borg undermines the very evidences$omaing that referen-
tial expressions (pronouns, names, etc.) introduce sangoincepts. Alternatively,
Kripke’s test could be rejected as a tool for determiningtivbecertain expressions
are rigid and pronouns could be classified as rigid desigealtis move, however,
throws out the baby with the bath water. There is no evideacéhe alleged ref-
erentiality of pronouns as linguistic types and, given thethmra of descriptive
interpretations, as, for example, bound, donkey and desaj stipulating an iso-
morphism between pronouns and singular concepts is uingastiNote that if we
let communicators’ intuitions play a role in theory buildirthen we find cases, like
O’Connor’s utterance of ‘We might have been liberals’, véhire pronoun selects
different people in different worlds, i.e. a non-rigid dgsator.

In conclusion, both of Borg’s arguments against desciigativdo not rule out
the possibility of descriptive uses of pronouns contribgtio a level of content
that is pragmatic in nature but minimally truth-evaluablevill now turn to some
problems that the theory might face.

Problems for Borg’s views on descriptive pronouns

Borg’s theory aims at the right direction. Building psyobgically realistic theo-
ries about linguistic and extra-linguistic content is awg. Recognising the crucial
role of pragmatics in fixing the intuitive truth-condition$ utterances containing
pronouns is another. However, there are two contentiouscéspf the proposal
just presented. The first concerns the status of the semraptiesentations as com-
pletely truth-evaluable objects that are entirely lingaisletermined. The debate
around this issue has been a hot topic for the past two dechddsrefrain from
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entering into the details of it and focus only on aspects toatcern the topic of
this thesis. The second problem concerns how would a pragergilanation of
the desiderata(section 4.2) would gaiven the isomorphism between referential
linguistic expressions and singular concepts

As detailed above, Borg has different proposals for deseepronouns. For
some cases, such as when the speaker points to a footprissegstHe must be a gi-
ant’, the alleged descriptive reading is illusory. The idethat although the speaker
points at the footprint, the pronoun rigidly refers to thetfarint-maker (th&lemon-
stratun) via Higginbotham’s conditionalised T-schema. For sonieptases, like
the scenario where the speaker points to the American Rragtlpodium and says
‘Every intern wants to have an affair with him’, the pronowntributeshe Ameri-
can Presidento the utterance’s implicatures. Let us assess each of stegegies
in turn.

The first strategy faces a serious difficulty, namely, theflezilbetween the idea
that semantic content is determined entirely by linguistEans and that the idea
that the context-dependent contribution of third persampuns and demonstra-
tives (i.e. the demonstrated referent as opposed to thetalgeensively pointed
at) is determined by Higginbotham’s conditionalised Tesola. The schema gen-
erates a certain truth-conditional contribution, if a ctiod holds, namely, that
the speaker succeeds in referring to an object by the pronGiwen that the rel-
evant truth-conditional contribution (e.g. the demortsing is indirectly available
(in the sense of chapter 3) in identification-dependent rij#se uses, it seems
that whether or not the right truth-conditional contriloutiis loaded into the se-
mantic content expressed by the sentence is not somethahgah be determined
entirely by the lexical information of the words used (refatto formal aspects of
the context). After all, as mentioned in chapter 3, theredasriptive uses that are
infelicitous. As the antecedent of Higginbotham’s schenakas clear, the success
in establishing the right truth-conditional contributiseems to bepeakersuccess.
Alternatively, if we want to make the determination of linggically conveyed con-
tent relative to certain conditions, these ought to be d@r on the existence of
the utterance token itself (i.e. the formal aspects of cdjter conditions imposed
by the language faculty for the decoding of the linguistidenal. Therefore, if this
strategy is to be pursued, one of two things must give ineeitfe abandon the idea
that semantic content is determined by linguistic form aland keep the idea that
one can refer to an object by ostensively pointing at anather, or we keep the
linguistic determination principle, but sacrifice a setesilbay to distinguish the os-
tensive pointing of an object from the referent actually destrated. Any of these
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options would threaten Borg’s strategy for dismissing tesadiptive data.

The second strategy, namely, accounting for cases that garindescriptive
readings as instances of implicatures, also faces serifiicziies. According to
chapter 2 section 2.3.3, that may be so for some cases, bpaases of the first
person pronoun, but ultimately an implicature-based actcéar all instances of
descriptive uses seems to fail because the propositiongimegcessary to violate
a conversational maxim (e.ghe footprint must be a gigantic perspoannot be
neither meant by the speaker nor determined solely by thenimgaf the word
alone, and hence the search for a descriptive propositadptlserves such maxims
at the implicature level cannot be triggered. Alternatieéions, such as making-
as-if-to-say, do not carry enough speaker commitment tlatéa maxim and thus
the relevant implicatures cannot be generated. As a finaillpitis/, Borg could try
to marry her semantic minimalism with relevance theoretagmatics, so that the
semantic content expressed by an utterance of ‘He must n# gihilst pointing
to the footprint, expressdbe salient male in this context must be a giabtthe
semantic level and implicatéise footprint maker must be a giaat the implicature
level. This possibility, however, fails to account for th@ended properties of the
data. Consider again the co-variation and the asymmetrgsept in the examples
below:

(10)  Andy. Well...Every time there is a war, he [pointing to the White Hou$e
has tough choices to make.

(11) a. Said by someondf the Democrats had won the last few presidential
elections,the American Supreme Court Justicesmight have been
liberals. They would guard public interest better.

b. Said by Supreme Court O’'Conndf:the Democrats had won the last
few presidential electionsye might have been liberals.They [said
by same speakfi hey [said by different speakgPWe [said by same
speake} would guard public interest better.

It seems that the co-variation between the descrigtienAmerican Presidergnd
the adverbial ‘every time there is a war’ cannot be explaimgdnplicature-based
account. The descriptive reading falls within the scopéefadverb of quantifica-
tion (over times), which motivates an explicature basedttnent for some uses of
the third person pronoun. In short, the isomorphism betwefgtential expression
types and singular concepts they introduce precludes aphameation of theCo-
variation property, which are also present in bound and donkey use®\(red in
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chapter 1). Moreover, th&ccessibilitypattern of antecedents in (11) above cannot
be explained by variations in context other than shifts e§pective, suggesting that
a simple pragmatic explanation may be insufficient. Howeawerdivision of labour
sketched by Borg makes semantics a mattstririgdecoding, which precludes any
explanation of this interpretative property that is antirelypragmatic in nature. In
sum, Borg’s account is partial at best, for it does not expilae extended proper-
ties of the descriptive data and also cannot explain pronakhbinding or anaphora,
which raises serious difficulties for a unified treatment@iminal expressions.
The foregoing observations suggest ttere is no evidence for supposing that
the outputs of decoding are minimally truth-evaluable otgenor for supposing
that the alleged referential expressions, if there are anypduce singular con-
cepts via linguistic form alon&. The decoupling of semantic content from the
intuitive-truth-conditions expressed by an utteranceeunuines two of the under-
lying tenets of the proposal, namely, the claim that seramejpresentations are
truth-evaluable objects, given that considerations atyathi-evaluability and/or as-
sertability impinge on the level at which intuitive conteerherges, and also the
claim that pronouns are rigid designators, given that thielity evidence for deic-
tic uses (see chapter 1 section 1.3) depends on intuitiong #fte modal profile of
the contents induced. In conclusion, each of the possilpaeatory routes of the
semantics/pragmatics interface proposed by Borg (20a2})Xaces shortcomings.
I shall now move to other heavy-handed pragmatic posséslit

4.4.2 Truth-Conditional Pragmatics

Truth-Conditional Pragmatics comprises a family of thesthat diverge from Grice’s
notion of what-is-said as an attempt to resolve tensiongwgstdahe theses he held.
In chapter 2, we saw that Grice held that (i) what-is-saidegponds to the lin-
guistic meaning of the words utteretdiriguistic Constraint on What-is-Sgid(ii)
constitutes the minimal truth-evaluable object expressedn utteranceMinimal
Truth-Evaluability of What-is-Sa)¢g and (iii) captures the proposition the speaker
intends to assert by a certain utteranbilftentionality). While some versions
of semantic minimalism (e.g. Borg 2004, above) resolve #msibn here by re-
jecting (iii) and slightly modifying the other tenets, TCB@hrts from this picture

8]t could be suggested that a Perry (2001) style reflexivegsitipn or some form of existential
closure over the linguistic form of the pronoun could captarminimally truth-evaluable level of
content (e.gthe/a male is hungrfor an utterance of 'he is hungry’). Although this move is gibte,
it could characterise the meaning of pronounglascriptive hence threatening the isomorphism
between referential expressions and singular conceptghsby Borg.
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by reviewing the idea that the same level of information iglydinguistically de-
termined and minimally truth-evaluable (claims (i) and ébove). It allows for
pragmatic constituents to enter at least two levels of sgrel@eaning: the level of
the intuitive proposition(s) expressed by an utterance éxplicature in Sperber
and Wilson 1995, or the proposition generated by primargmatic processes, in
Recanati 1993), and the level of the utterance’s impliestur

In the remainder of this subsection, | will concentrate on TCP approaches
that differ from each other with regards to the mechanisras sklect pragmatic
elements as constituents of the proposition expressed bjterance. Such mech-
anisms can be association-based (Recanati, 1993, 2004)hirfferential as in
relevant theoretic accounts (Bezuidenhout, 1997; Pow@d8, 2003).

Mixed association-based TCP (Recanati, 1993)

In the early 90s, Recanati (1993) attempted to solve a yawieissues in the phi-
losophy of mind, language and pragmatics in a unified and rcafly oriented
framework. The main challenge was to provide a thoughtliage interface able to
explain (i) Fregean insights about the cognitive value ofzge natural language ex-
pressions or thought constituents, (ii) Kripke’s insighat®ut the scope and modal
behaviour of a class of expressions, and (iii) the varietynefining adjustments
brought to light by people working in pragmatics (Grice, 19%975) and speech
act theory (Austin, 1962; Searle, 1969) (illustrated byrtbe-literal uses in chapter
2).

In order to account for (i), Recanati assumes a naturalgtision of Frege’'s
notion of sense, that is, objects are not the kinds of thihgs are constituents
of propositions; mental representations (of a certain)sse. As we shall see
shortly, these mental representations can be complex imenahd can be regarded
as dossiers of information (Grice, 1969) mental files In order to account for
(if), he assumes that referential expressions, as linguigies, encode a REF fea-
ture, which constrains the semantic value of the expredgsidoe singular in na-
ture, hence distinguishing this class of linguistic typesif that of quantificational
expressions (including definite descriptions). In ordeat¢oount for (iii), he as-
sumes that processes other than the bottom up decodinggoidirc information
can participate in the building of the proposition expredsg an utterance as well
as the derivation of the associated implicatures. Howeterformer, known as
primary pragmatic processesesult from the spread of activation among certain
mental representations by an association-based mechamisi@a the latter, known
assecondary pragmatic process@svolve general reasoning mechanisms that can
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infer speaker-meant implicatures from the propositionregped as a result from
the contribution of primary processes. It is important téenthat this duality of
mechanisms does not exist in Relevance Theory.

Recanati (1993) accounts for the interpretative propemiedescriptive pro-
nouns by treating them as a special case of deictic uses nbpns that undergo
some sort of non-literal interpretation. Thus, some remakout his views on
deixis or indexicality are needed. The explanation of theses begins by observ-
ing that deictic expressions or thoughts crucially invadweon-descriptivédorm of
contextual dependency or token-reflexitivity (Reicherihyd®47). Consider the lin-
guistic case. In a situation where John utters ‘I'm hundtyfefers to John in virtue
of the fact that John is the utterer of that word token. In otherds, the meaning
of ‘I’ cannot be equated with the non-indexical descriptibe speakerbecause the
connection between the specific speaker and the specific spmken is lost. The
descriptiorthe speaker of that tokesuccessfully captures this connection, but note
that a deictic element is re-introduced, nam#igt token

Recanati captures the non-descriptive nature of deictiocd@xical context de-
pendency at two levels. At the level of thought, the speakagent exploits certain
epistemic relationshat she has to aspects of the environment just by occuplying i

...by watching an object or by holding it in my hand, | gainsfyal or
tactile) information about that object; by standing in ataer place, |
gain information about what is going on at that place; by geirtertain
person, with a certain body, | gain information about thaspe and that
body (Recanati, 1993, 122)

Thus, what makes the thought hungrybe about John is the fact that John is
the person entertaining it (similar remarks hold aboutitine and place the thought
is about for example). This is subsumed by a thought mectmangspsychological
mode of presentation in the terminology of Recanati (198#jpwing Bach (1987)

- capable of exploiting the special epistemic relation tiveg has to oneself, that is,
information about oneself is gained from the ‘inside’ asére/(an egocentric rela-
tion). Another kind of epistemic relation is that betweetmialker and a perceived
object which possibly engages mechanisms described inat&pa demonstrative
relation). These various types of epistemic relations lsaveething in common: an
instantiation of a particular type of relation in a contegtefminesa body of infor-

mationabout the object the subject is related| tbhe referent of Johnsm hungry

SRecanati mentions that the perceptual (demonstrativajioal may start at the non-conceptual
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thought would be anental fileon John himself (in virtue of the ‘inner’ relation that
John has to himself; files can also be less occasional inendike theencyclopedic
entryon dogs that was established in virtue of many perceptuabdps regarding
dogs). The specific token of the file (or information bundieindividuated by the
object it is about, but it is also associated with a body obinfation pertaining to
the object, such aslohn has not eaten for 8 hours, John likes fish, John was born
on the 8th of Julyetc.

At the level of language, Recanati holds that context-ddpenhexpressions,
such as pronouns, encode instructions that exploit thaseeapc relations. This is
done by two pieces of encoded information: one that tellctwbontextual param-
eter the expression depends on, in the case of ‘I’ this cporeds to ‘the speaker’
(i.e. the linguist mode of presentatipsomething like Kaplaniaoharacteror Nun-
berg’sdeictic componentanother that tells the hearer to find out a mental represen-
tation about apecificentity. Recanati calls this last piece of encoded inforamati
the ‘REF’ (referential) feature. Suppose Jane is addrelsgelbhn’s utterance of
‘I'm hungry’. She is related to a variety of objects in the gamment: herself (in-
evitably), John, the table he works on, and a book on thagtalaly. Allegedly, the
epistemic relations between Jane and these objects woldd mantal files about
them available in her mind. Furthermore, when John stagalspg, the piece of
information... is speakingyets added to Jane’s file on him. The fact that this piece
of information matches the information encoded by ‘I’ sgieactivation from the
decoded word to the mental file on John. Furthermore, the REfife makes the
file itself (its label or addresdn the terminology of Sperber and Wilson 1995), not
information associated with it, the likely candidate foe tbemantic value of the
word. This is an instance of the primary pragmatic procesatfration

It is worth mentioning the similarities between the thematassumptions of
Borg (2004) and Recanati (1993). Like Borg, Recanati aimsagature Kripke’'s
(1972) intuitions about the modal and scope behaviour ofesgions at the level
of expression types, but while she assumes a strong letyigaleoncept type iso-
morphism (as discussed in the previous subsection), henassa lexical feature
that interacts with the spread of activation amongst seimagpresentations. This
marks an important difference between the two positions.il&\the former is a
syntactic based notion of singular thought, the latter $dlse notion of singular
thinking on extra-linguistic relations between commutoca and environment that

level, possibly along the lines of Pylyshyn (2007), but aoefs at a level where certain combinatoric
properties characteristic of conceptual representatjgwans, 1982) hold. See chapter 3. This
model can also be extended to other types of epistemicaakati
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can be exploited by special linguistic devices (the ones@ing REF). Recanati,
echoing Bach (1987), assumes that the reference of deigiressions in language
and thought are determineelationally, as opposed to the satisfactional manner in
which descriptions and other quantifiers make their trutheitional contribution.

After this brief introduction to Recanati’'s basic framewowe can proceed to
an assessment of his account of the interpretative pregartidescriptive pronouns.
Let us reconsider the famous footprint example in (1)a,inégd here as:

(12) Someone pointing at a huge footprint in the sand saysmidst be a giant’
(from Schiffer 1981, 49).

The proposal aims to explain descriptive pronouns by antiaddi primary prag-
matic process. In the situation above, the perceptual eqpsr of seeing the foot-
print creates a file on it that enables information about thjea to be stored. The
file is individuated entirely by the relation between theseerwho sees the object
and the object itself. No conceptual representation orgeaigation is involved
(this relation can be regarded along the lines of bare obggesentation in chap-
ter 3 section 3.3). Further cognitive processes add thenrgton... is a footprint
into the file. At this pointldentification Dependendg met. Now, the REF fea-
ture spreads activation to the file as a whole and selectstiteabkely candidate
for interpretation, but that cannot be the semantic valuthefpronoun, because
it would make the overall interpretation of the utterancesemsical: a footprint
cannot be a gigantic person. In addition to the whole fileepttinds of mental
representation compete for being the semantic value of tveopin, including..
someone made this printvhich is written under the file on the footprint. At this
point, the mechanisms of activation-spread select thisfloiescriptive information
for integration, the REF feature is suppressed, and thenpatig process o$ynec-
dochic(part-whole) transfer kicks in. In summary, a descriptiotitten in the file
replaces the file itself for semantic purposes and the tatiditions of the utter-
ance above unpack d&lse person whose foot made the print must be a gi#t
this pointDescriptivenesss met. Finally,Connectionis captured in terms of the
association-based mechanisms that spreads activationtlfre file to information
contained within it.

What about the other interpretative properties of the d&ia2e Recanati’s ac-
count predicts that full-fledged descriptions can be thessgimvalues of pronouns
despite the fact that they encode REFg-variationcould be explained, because
utterances containing pronouns can be truth-conditipregjlivalent to utterances
containing the corresponding definite descriptions, aeddktter can covary with
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other expressions in discourse. Although we would ultityatent a description of
how co-varying interpretations are established, let us fakgranted that they can
be predicted by the proposal. The problem is that, undeagssmption, the very
same mechanism that captuf&s-variationmakes the contrast between (a) and (b),
below, impossible to account for:

(13) a. Said by someondf the Democrats had won the last few presidential
elections,the American Supreme Court Justicesmight have been
liberals. They would guard public interest better.

b. Said by Supreme Court Justice O’Conndrthe Democrats had won
the last few presidential electionge might have been liberalsThey
[said by same spealéfhey [said by different speakgPWe [said by
same speakéwould guard public interest better.

It seems that the proposal does not accountoressibility that is, for why the
descriptive interpretation of ‘we’ in (b) which proceedsangh a singular mental
file on O’Connor to the descriptive information ‘... is a megnlof the American
Supreme Court’ and selects this piece of information as ¢neasitic value of the
pronoun on the basis of the suppression of its REF featuneotdne the antecedent
of a subsequent use of a third person pronoun.

Problems for mixed association-based TCP (Recanati 1993)

In this section, | shall point out four issues that arise fec&ati’s proposal.

First, the account is incompletéAs my last comments in the previous section
indicate, Recanati’'s proposal cannot explain, at leastgifacie, theAccessibility
property of descriptive pronouns, and hence cannot acdouatl thedesiderata

Secondthe account does not easily extends to other pronominal usgse-
viewed in chapter 1, pronouns induce other forms of deseeiptadings, more
specifically bound and donkey interpretations. For exanpe, in utterances like
‘Every farmer thinksheis a genius’ and ‘Every farmer who owasdonkey beats
it’, could the relevant dependencies (in boldface) be estadxdi give the presence
of REF? It seems that they cannot. To be fair, Recanati (1888)s the reader that
his book focuses on singular reference; hence excludingdand plural cases, but
the conclusion seems to be that a unified explanation of thetyaf pronominal
uses seems precluded or at least left wanting.

At this point one could try to cash the co-varying readingevabin terms of
mental files and/or by the optional suppression of the RERufeabut | would
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rather not. The reason is simple: REF is neither sufficiennegessary to explain
the data raised by deictic and descriptive uses of pronaeesGalery, 2008, 180-
3). This point can be developed along the following lines.

First, the mere existence of identification-based deseephterpretations of
pronouns suggests that REF is soifficientto secure a singular interpretation of
the pronoun. Such sufficiency was met in Borg (2004) by theudted isomor-
phism between referential expression types and singularepis. Since Recanati
allows pragmatic processes to modulate encoded informatderentially marked
expression types can receive descriptive interpretatiepending on the context
they are uttered in.

Second, that REF is notecessaryor establishing singular interpretations can
be easily illustrated by Recanati’'s explanatiomedérential uses of definite descrip-
tions Let us suppose now that John and | are watching the trial @h&murderer.
Both of us perceive the defendant from where we sit, and heacde of us has a per-
ceptually based mental file on him. As the judge sentenceddafendant as guilty,
the description ‘Smith’s murderer’ is added to our dosserghe man, which al-
ready contained plenty of other descriptions, such.ass nervous, ...hired a bad
lawyer, etc. After the Court section, John says ‘Smith’s murdesensane’ to me.
Recanati (1993, ch. 15) explains the fact that | could idenkie specific man in
the courtroom by the synecdochic relation between the ggor in the utterance
and information that was just added to the mental file on the ¢he. ... murdered
Smith). The direction of activation flow is the converse from thatescriptive
pronouns. In these pronominal uses, activation spreadstfie singular file itself
to a description in it. In the case of definite descriptiortsivation flows from de-
scriptive information in the file, which matches the destivginformation encoded
by the words, to the file itself. Thus, the description ‘Srisittnurderer’ does not
figure in the proposition expressed by this referential Ushe description and a
singular thought about the demonstratively identifiedvrtiial is communicated.
This process does not involve appeal to REF features: tlgulsininterpretation
is determined via the matching of descriptive informatiod 8ow of activation to
the file as a whole. So why suppose REF is encoded by pronouis first place,
specially given that it makes a unified explanation of theéetgiof pronominal uses
more difficult®?

Much of Recanati’s (1993) project aims to connect the lisicimeaning of pronouns to the
context of utterance ingpecial and direct wayf the observations here and in Galery (2008, 181-2)
are along the right lines, the same (mental) mechanism acglothe is available for definite de-
scriptions and the linguistic meaning of pronouns wouldgurtnect to the context in a special way
any more. In order to circumvent this consequence, Rec@28B3, 288-292) further characterises
the linguistic meaning of pronouns: (i) as contributing émditions on the context of utterance (as
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Third, the mixed association-based account cannot explain caseywronom-
inal reference crucially depends on the intentions of theager Carston (2007)
raised the following difficulty for the solely associatidniven nature of Recanati’s
primary pragmatic processes$he urges us to consider a scenario where she talks
to one of her students, Sarah, who utters the sentence below:

(14) Neil has broken his leg.

In this hypothetical scenario, Carston knows only two peammed ‘Neil’: her
young son and her colleague at the UCL linguistics departntenthermore, sup-
pose she is deeply worried about her son (represented l&yidlMoncept) but not
about her colleague (represented by milNe concept). Given that the process of
delivering the proposition expressed by an utterance doigavolve considerations
about speaker intentions, the account predicts that tidtireginterpretation would
be something like HiL1 HAS BROKEN HIS LEG which is overall coherent and car-
ries many psychological consequences (i.e. cognitivectsifdor the addressee.
Carston (2007, 28) concludes:

Nevertheless, this is not the interpretation | give to theranhce - for the
simple reason that | know that the speaker (one of my stupldoé&s not
know anything about my family life, while she does know thatle a
colleague, Neil, who teaches her syntax. So, even if itytraly highly
activated NEIL1 concept is the first one accessed, it is soon replaced by
NEIL2. This interpretation is also coherent and sufficientlgvaht.

Now, Recanati (1993, 1995, 2004) assumes that top-dowts sififictivation,
i.e. from the NEIL1 to the N=IL2 concept, are indeed possible, but they can only
be explained in terms of cognitive schemas or scripts. Thasghly correspond to
abstract scenario types that are evoked by salient feabfitbe situation in which
the sentence was uttered. According to Carston (2007, Zamati might assume

opposed to contributing to truth-conditions proper angda@ devices that exploit contextual infor-
mation in such a way that it gives rise to thoughts thaimraune to error through misidentification
In Galery (2008), | suggested that given these two properREF is completely dispensable be-
cause they are enough to mark referentiality at the lexéall the level at which Recanati assumes
Kripke’s intuitions about the modal and scope behaviourrofipuns should be met. However, | do
not think any of these properties hold. Regarding (i), cd@sa scenario where someone sees ‘| am
the greatest’ written on the wall. There is no speaker ptebatthe hearer can retrieve a Perry-type
reflexive proposition of the form ‘the speaker of that tokethie greatest’. Regarding (ii), we could
imagine someone walking in front of a group of people whiatiudes a person who utters ‘I am
the greatest’. The hearer knowns that someone uttered itoold be mistaken about who did: he
may assume Peter did it where in fact John did. It might be #éise ¢hat the necessity of capturing a
notion of referentiality at the type level is a theory-imtakdemand.
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that auniversityschema provides top-down activation to the represenatbout
particular lecturers, hence explaining the shift to theilN? concept. However,
Carston (2007, 28) still presses on:

...even supposing this account goes through for the exaasplescribed
so far, we can change the speech situation so that it doesakeat salient
university departments, lecturers or subjects like synuppose | run
into Sarah at the local supermarket, and after some chat #merits

of organic vegetables, she says to me, ‘I hear that Neil'kdordnis leg’.
Given the high activation of my BiL1 concept and the absence of any
frame to effect an accessibility shift, the prediction & Hutomatic, non-
reflective associative account seems to be that (contranjudions) |
will take her to have said thattNL1 has broken his leg.

Her point is quite simple. One can evoke as many cognitiversels and scripts
as one likes, but for an account in terms of activation-ghréas move faces the
following shortcomings: (i) it seems to capture the datatlfis case our offline in-
tuitions) in a rathead hocway, and (ii) in some cases the cognitive schema does
not seem to deliver the necessary kind of top-down influeheé the audience’s
expectations about the speaker’s intention exercise oselleetion of mental repre-
sentations.

Now the point | would like to make is this. Given that the aation-based ex-
planation faces problems for the simple linguistically mhated primary pragmatic
process okaturationand that the optional pragmatic processyhiecdochic trans-
fer depend®n the interpretative level determined by saturation, ttpamation of
descriptive pronouns inherits the difficulties raised bystan. Moreover, in some
of the descriptive cases at hand, say, the footprint caseish of the pronoun seems
to rely on information that isccasionallyavailable. It is hard to see what a footprint
schema, necessary for the relevant accessibility shdkddike.

The fourth and final problem rests time cognitive architecture required by the
complex relations between mental file and information assed with it We saw
that the descriptive uses of pronouns (as well as refeters&s of descriptions) are
explained by a process efnecdochic transfanvolving information written in the
file ‘standing in’ for the file itself in some cases, and vieasa for some others.
But then how are the old metonymy cases (see chapter 1 s@cti@md chapter 2),
like the one below, explained?

(15) a. In a restaurant, the waiter says to the chef. ‘The hamdwich is
getting restless’ (Nunberg, 1978, 1979).
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b. Proposition expressed by (a)he ham sandwich orderer is getting
restless.

For Recanati (1993, 263), the delivery of the truth-cowodis, in (15)b, of the ut-
terance in (15)a involves the primary pragmatic processi@fonymic transfer|
take it to be an optional pragmatic process that takes a hrepi@sentation about
sandwiches as input and delivers a representation abouotderers as output, but
how should it be understood given Recanati’'s mental file @gogh?

On the one handwe could understand metonymic transfer along the lines of
synecdochic transfer. Understanding (15)a calls up@ SANDWICH file or ency-
clopedic entry which has information associated with (@ntin) it. One piece of
such kind information is... has been ordered by someoriéhus, like the synec-
doche case, activations flows from the file as a whole to aSpegce of informa-
tion written in it.

If the proposal runs along these lines, it is unclear why thecsic notion
of metonymiqas opposed to synecdochic) was reserved to describe thiegs.
Moreover, one of the motivations for the mental file approaebms to be chal-
lenged. One of the roles that could be attributed to files @r¢@nise information
in the mind. Suppose one raises the following question.pgfdown processes are
indeed involved in linguistic understanding, what wouldd® my knowledge that
dinosaurs cannot play che§®m playing a role in the interpretation of (15)a (see
the frame problemn Fodor 1983)? Two aspects of Recanati’s proposal may pro-
vide an answer. It seems that the association-based meaihaumiuld not make this
proposition accessible enough for understanding theauttex. | take this point to be
well grounded. Alternatively, one could claim that the prspion about dinosaurs
does not play a role in the interpretation of the utterancauabam sandwiches
because it does not figure in a ham-sandwich file. But if theesgache model
can be extended from descriptive pronouns and refererdggdrgptions to cases of
metonymy, metaphor and possibly every other non-litetakpretation, we run the
risk of ending up with one gigantic file, because in the rightitext any piece of
information can be related to a single mental file, $ayn sandwich

There are two conclusions that might be drawn from this. tFifghe argu-
ment is sound, then the theoretical notion of mental file ispilaying any role
and we are no better off by adopting it rather than just haaipge-theoretical (or
metaphorical) understanding that information about saciiss (and people who
order them) is somehow organised aroundHmy SANDWICH concept (as far as
I know, this point was first raised by Woodfield 1991 and hashe®n discussed
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properly by mental file theorists). Second, if mental filesiadeed psychologically
real and do theoretically interesting work, we would needdecribe mechanisms
by which information in files is organised (e.g. stored, &rehically related to other
information, and retrieved), otherwise understandingtéerance would invoke an
impressively large information database, whose acceskiwawe to be reduced in
order for it to play an interesting role in utterance compreion. This role could
be played by the activation-spread mechanism adopted arRRadcor the cognitive
principle of relevance, under RThut appealing to it would make the information-
constraining job allegedly done by files redundant: one \@auily need a mech-
anism of activation spread or something like the principleedevancé!. In con-
clusion, appealing to files, without specifying the prinegby which they are indi-
viduated, is helpless; however, specifying such prinsipénders the appeal to files
theoretically inert.

On the other handmetonymic transfer might be understood as an operation
between files. For example, when | understand (15)a, my fileaon sandwiches
serves as input to a process that delivers another file, yaored about restaurant
customers. This sheds light on Recanati's use of a speciiera.g. ‘metonymic’
as opposed to ‘synecdochic’) for this type of transfer psscélowever, one could
raise the question of how many files does the individual miade®? Does my
knowledge thatats chase micenter my cat file or my mice file? In short, what mo-
tivates the use of two distinct files to explain the undermditagn of metonymies, on
the assumption that information that could potentially tozesd in one file (say, on
ham sandwiches) could also be stored in another file (sagstaurant customers).
This strategy may run the risk of assuming that informatiwat tonstitutes the file
(like clay that constitutes a vase) acts as an individudttefile (like saying that
a vase which was repaired by the addition of new clay is nuralyidifferent from
the vase that it was before the repair). Thus, my file on hams@hes (containing
...iIs a nice foodn it) is different from my file on ham sandwich orderers (a@int
ing ..spend money needlesslyecause the information written under the files is
different.

This assumption has severe consequences for the metapbysiental repre-
sentations and runs counter to the idea that files are indatedi by their referential
relations to the entities they are about. If this conclus®to be avoided, then
it seems that the mental file theorist who explains cases efqmymic or synec-

10ne could say that files themselves are the result of adivatatterns among different kinds
of information that have been crystallised. Although thigds light on how information can be
organised as files, it concedes to the point | am trying to m#iesactivation spread mechanism is
doing the heavy work, not files themselves.
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dochic) transfer in terms of two distinct files must expldia principles (other than
the constitution of information) by which data is organis&dithout these princi-
ples, the theoretical (as opposed to the metaphoricalpmati a mental file does
not give us better understanding of what goes on in undetistgmon-literal utter-
ances and other phenomena. Again, this point has been matfednyfield (1991)
but unfortunately it has not been given proper attentiomendebate about mental
representations as files.

In conclusion, Recanati’'s account explains part of the.dataome cases, it is
dubious how the mechanism of spreading of activation deditlee interpretations
that seem to be intuitively available. Finally, it seems tstplate mental entities
and processes that face some problems.

Variations on Recanati's TCP

In this section, | want to highlight a point that might haveealdy occurred to some
readers, but which | think is worth making more explicit. BReati’s account as-
sumes the following: (ijype-referentialityvia the postulation of REF, (ii) a mixed
associationist/inferential view on pragmatic processeis(ai) an approach to men-
tal representations based orental files Now, it is important to notice that these
are not part of a package deal. The rejection of any of thesgangstions does not
entail the rejection of any of the others. For example, Pb{@6b8), replaces Reca-
nati’'s mixed picture in (ii) for a fully inferential mechastn based on the principles
of relevance, while preserving some form of type referditjaas in (i), through
the idea that pronouns encode procedures (Wilson and Sp&€93) which trigger
the search for a specific mental representation. Althougiati@ns on Recanati’s
proposal may bring insights on how the data can be explaied fifferent (per-
haps better) conceptual standpoints, they would eventizade the same difficulty:
Accessibilitycannot be properly explained. Thus, for reasons of spa@nriat do
full justice to an assessment of positions that result framythg each of the as-
sumptions in (i) to (iii). In what follows, | will examine a me radical alternative
to Recanati’'s TCP.

The underdetermination view - Bezuidenhout (1997); Powell2003)

The underdetermination view begins with the rejection efittea that referentiality
should be marked at the level of linguistic types. For Beealbut (1997) and
Powell (2003) referentiality is only a property of lingucstokens, that is, only the
thoughts these expressions induce can be singular or d¢eriEiegs move raises

187



two questions. First, if referentiality is not marked at teeel of linguistic types,
what does the linguistic meaning of pronouns look like? ks ieaning of ‘he’,
for example, a description along the lines of ‘the male’? dde¢ what are the
mechanisms in virtue of which the same lexical meaning caddweloped into
either a singular or general mental state?

The first question warns of a potential danger that many wgriithin the tra-
dition initiated by Reichenbach (1947), including Recgnaére so keen to avoid:
if the meaning of pronouns is captured entirdigscriptively the connection be-
tween the word token (e.g. ‘I') and the specific aspect of thaext it depends on
(e.g. the speakegrmight be severed. For this reason, token-reflexivistg, Rierry
(2001), make the linguistic meaning of the word reflect iteeto Thus, ‘I' means
‘the speaker of u’, where ‘U’ is a specific word tok& As an alternative to the
idea that pronouns necessarily have an indexical eleménéinencoded meaning,
Anne Bezuidenhout (1997) proposed that certain lingutgpes encodenderde-
terminate informatiorwith respect to the type of proposition (singular vs general
they determine. Powell (2003) develops this insight in nawtail and tries to ap-
ply it to a variety of phenomena, including referential dgsmns and descriptive
pronouns. For this reason, | shall concentrate more on Pswetount.

The gist of the proposal rests on the claim that pronounsriatesemantically
constrained, i.e. constrained by their linguistic mean@iiper to expresde re[sin-
gular] concepts or to express descriptive concepts: thegoaither’ (Powell 2003,
31, square brackets mine). In his terminology, expresdiweitscan be used to pick
out a unique individual, such as ‘John’, ‘he’, or ‘the mamitroduce what he calls
‘individual concepts’ in the mind of the audience. It mustrmged that individ-
ual concepts should not here be understood as functions\itanhds or situations
to individuals, as commonly held in formal semantic framekgo(see Elbourne,
2005). For Powell, such conceptual representations casdubto express singular
or general truth-conditions. The pronoun, ‘provide[s]yoptagmatic guidance to
the interpretation’ (Powell, 2003, 133).

It is unclear what exactly Powell’'s characterisation of teaning of pronouns
amounts to, but | take it to be a variable-like bundle of infation that includes
grammatical features, such as gender, case, number, gnandg at least in the
case of singular pronouns, the presupposition that théyeefierred to is unique.
This requirement is neutral about the way in which it is $egis If the individual
concept describes the satisfier of a cluster of propertiestiought is general or

12A similar move has been made by Elbourne (2001, 2005, 2008)pdstulates that pronouns
have a structure containing indices, which can be assigngpcific individuals.
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descriptive. Else, the individual concept denotes a speaaifiividual on the basis

of certain epistemic relations between the communicatar raferent, that is, a

singular thought is communicated. Furthermore, not alleheoded information

needs to be satisfied in the process of interpretation, gufgpression leads to an
overall more relevant interpretation. For example, Po{28D3, 133) mentions an
example where someone refers to a building by the pronown ‘Bithis case, some
of the pronoun’s features were ‘deleted’, so the hearerdcgrdsp the proposition
expressed.

With regards to the second question, namely, which mecireaiow individ-
ual concepts to be developed into either singular or gettevaghts, both Bezuiden-
hout (1997) and Powell (2003) adopt a full-fledged infer@ntiew based on the
relevance theoretic framework laid out in chapter 2. In @hell, RT assumes that
cognition is geared towards the maximisation of releva@ug(itive Principle of
Relevance) and that ostensive stimuli (intentionally buses of words or gestures)
are particularly important because they create the expectdat they are relevant
enough (i.e. optimally relevant) for it to be worthwhile fitve audience to process
them (Communicative Principle of Relevance). Thus, by esstng such stimuli,
the audience forms certain hypotheses about what the speeent by her utter-
ance or gesture. The most relevant hypothesis that courtsiegelopment of the
logical form of the utterance is attributed as speaker eaplire(s), which is also
used in the (mutual) shaping of the utterance’s implicatudote that the audi-
ence’s particular expectation of relevance may be shapespégific information
in the context (something richer than the presumption tmatstimuli is worth the
audience’s processing effort). For example, a questioallysenriches the expec-
tations of relevance in the context: its reply must not oyarth being processed
by the hearer, but also provide the means to an answer. Lettubgse notions to
work (borrowing from the relevance theoretic schemas usetiapter 2 section 2.3
and using ‘?’ to mark the individual concept introduced bg gnonoun). Consider
the adaptation of our first example in (1), given below and ttgnapt to reconstruct
a derivation based on Powell's ideas, as he unfortunatedg dot explicitly provide
us with one:

(16) Someone pointing at a huge footprint in the sand says: i$jigantic!’
(adapted from Schiffer 1981, 49)

a. 7?ISGIGANTIC [partial decoding of the utterance’s linguistic meaning
(via the communicative principle of relevance and the prgstion of
relevance it conveys)].
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b. THERE IS A BIG FOOTPRINT ON THE GROUND SOMEONE MADE
THAT PRINT; [assumptions made salient by the ostensive gesture to-
wards the footprint (via the communicative principle oenednce and
the presumption of relevance it conveys)] .

C. BEING GIGANTIC EXPLAINS WHY ONE WOULD LEAVE A BIG PRINT
[implication (cognitive effect) derived from the encode@aning of
the words and the perceptual experience (supplementatite @x-
pectation of optimal relevance by specific presumptionsaveaed in
the context, given that no-one in the context is an immedeferent
of the pronoun)].

d. THE PERSON WHOSE FOOT MADE THE PRINT IS GIGANTIfunpack-
ing of the individual concept into an explicature deriveohfr (b) and

(©)]

Now, Powell’s theory is extremely flexible. In cases where $hope test suggests
that the relevant descriptive interpretation should betwwag at the level of the
utterance’s implicatures, one could add a couple of exéassh the schemaiin (a) to
(d) above, and the desired implicatures would come out. blae this framework
is flexible in the sense that its basic tenets apply genet@@i pronominal forms
(e.g. plurals; 2nd person, etc.). But how does it fare withdiasideratathat needs
to be explained?

The basic three core interpretative properties fall owtightforwardly. Identi-
fication Dependencig met by (16)b, if the object were not identified as a footprin
those mental representations would not be availdbéscriptivenesgs met by the
descriptive explicature in (16)e. The relevance-drivdrriential relation between
the available assumptions and the explicature m€etmection Moreover, since
the individual concepts can be developed into either detbeeior singular content
and given that the contend induced by descriptions can powwh other expres-
sions in discourse, the framework might have the resouccesgtlainCo-variation
exemplified below.

(17)  Andy Well...Every time there is a war, he [pointing to the White Houge
has tough choices to make.

That is, the pronoun ‘he’ would unpack as the descriptlmm American Pres-
ident which can depend on other quantifiers in discourse, pgssitduing a co-
varying reading for the utterance. Like Recanati’s propd2awell’s does not lay
out the mechanism by which these readings are derived (semgefor a full expla-

190



nation ofCo-variation). Still, | take it that this property of the data can be susees
fully accounted for by the proposal. However, the similestwith Recanati’'s do
not stop short from the problems raised previously. The tdetermination view
seems to overgenerate in cases where descriptive proneesas antecedents of
other anaphoric pronouns. The contrast between the utiesdelow is, once again,
impossible to explain.

(18) a. Said by someondf the Democrats had won the last few presidential
elections,the American Supreme Court Justicesmight have been
liberals. They would guard public interest better.

b. Said by Supreme Court Justice O’Conndrthe Democrats had won
the last few presidential electionge might have been liberalsThey
[said by same spealérhey [said by different speaki?We [said by
same speakéwould guard public interest better.

The underdetermination view can offer a solely pragmatpamation for theAc-
cessibilityproperty, but this would not do justice to the role played bgngmatical
person in the asymmetry above. In short, the proposal ctegises linguistic mean-
ing as underdeterminate, but it does not say what linguiséaning is. Describing
it seems crucial for a proper account of the data.

Problems for the underdetermination view

In this subsection, | present three problems for the relewdneoretic underdeter-
mination view.

First, like all the approaches discussed in this chapterptbposal fails to ac-
count for all the properties raised by the pronominal usssutised in the thesis.

Secondly, the fact that the underdetermination view rejany account of refer-
entiality at the level of lexical types may be allegedly ctassintuitive (many would
claim this would be the case). One could say that pronounsised indexically
most of the times, whereas descriptions are used to convasraglepropositions
most of the time. Arguably, these intuitions should be ceggiuPowell (2003, 168-
9) responds to this worry by claiming that ‘we are cogniyvesigned primarily to
track physical objects rather then properties’. | belidat given that pronouns do
not encode concepts that enter truth-conditional conteshtather make dependent
contributions, they would be less costly to process thahblolwn descriptions.
Plus, pronouns are usually shorter. This explains the prefe for pronouns over
descriptions to convey deictic readings rather nicely,escdptions would involve
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unnecessary processing effort. Moreover, one could jysttréhe intuitions that
pronouns are deictic by linguistic nature. Bound and dordeses are genuine de-
scriptive pronominal uses. In other words, once we factese¢tpronominal uses in,
the intuition that these expressions favour singular pregations loses its grounds.
It seems that the second objection against Powell does fetarfy knock down
argument against the underdetermination view.

The third and final complaint rests on the nature of individz@ncepts and
for this reason applies only to Powell’'s approach (not Bezaohout’s). One could
argue that saying that a mental representation is undendieigte is misleading:
words can encode underdeterminate information which dagiate with different
types of mental representation, resulting in singular oregal mental representa-
tions, but to say that such mental representations theesahe underdeterminate
seems obscure. How can concepts be underdeterminate? 1 kkmavohow Powell
might respond to this, but | also do not know whether the dlgadas any punch;
for individual concepts themselves might be intermedsartewell delineated con-
ceptual representations, rendering the objection terogical. Thus, | do not think
that it challenges Powell’'s proposal significantly, unlike first objection.

4.5 Conclusion

| have presented a variety of accounts of descriptive prosand discussed a vari-
ety of arguments against them. Since for each position tkatdeast one argument
that seems to be sound, we have the motivation to look fortaemaltive explana-
tion of the data. Moreover, many of them suffer from incongtess in the sense
that they do not account for the extended properties of ge#s@ pronouns Co-
variation andAccessibility. In the next chapter, | will outline a proposal that does
not suffer from this shortcoming.
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Chapter 5

Descriptive pronouns: a reanalysis

5.1 Introduction

The aim of this chapter is to come up with an account of the emm the ex-
tended properties of identification-based descriptivepunms (reviewed in chapter
1). Consider again the following examples:

(1) a. Said by someondfthe Democrats had won the last few presidential
elections,the US Supreme Court justicesmight have been liberals.
They would guard public interest better.
b. Said by Supreme Court Justice O’Conndirthe Democrats had won
the last few presidential electionsg might have been liberalsThey
[said by same spealéfhey [said by different speakgPAVe [said by
same speakéwould guard public interest better.

In summary, in (1)b, ‘we’ contributethe US Supreme Court Justicesthe truth-
conditions of the utteranc®gscriptiveness In order for these truth-conditions to
be communicated, the audience must identify the speaké&q@ior) as belong-
ing to the kindJustice(ldentification Dependengy This shows that some form of
categorisation by the audience provides the building dauikthe relevant com-
municated propositionggonnectiof). Moreover, the descriptive interpretation can
co-vary with other constituents provided by other expi@ssin discourse. In (1)b,
the Justices co-vary with possible worlds/situation idtrced by the modal ‘might’
(Co-variation). Finally, certain descriptive interpretations can beeaatlents for
other dependent uses of pronouns, while others caduaegsibility. This is illus-
trated by the contrast between (1)a and (1)b.
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In chapter 4, many proposals in the literature were review&lthough they
were quite varied in terms of how they explained the datay Himared two draw-
backs. First, the mechanism by which descriptive integti@ts co-vary with other
expressions in discourse was not properly explained (Wwélekception of Elbourne
2008). Second, and more importantly, the contrast betwEenand (1)b (e.gAc-
cessibility was not predicted. On the one hand, the more semantic-lbasednts
of the phenomenon (section 4.3) did not use a model of grantinadrcould re-
cruit pragmatically available constituents that could bersas ‘antecedents’ for
pronominal interpretation. On the other hand, the morermedgally oriented ac-
counts (section 4.4) assumed that the phenomenon is gnir@matic and free
from any grammatical constraints, failing to predict thgrametry as well.

The proposal in this chapter overcomes this explanatorgitieln order to do
so, we need to outline a grammar that has the following ptmser (i) it is not
restricted to describing only relations within strings afi@ctively relates the rep-
resentation of the proposition expressed to contextuatmmétion, (ii) it describes
the encoded meaning of pronouns in such a way that they caiveesingular or
descriptive interpretations, (iii) it introduces a way teelp track of multiple per-
spectives in a dialogue, so that certain anaphoric impihsigib are explained, and
(iv) itis a unified mechanism that explains not only the diggite uses of pronouns,
but also all their other types of interpretations (reviewedhapter 1) straightfor-
wardly.

These theoretical needs are met by coupling the relevarecedtic pragmatic
framework (described in chapter 2) and the incremental wEwbject representa-
tion (described in chapter 3) to a grammar framework knowByasamic Syntax
(DS, for short, see Kempson et al. 2001; Cann et al. 200&r; alia), which will be
introduced in the next section. In section 5.3, | use thentgetroduced grammar
together with the other elements of the account to explardtta. Identification-
based descriptive interpretations are handled in a hezasmys way: some of them
contribute to the utterance’s implicatures, while othenstabute to the utterance’s
explicatures. Determining to which level the use conteisuib depends on contex-
tual factors and also on the choice of the pronominal formrérepecifically, the
grammatical person and number encoded). In a nutshellytipmpal made here is a
form of thesubstitution-based accourgketched towards the end of chapter 2. The
rough idea is this. Pronouns contribute to variable-likestbuents that can be re-
placed by indirectly available conceptual representat{@tong the lines described
in chapter 3), in some cases, or by singular (object-depghdepresentations that
determine propositions that can contextually implicaterdail the relevant descrip-
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tive interpretations, in some other cases. This makes ty@ogal quite similar to
Powell’s relevance-theoretic proposal in chapter 4 butiess, in DS-terms, what
the meaning of pronouns is ina way such that Co-variation Acaessibility are
properly explained. In section 5.4, | state concluding nés.a

5.2 Dynamic Syntax: a crash course

Dynamic Syntax (DS) (Kempson et al., 2001; Cann et al., 230&dyrammar frame-
work that aims to answer two challenges. On the one handkssaestate the in-
teraction between order of words within the sentence’ (seet al., 2005, 2) and
the structural constraints that it imposes. On the othés,designed to incorporate
contextual contributions to the interpretation, so vasigemantic and pragmatic
phenomena are properly accounted for.

It is interesting to note the differences between DS andrajreammar frame-
works. The second theoretical aim mentioned above setsihstgthe orthodox
view that only strings or sentences bear syntactic sigmfiedi.e., the ‘narrow’
view of grammar briefly mentioned in chapters 1 and 3, see Gkgrh957, 1965,
1981). As DS stresses, the relations between the constienpbsed by linguistic
structure are constraints imposed by (pragmatically alég) contextual informa-
tion play a crucial role in linguistic theory. The data desptd by identification-
based pronouns illustrates this nicely: we need a partgalynmatical and a par-
tially pragmatic account. Accordingly, DS aims to capturese relations in a uni-
fied way, so that the interplay between language and contgptiba single level of
representation (structured propositional content in aguage of Thought, Fodor
1975). This sets DS against frameworks that achieve thislgoassuming two
(or more levels of representation), such as postulatingarGkyan-style grammar
at the level of syntactic representation and, for examplertéin versions of) Dis-
course Representation Theory (DRT, Kamp 1981) at the seécfianaigmatic level.
As we shall, these unification is achieved by assuming tlatdéitems encode a lot
of information (including sets of procedures that allow gxpansion of syntactic
structure, i.e. the output representation is induced feacal material in a bottom-
up fashion) and that the means to represent encoded infiomeain also be used to
represent contextual information. Both the bottom-up esp&the theory and the
complexity of information it is able to represent approxie®S to Head-Driven
Phrase Structure grammars (HPSG, Pollard and Sag 1994)reshkiing gram-
mar/pragmatics interface is unorthodox: the parse of théesee is coupled with
pragmatic aspects of utterance interpretation, yet tlsesienay to distinguish com-
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petence from performance. As we shall see soon, the formdseaegarded as the
set of moves (computational operations) allowed by theesystwhereas the latter
can be regarded as a particular choice of operation (inofyoliagmatic operations)
at a given stage in interpretation.

The formal treatment of these theoretical tenets requinesesbasic ingredi-
ents. First, the fact that linguistic representations &eeanchically structured (see
the discussion on binding in chapter 1 section 1.4) is captum terms of binary
LINKed trees, described by theogic of Finite TreeLOFT) of Blackburn and
Meyer-Viol (1994): a modal vocabulary that describes tHatiens amongst the
various nodes in a tree (points in logical space) via an aduéy relation (repre-
sented by symbols such ag>, <|>). Second, information that holds at a node,
such as truth-conditional contribution or syntactic feas for example, is captured
by declarative units (DU) that ‘annotate’ or ‘decorate’ &ayi node. This com-
prises thedeclarativepart of the framework. Third, linguistic underdetermioati
is modelled as mappings from sub-trees to further develtieed. Such mappings
are regulated by three factors: @quirementsi.e. the fact that certain information
must hold at a node, promoting tree-building (represenyeal‘B’ preceding the re-
quired information), (ii) underspecified information (ad&ohaving unfixed position
or underdeterminate content), and (iii) grammatical rdteg allow for transitions
between (partial) trees (such as rules that remove a regeneonce it is met). This
comprises the procedural part of the language.

The incorporation of theabelled Deductive SysteroEGabbay (1996) into the
framework allows for these various ingredients to be reedjiin a unified way, as
descriptors of a (partial) tree, that is, a set of tree noBash node is described by
a triple of the following formatrequirements,< labels >, formula value] The
components of node descriptions as well as how the framemadiels linguistic
understanding is the topic of the next subsection.

5.2.1 The languagdU
Declarative Structure: A sketch of the Language DU

In DS, binary trees are rather simple. In addition to the ramte, tree-nodes can
be eitherargumentsalways represented by the daughter node at the left haad sid
or functors, always represented by the daughter at the higihdl side. Thus, the
scaffolding of the basic representations in the formalesygs this:
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(2)  Tree structure root node

/\

terminal argument node non-terminal functor node

/\

terminal argument node  terminal functor node

As mentioned in passing, the language DU - the formal systerthdaptures
the grammar - employs decorations or annotations to desthi®d nodes in a tree
as well as the relations amongst them. In the bare bone steuabove, | have
informally shown this by annotating ‘root node’ or ‘argunh@eonde’ at certain places
in the tree. What we are going to do now is replace this in&itiocabulary by a
formal description. Note that a (partial) tree is a set oé tnede descriptions, for
example{ {node description JL{node description § {node description B... },
each being described by[gequirements < labels >, formula value]tuple. The
unique component of the formula value field is the predidaie Additionally, the
predicatesy (logical type),Tn (node position)<1> or <] > (relations amongst
nodes) inhabit thé&abelsfield. Let us begin with the first of these predicates.

The Predicatd’'o

The first decoration to be introduced corresponds to tha-tahditional contribu-

tion of a given tree node. In DS, this kind of information iptiaed by the predicate
Fo (formula value). For example, the utterance in (a) can cptive structure in

(b) with certain formula values at each node. This structareirn, is abstractly

(i.e. less graphically) described by (c).

(3) a. Johnsmokes

Fo(Smoke'(John'))

A

Fo(John') Fo(A\x.Smoke'(z))

C. {{...Fo(Smoke'(John'))... }.,{..Fo(John')...}, {...Fo(Ax.Smoke'(x))...} }

The Predicately

For the sake of simplicity, | will abstract from tense anchtreames as logical constants.
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The second decoration that we shall look at is the predicati features in the field
labeland represents information concerning the logical typea#rtain node. This
imports the combinatorial properties of the lambda caleuttio the DU language:
for example, given the type informatianande — t, we could deduce the type
informationt by modus ponens and the corresponding formula values viifum
application. The language DU assumes as basic tyesitities),t (truth-values),
cn (common nouns). A small variety of functional categoriedasined in the spe-
cific lexical items of the language. Thus, the descriptiofB)hcan be enriched as
follows:

(4) a.
Ty(t), Fo(Smoke' (John'))
/\
Ty(e) Ty(e = 1)
Fo(John') Fo(A\x.Smoke'(x))
b, {{Ty(t),..., Fo(Smoke'(John'))},

{Ty(e), ..., Fo(John')},{Ty(e = t), ..., Fo(Ax.Smoke' (z))}}

The Predicatéd n

The third type of tree node description that enters in thd fadel of the triple above
Is the predicatdn. It represents the position of the tree node vis-a-vis atiogles
in the tree. Theél'n predicate employs a recursive tagging mechanism to describ
node positions. By definition, the position of the root noslééscribed by 'n(0).
The position of the argument daughter node(s) is recusstefined by appending
an extra ‘0’ to the number of the node of the mother. Thus, tharaent daughter
node from the root is described Byn(00). The position of the functor node is
formed by appending a ‘1’ to the end of the mothér’s value. Thus, the functor
daughter node from the root is describedfy(01). As we shall see shortly, the
position of a tree node is used for a variety of purposes, aadeeping track of the
point of the parse, supporting the descriptions of relatitvat hold between nodes,
and describing the unfixed position of a node (which captm@gment-like effects
postulated by Chomskyan grammars). A richer descriptiagh@structure in (4) is:
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(5) a.
Tn(0), Ty(t), Fo(Smoke'(John))'

/\
Tn(00),Ty(e) Tn(01),Ty(e —t)
Fo(John') Fo(Ax.Smoke'(z))

{{Tn(0),Ty(t), ..., Fo(Smoke'(John)")},
{Tn(00), Ty(e), ..., Fo(John')}, {Tn(01), Ty(e — t, ..., Fo(Ax.Smoke' (z))} }

LOFT and relations amongst nodes

Given the necessity to describe relations among tree nddekinguage DU incor-
porates the vocabulary of thegic of Finite TreeLOFT, Blackburn and Meyer-
Viol 1994). It amounts to a modal logic that treats nodes astpan logical space
(in the same way that possible worlds are). Nodes then aateteby two forms of
accessibility relation: an existential one, symboliseddy and intuitively read as
‘there is a node such that...’, and a universal one, symémbly [ ] and intuitively
read as ‘for all nodes.... In order to be able to expresdicgla about mothers,
grandmothers, sisters, daughter, etc... LOFT employsatqarsymbolised as up
and down arrows. Thus, from a given node}> means ‘at the mother node’,
and[]] means ‘for all the daughter nodes’. Furthermore, these mmukerators
can receive affixes describing relations that hold at arguumedes, functor nodes
or underdetermined nodes (by the Kleene * operator). Fomela <1;> XYZ
means that ‘the description XYZ holds at the functor nodevatibe current one’,
<Jo> XYZ means that ‘the description XYZ holds at the argument daargland
<}+> XYZ means that ‘ the description XYZ holds for some node (argunfienc-
tor, mother, grandmother, ...) below the current one’. @es (also described as
modal relations) can be iterated, €6, ></,> XYZ means ‘the description XYZ’
holds at the argument daughter of the functor node aboveutlnert one’. Here is
a simplified example of the use of such vocabulary:

(6) Tn(0), <l1><lo> XYZ

/\

Tn(00) Tn(01)

T

Tn(010) XYZ Tn(011)

DU incorporates two more symbols from the LOFT formalisme #erum, T, and
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the falsum, L (bottom restriction). The first interacts with LOFT’s modahguage
by expressing that a given node description is ‘true’ fom{sfevery) tree node
related to the current one (in a similar way a propositionus &t (some/all) acces-
sible possible worlds),while the latter expresses the exm®: For exampld)] L
expresses that no node description holds at any node betwautinent one. This
indicates that the tree cannot be further developed belatpibint.

Procedural Structure: Partiality and Incrementality

Given the tools that describe the information that annetateee-node (the declar-
ative structure), we are in a position now to state how theesysccommodates the
development of partial propositional forms into full blownth-evaluable content.
This amounts to the procedural structure of the systemnifcses a pointer (sym-
bolised by ¢’) to indicate the current node of the parse (relevant foormfation
processing purposes) and three main other elements: (ijremgents, (ii) actions
(lexical or computational), and (iii) underdetermined ot (e.g. metavariables)
or structure.

Requirements

Roughly, requirements are node decorations that do notoldtdt that node.
They model a temporary stage in utterance comprehensiqnrefadt, promote the
development of the tree by triggering a series of operatibas may achieve the
required decoration (requirements are then written off bpmputational rule and
successful tree-building ensues). If requirements arenedttree building fails and
the utterance is declared as unacceptable, meaning thaeseatation for it cannot
be produced given the available resources and/or stimulus.

The best example of a requirement is the starting point outterance com-
prehension. Simplifying for the sake of exposition, DS nedgterance compre-
hension as the task of building a propositional type (whilaken to represent
the speaker’s intended meantihg Thus, the first stage in tree development is an
instance of the requirement below (called * the Axiom’, frarhich everything fol-
lows):

(7) {{..,Ty(t),0...}}

Above we have an abstract description (in the same way as(@Jrand (5)b de-

2Though see Gregoromichelaki et al. (2011) for the idea thateshing more basic than the
appeal to intentions may underpin some more basic formsrmfezgational exchange.
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scribe their respective trees) of the type information gtaduld hold at the root
node. As we shall see shortly, the encoded meaning of worddes of the gram-
mar can use these requirements in procedures that extesttubture of the tree.

Actions (Computational and Lexical)

The procedures or instructions employed by DS are of twostygamputational
actionsandlexical actions. Both can be considered as what is traditionallyhddfi
as the rules of a grammar. Like the model in Government andiBg(GB) theory
(Chomsky, 1981), computational rules are entirely optiorieney constitute the
space of moves and choices that the performance sysigyadraw upon®. The
general format of such rules is conveniently displayed utftefollowing pattern:

(8)  General format of computational rules

Tree Description 1
Tree Description 2

Rules allow certain transitions from an input descriptidre€ Description 1)
to an output description (Tree Description 2). Transitioas be considered proofs
(suppose tree description 1 contafis— (), P and tree description 2 containg.
By incorporating Gabbay’s (1996) LDS, the language DU camaig/ decoration
type (e.g. T'y, Fo, Tn, LOFT modalities) in the definition of grammatical rules.
This adds expressive power and a more controlled way of giggdransitions
between tree-structures.

The first rule that we shall look at Istroduction It is used to break down the
goal of building a type node into the subgoals of building a typenode and a
typee — t node. Formally, it is defined as follows (the definitions o tomputa-
tional rules are reprinted in an Appendix at the end of theptdragreyed out text
indicates repeated information that is not the focus of tréign of the rule under
discussion):

(9) Introduction

(o 7Ty(Y)., O}
(1 Ty(V).7 <do> Ty(X),? <> Ty(X = V)., 0). .}

The symbolsy andX stand for any specifications of logical typéstroduction

3In DS the competence - performance distinction roughlyonirthe distinction between a set of
rules that govern tree-building and specific choices of aylplication in order to build a particular
(partial) tree.
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effectively creates new requirements at the current nodedn the nodes them-
selves) using the modal vocabulary of LOFT. It basicallp&a a move from a node
that requires a propositional typ¥) to the requirements of an argument daughter
of type (X) and a functor daughter of (functional) typé — Y. These repre-
sent the yet to be built subject and predicate nodes, whasstroation is done
by another computational rule, nameBrediction (shown below). It is important
to observe here that typenodes can accommodate content that represents what
one would intuitively regard as objects and individuals;hrsas John, Mary, or this
chair, but also, following Gregoromichelaki (2006), eiesStcorresponding to situ-
ations/eventualities (parts of a world). The situation@@epresented by'y(e;))
plays a major role in the evaluation of the utterance withardg to truth or fal-
sity (see Papafragou 2000 on the actual world as a defaudtviaiuation§. After
Introduction the next rule is:

(10)  Prediction(Subject and Predicate)

{{Tn(n), <> X7 <> Y, <>}}
{{Tn(n). .7 <lo>Ty(X),? <[> Y}, {<Te>Tn(n),?X,0H<t1> Tn(n)?Y}}

Predictionestablishes two things. First, it creates the daughtegsitaent and func-
tor) as required byntroduction Second, it moves the pointer to the newly created
argument node.

At this point, the definitions seem to be quite abstract, s®hiest to illustrate
with an example of initial stages in the parse. Consider agrehearing ‘John
smokes’. As a tentative approach to English (an SVO languagepose that the
subject and predicate nodes are built by a combinatidntadductionandPredic-
tion. On the assumption that recognising linguistic stimulsgbe hearer up with
the task to build a truth-evaluable type, the axiom (seeg@)yes as input ttn-
troduction This move is represented by the move from (a), where théapanee
contains only the root node, to (b) below:

(11) a. Tn(0),7Ty(t), O
b. Tn(0),?Ty(t),? <lo> Ty(e),? <l1>Tyle = t),0

After Introduction the application oPredictioncreates the subject and predicate
nodes and moves the pointer to the subject node. This makdsatinsition from
(11) to:

4In this brief exposition, | will currently abstract away frosituation arguments, which will be
discussed in later sections.
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(12) Tn(0),?Ty(t),? <lo> Ty(e),? <l1>Ty(e — t)

T

Tn(00), 1Ty(e)O Tn(01),7Ty(e — t)

With the pointer positioned at thEy(e) node, the subject of the utterance can be
parsed. Encoded information is represented by a similar tdiprocedure, namely,
the lexical actions associated with a certain expressioa.rhther simplified man-
ner, let us suppose that the lexical entry of ‘John’ can beetted along the follow-
ing lines (again I’'m simplifying things by assuming that @per name contributes
a constant denoting a specific person, as tentatively assum@ann et al. 2005, ch
2):

(13) Lexical actions for ‘John’

IF Ty(e) Trigger
THEN put Ty(e), Fo(John') Actions
ELSE abort Else Statement

Lexical actions have the following structure. First thesti@hether a given con-
dition obtains in the tree structure. This is stated in tigggar row above. If the
conditions obtain, then a series of actions (representdtkeictions row by type-
script) must be taken. If the conditions of the trigger doolatiain, then the system
aborts through the else statement: the parse is incompidta propositional form
cannot be assigned to the utterance. Given that in our exaria@ conditions are
met, the tree is developed ifto

(14) MTy(t),? <lo> Ty(e),? <l1> Tyle — t)

/\

Ty(e), Ty(e), Fo(John'), O Tyle = t)

Note that the lexical actions for ‘John’ satisfy the typeuiegments of the node
as well as decorating it with a formula value. We need now a tliht removes a
requirement once it has been satisfied. This is performethbyning

(15)  Thinning

SFrom now on, | will abstract away from DU predicates that arelévant for the computational
rule under discussion.
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(X, .2X, .0}
(.X,..0}

Note thatX, above, ranges over any kind of node decoration. Applyieg tie
makes the transition from (14) to:

(16) Ty(t),? <lo> Ty(e),? <}1> Ty(e — t)

/\

2Fytey, Ty(e), Fo(John'), O MTyle = t)

What we need now is a rule that is able to register at the motbee the fact
that a requirement has been met at a daughter node. ThistesthefCompletion
The rule takes as input tree descriptions that have the groatta daughter node
containing a satisfied requirement and outputs tree deémergpwith the pointer at
the mother node and records the satisfaction of requiresrtbiere. The formal
definition of the rule is:

(17)  Completion

{..{Tn(n)...},{<ti> Tn(n),..Ty(X),...0}}

{{Tn(n),... <li>Ty(X),...0H{<ti>Tn(n), ... Ty(X) .. }}
wherei € {0, 1, x}

The application ofCompletioreffectively makes the transition from (16) to:

(18)  7Ty(t),? <lo> Ty(e), <lo> Tyle),? <l1>Tyle = t),0

T

Ty(e), Fo(John') Ty(e —t)

A subsequent use dfthinningremoves the </,> Ty(e) requirement at the
root and we are now in the position to move the pointer to tkeglipate node, so
information introduced by the verb can be processed. Thiome by a rule that
allows the pointer to move wherever any outstanding requergs exists. This is
done byAnticipation The rule basically takes as input tree descriptions that ha
the pointer at a node with requirements below it and outptrseadescription with
the pointer at the nodes where the requirements hold. Fbrittas amounts to:

(19)  Anticipation
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{{Tn(n)..., 0} {<t> Tn(n),..7X}}
{{Tn(n)..},{<t> Tn(n),..7X...0}}

The application oAnticipationmakes the transition from (18) to the tree below,
where the pointer is at the functor node:

(20) Ty(t),? <d1> Ty(e — t), <lo> Ty(e)

T

Ty(e), Fo(John') MTyle = 1), 0

At this point, the verb can be parsed, resulting in the tréevbeT he following
is a (simplified version of) the lexical actions associatéithvgleep®:

(21) Lexical Actions of ‘sleep’

IF Ty(e — t)
THEN put Ty(e — t), Fo(Sleep'), [|]L
ELSE abort

(22) <lo>Ty(e),? <l1> Ty(e — t), 7Ty(t)

A

Ty(e), Fo(John') Ty(e = t), Ty(e — t), Fo(Sleep’), [{]L, O

An application ofThinningremoves the requiremeifi’y(e — t) at the functor
node. Then a subsequent applicationGafmpletionrecords the predicate infor-
mation in the root node, anthinning(represented by strikethrough) removes the
? <l1> Ty(e — t) requirement at the root. The only requirement left7g(¢).

We are nearly done. Now we need a rule that performs modusparethe type-
logical information and functional application over therfaula values of the daugh-
ters and also records the result at the mother node. Thisis Iy theElimination
rule, which ensues the following structure:

(23)  Elimination
{<lo> (Fo(a), Ty(X)), <l1i> (Fo(b), Ty(X = Y))..., O}

{..{Ty(Y), Fo(b(a)), <lo> (Fola), Ty(X)),<li> (Fo(Y), Ty(X —Y))...,0}}

SFor purposes of presentation, | am abstracting away frosetéee Cann, 2011) and presenting
a rather simplified entry}] L, the bottom restriction, indicates that the tree cannotédeidped
further; transitive and ditransitive verbs would involhe creation of more structure to accommodate
object nodes.
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(24)  "Ty(t), Ty(t), Fo(sleep(John')), <lo> Ty(e), <lr> Ty(e — 1), 0

A

Ty(e), Fo(John') Ty(e — t), Fo(Sleep'), [}]L,

One last application oThinningremoves the final7'y(¢) requirement intro-
duced by the axiom. The parse is complete and a full propositiform has been
retrieved on the basis of the linguistic meaning of the attee. This ends the in-
troduction to computational and lexical actions.

Content underspecification: Metavariables and pronouns

Metavariables, indicated by bold capital letters, sucta¥, W, represent a
place-holder for an actual node decoration. While they atgroper values for the
Fo predicate and hence need to receive some value from thext¢wite a process
of Substitution similar to Recanati’s (1993; 2004) notion of saturatioze shap-
ter 4 section 4.4.2), actual variables,«v, w - are indeed proper values and hence
can be bound by quantifiers (to be introduced in the next@®ctr indeed used
in terms that substitute metavariables. Accordingly, meiables are accompanied
by requirements that will not be satisfied unless a propearevad found. DS as-
sumes that pronouns (and other elements, like auxilisgeesCann 2011) introduce
metavariables. The fact that they need the applicationrdi¢n (pragmatic) actions
in order to make their truth-conditional contribution rensl their meaning essen-
tially procedural (as argued by Wilson and Sperber 1993,dHal®98, Breheny
1999, among others). The lexical entry of the third persampun, for example,
has the following form:

(25) Lexical actions for ‘he’

IF Ty(e)
THEN put Ty(e), Fo(Upae), 73 X.Fo(X), [{] L
ELSE abort

Note that the predicate in subscript represents the presitpm that the sub-
stituted formula must satisfy, that is, the gender feattitbed presupposes that the
relevant formula value fdBubstitutiorselects male entities. As we shall see shortly,

"Abstracting away from case.
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I will propose that person features encoded presupposi@out the perspective
from which a formula value is determined. This can accounttie Accessibility
property of the data, but for the moment we will abstract afasn this bit of en-
coded information. Now, suppose that instead of utteringnisleeps’, the speaker
utters ‘He sleeps’ whilst pointing to John. Aftértroductionand Predictionap-
ply, the pointer finds itself in the argument nodEy(e) node, where the lexical
actions of the pronoun can be triggered. They introduce ityfeemation7'y(e), a
metavariableJ (i.e. a temporary formula value) and the requirem&atx. £ 'o(X))
that a proper formula value must be assigned to this metddari In this con-
text, identifying the person demonstrated may give riséédormula value/ohn/,
which replaces the metavariable (via the applicatioisobstitution and satisfies
the associated requirement (Vidinning. The remainder of the structure can be
completed via the application of the same steps as before tNatSubstitutions
not a grammatical operation, and hence should be considgrehmaticaction,
rather than a lexical or computational 8ne

Structural underspecification: unfixed node relations

Given the vocabulary DS incorporates from LOFT, many of tinecsural con-
straints in the logical form of an utterance boil down to teifion a node occupies.
Thus, one of the ways in which linguistic underdetermimatould be modelled is
by rendering tree node addresseslerspecifiedThis move is able to capture situa-
tions in which an expression occurs at a certain point initrezal order of the utter-
ance, while its truth-conditional contribution is delayetil a compatible tree node
is found (movement like effects). This allows DS to modelatiation phenomena
that are usually captured in terms of movement by more toawit frameworks, as,
e.g. topic-dislocated structures. This form of structuradlerdetermination is cap-
tured by imposing a requirement on tihe decoration, that is, a tree node with the
requirementd x. T'n(x) is anunfixednode. In the tree diagrams, unfixed nodes are
represented by a dotted line, such as in the tree schema:below

(26) Tn(0), ...
<t.> Tn(0),73 ;:'.'Tn(x), . Tn(00), .. Tn(01), ..

8Except in cases of grammaticalisation of the process orekelution of anaphors, like ‘him-
self’, that depend on antecedents found at a particulatipnsn the structure; see Purver et al.
2010.
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Unfixed nodes are introduced by théAdjunction (star adjunction) computa-
tional rule, which is formally defined as:

(27)  * Adjunction

{{Tn(a)...,?Ty(t),0}}
{Tnla)....7Tyt) H{<te> Tn(a)...,3X.Tn(X), 7Ty(e), O} }

The rule states that an unfixed node can be introduced, uhdeassumption
its position resides somewhere under the root node. Iniaddit requires that
this node should eventually find a fixed position in the treki¢Ww will replace the
metavariable ird x.7n(x). It also requires the formula value on this node to have
the logical types, thus being an alternative starting point to the rulestrbduction
and Prediction

The parse of an utterance of ‘John, Mary likes’ begins by thglieation of
the rule to the axiom (the initiad7'y(¢) requirement), resulting in an unfixed node
containing the decoratioat,.> Tn(0), ?Ty(e), 73 . Tn(Xx), ®. At this stage, the
lexical material of ‘John’ (see entry in (13)) can be parsed @ne unfixed node is
expanded into<t,.> Tn(0), ?Ty(e), Ty(e), ?3 x.Tn(X), Fo, (John'){. Thinning
removes one of the requirements at this no@mmpletionmoves the pointer to
the root and records requirement-satisfaction there. ‘Wighpointer at the root,
IntroductionandPredictioncan create the subject and predicate nodes {@f0)
and Tn(01)above). The lexical actions of ‘Mary’ could then be parsent] ¢he
structure would look like:

(28)  Tn(0),7Ty(t), <ls«> Ty(e),? <lo> Ty(e),? <l1> Ty(e — t)

/\

Tn(00), Ty(e), Fo(Mary' )0 Tn(01),7Ty(e — t)

<t«>Tn(0),Ty(e), 73 z.Tn(X), Fo(John')

The dotted line under the subject node is a consequentéeNormal Form
Constraintin Kempson et al. (2001) (see also Gregoromichelaki 2004)89 his
means that nodes bearing underspecified modal relatiorist(aduced by* Ad-
junction) will appear as low as possible in the tree, thus making eagbnaent
position in the linear order of the parse available as a ptessite for node-fixing.
Now in the tree above, the unfixed node could be unified at tbgestinode, but

208



this would render the parsing of ‘Mary’ in ‘John, Mary likesipossible (we would
be in a predicate node by the time ‘Mary’ is processed), henlogg out this pos-
sible sequence of actions. The delay in the unification oltifexed node is what
allows ‘Mary’ to be parsed in subject position. Given the aasltype completed,
the pointer can be moved to the root (@Gampletion and then to the predicate node
(via Anticipation), where information from the predicate can be parsed.

With the pointer at the node containing a type- t requirement, the system
parses the verb ‘likes’. Its lexical actions (see Cann et28l05, 48) include the
creation of another argument node (‘like’ is transitiveylanfunctor node of type
(e — (e — t)) with formula value(\z. \y.like' (y)(z)), association is to the right,
if parentheses are omitted. The lexical actions also may@dinter to the internal
argument node with &'y (e) requirement and the dangling unfixed node with it.

(29)  Tn(0),7Ty(t),? <li> Ty(e — t), <l.> Ty(e), <lo> Ty(e)

/\

Tn(00), Ty(e), Fo(Mary') Tn(01),7Ty(e — t)

/\

Tn(010),?Ty(e) Tn(011),Ty(e = e — t)
O Fo(Ax.\y.Like'yx)

<tu>, Fo(John'), Ty(e),?3 z.Tn(x), ?Ty(e)

At this point, the requirements of the unfixed node matchelodshe node from
which it hangs. The computational rulMdergecan then be used to fix the node at
this position. Mergebasically unifies an unfixed node with a compatible position
in a tree. More formally, the rule states the following whé&®’ stands for an
arbitrary node description:

(30) Merge

{(ND..,ND'...}

{NDUND'}
where() € ND’ andND U N D' is compatible.

Above in (29), ND would be the position of the inner argumeod@7'7(010)
and ND’ would stand for the unfixed node hanging below it. Gitleat these node
descriptions are compatibl&jerge can apply, and we have an internal argument
node for the transitive ‘like’. Successive applicationsTainning, Completiomnd
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Eliminationcompile the remainder of the tree

5.2.2 Quantification in DS

In the previous subsection, one of the ways in which contedetdetermination
can be modelled was done in terms of metavariable introolictlhe assumption
that pronouns introduce values that are yet to be specifideifirst step towards
an adequate account of identification-based descriptwmequms. The second step
in this direction consists in a non-standard view on quanatifon, described by the
epsilon calculus (Hilbert and Bernays, 1939). In a nutslhieiinports two impor-
tant features into the framework: (i) a single logical type quantificational and
singular terms, and (ii) a characterisation of quantifieeg &llows them to reflect
their surrounding environment (via the application of agricomputational rules).
Given the complexity of the topic, | will focus the preserdaaton aspects of the
framework that are relevant to the interpretative propsrtif descriptive pronouns.

The epsilon calculus adds two new operators to predicate:|ldge epsilon
operator - (closely associated t6 ) - and the tau operatar (closely associated
with ¥V ). According to the DS implementation of the calculus, qifeans have a
tri-partite structure: (i) a variable is combined with (ii) a nominal predicate, e.qg.
Man/, forming the restrictor of the quantifiex (Man'(z)), which is then added
to (iii) the binder (i.e. are or 7 operator binding the variable). The structure of a
quantifier like ‘Some man’ would beg (z, Man'(z)).

Type-logically, quantifier terms in DS are of tyfig(e). This may seem coun-
terintuitive as utterances containing expressions, ssciiceery’ or ‘No’ do not
seem to be talking about anyone in particular. However, ti@ethe grammars of
almost all languages do not distinguish between quaniificat and other NPs. To
capture this uniformity, on the one hand, with a suitable a®tios, on the other,
DS employs epsilon terms. A term likez, Man’(x) stands for an arbitrary en-
tity that witnesses the property denoted by the restrictdai¢’). Eventually these
initially incomplete terms will be augmented with furtheegications contributed

9As an alternative tantroductionand Prediction Cann (2011) proposes that the parse of En-
glish utterances proceeds via an unfixed node which accomi@sthe argument introduced by the
subject and then moves to the verb which creates the wholeremgt structure (including slots for
situations/eventualities) fromd 'y (¢) requirement. | will remain neutral with regards to these-pro
posals for the moment. Moreover, although th&djunctionrule comprises a general mechanism
for explaining dislocated structures, it seems to be iltexifor capturing right dislocation, which
requires immediate node fixing. This is done by another warsf the rule (Cann et al., 2005),
namely:Local Star Adjunction

{{Tnn)}, . {Tn(m),<t«>Tn(n), Ty(X),0}, ...}
{{Tnn)}, . ATn(m), <t.>Tnn), Ty(X)} {<t«> Tn(m), ?Ty(X), 73z .Tn(x), 0}...}
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by, e.g. verbs and incorporated in their restrictor (seeveel Thus, through the
introduction of appropriate operators relating restricod nuclear scope (predi-
cate) at a final stage in the parse, the usual relations betests A and B im-
posed bywvA B anddA B can be captured: if an entity witnesses A, it also wit-
nesses B, x, A(x) — B(x)) and for some entity that witnesses A it also wit-
nesses Be x, A(x) A B(z)). The epsilon calculus thus imposes the equivalences
Jx P(z) <> P(e,z, P(z)) andVx P(z) < P(r,z, P(z)), so we end up with a
conservative but more expressive version of the predicateicis®.

This picture of quantification becomes clearer when we clarsan example.
Let us assume (following Gregoromichelaki 2006 and Chgtiakidis 2010) that
the parse of (31) begins bptroductionandPredictionand that that the pointer is
at the subjectT'y(e) node (I am abstracting from the introduction of the situatio
node for the moment). Suppose now that the speaker utters:

(31) A nurse saw every patient.

The lexical actions associated with ‘a’ decorate tiig(e) daughter of the root
with a Indef(+) feature and create the bindBy(cn — e) functor node bearing
the formula value\P.(e, P) and an argument node with?d"y(cn) requirement
(where the pointer lie$). Basically, from the argument daughter, the determiner
head induces the following structure:

(32) 2Ty (1)
Ty(e), Indef(+) Ty(e —t)
/\
NOM DET

Ty(cn), O Ty(en — e), Fo(AP(¢, P)

1°The semantics is defined via the introduction of a choicetfana to the modek D, I > of
first order predicate logic, whei® is the domain of individuals anflis a function that maps basic
elements in the language onto elements in the dondagelects arbitrary individuals in subsets/of
the witnesses (typ€y(e)) that stand for the relevant sets. Thiis,z, Px]*9 = &([P]*9), where
® is the function given byt =< D, I, ® >. Itis assumed that restrictors that pick no individuals
in the domain denote any arbitrary witness. For furtherwlision, see Gregoromichelaki (2006,
102).
Here are the lexical actions for ‘a’
IF Ty(e)
THEN put (Indef(+));make(<l1>);90(<}1>);put (Fo(AP(e, P)); Ty(cn — e)
go (<T1>);make(<lo>); go(<lo>); put (?(Ty(cn)))
ELSE abort
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The labels in the boxes aim to give a rough description of thenrphrase head,
nominal, and determiner nodes. With the pointer at the NOBlenohe common
noun ‘nurse’, can be parsed. Its lexical actions are resplenfor creating an ar-
gumentT'y(e) daughter with a fresh variable and a funcity(e — cn) daughter
containing the formuld’o(\z.z, Nurse’z) 2. The lexical actions unfold the cur-
rent sub-tree into:

(33) ?Ty(t)

T

Ty(e), Indef(+),?Sc(z) Ty(e = t)

T

NOM DET
?Ty(cn) Ty(en — €), Fo(AP.(¢, P)

/\

Ty(e) Ty(e — cn)
Fo(z),0 Fo(Ax.x,nurse'z)

As before, the boxes represent labels for the variable astda®r nodes. The
pointer now rests at th€y(e) (VAR) node. Applications oElimination, Comple-
tion, andThinningcompile the subtree until the NP node wheretfe(z) require-
ment lied3. At this node, the computational action for indefinites cark kn (from
Gregoromichelaki 2006,

2Here are the lexical actions for the common noun ‘nurbe’gshput checks for the presence
of a variable at the VAR node and enters that variable intosttpe statement, mimicking the
introduction of ‘discourse referents’. For details, seegdromichelaki (2006, 110-1):
IF Ty(cn)
THEN nmake(<l1>);90(<|1>); put (Fo(Az.x,nurse’x)); Ty(e — cn)
go (<T1>);make(<lo>);go(<lo>);f reshput (x), Fo(x); put (T'y(e))
go(<To>);90(<To>); put (?5¢(x)); go(<lo>); go(<lo>)
ELSE abort
13The predicaté&Schas the following definitiorfc(a) =4 (<lo><lo> Fo(a) A Ty(e) A <t
x> (Ty(t) A Ty (Scope(a < y) V Scope(y < a))). Intuitively, this means that a variable must
appear as a formula value of a VAR node and it also must be daadrby a typé node containing
a scope statement relating that variable to some otherlariscope-taking element) in the tree.
Y4Scope actions for indefinites
IF Indef(+),?Sc(x)
THEN gofirst (?Ty(t)); put Scope(U < X),
73 y(DOM(y) N Scope(y < ) AV r(Scope(y < r) — Scope(X <T)))
ELSE abort

whereDOM is defined asTn |=,, DOM (a) « Tn =,7Ty(t) A (s [Tyle) A <lo><lo>
Fo(a))) V (<do> Fo(a))].
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The actions check whether the pointer is at a node contamsgppe require-
ment plus an indefinite lexical feature. If this is the caeytmove the pointer to the
first node containing a typeaequirement and enter a scope statement containing the
variable introduced at the (VAR) node. In this case, the di@m Scope(U < z)
is inserted at the root, wheke is a metavariable to be replaced by another scope
taking element that occurs in the structure. The scopers@atedetermines the
order according to which the restrictor and nuclear scogeb&i unpacked (via
computational rules to be introduced shortly). The linkwen a lexical feature
(Indef(+)) and the determination of the scope statement allows faaiceexpres-
sions, like indefinites, to induce different readings. Ie #pecific case of indefi-
nites, the associated lexical feature imposes conditiaglieDOM predicate) on
the substitution of the metavariallethat allow for binders that occur later in the
structure to precede the variables bound by the indefinitiearscope statement (e.
g. scope reconstruction effects). Since this topic tramde¢he aims of the thesis, |
will leave it aside. In summary, the actions discussed h@reduce a scope state-
mentScope(U < z) at the root, containing a metavariable whose value is yeeto b
determined and satisfying the scop@%c(z) requirement at the NP node.

At this point, the pointer can move (aft®@ompletion to the mother node and
then (viaAnticipation to the functor?T'y(e — t) node. From this node, the lexical
actions of the verb ‘see’ (abstracting away from tense)teraa (internal) argu-
ment daughter (where the pointer rests) and a further furdgoghter, decorated
by Ty(e — e — t), Fo(Az.\y.See’yx). With the pointer at the internal argument
node, the material from the second NP, namely, ‘every patiesm be parsed. The
quantifier head ‘every’ has lexical actions quite similardabwith the exception
that it contributesndef(—) to the NP node and P.7, P to the DET nod®. Like
‘a’, the universal determiner also creates te,(cn) argument daughter (where
the pointer resides). At this point, the common noun ‘pdtisnparsed. It creates
aTy(e) (VAR) node, where a fresh variable is inserted ariiide — cn) node,
where the valud'o(Az.z, Patient'z) (see lexical entry for ‘nurse’). The resulting
tree is (I am omitting the boxed labels introduced previpusl|

15This form of content underdetermination enables scope tmberdetermined.
16| exical actions for ‘every’
IF Ty(e)
THEN put (Indef(—));make(<l1>);go(<d1>);put (Fo(AP(T, P)); Ty(cn — €)
go (<T1>);make(<lo>); go(<lo>); put (?(Ty(cn)))
ELSE abort
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Ty(t), Scope(U < z)
Jy(DOM(y) A Scope(y < z) AV r(Scope(y <r) — Scope(z <r)))

/\

(34)

Ty(e), Indef(+), 2
Fo(e, z, Nurse'z) Ty(e — t)
Ty(cn), Ty(en — e), 7Sc(s), Ty(e), Indef(—) Ty(e — e — t)
Fo(z, Nurse’z)  Fo(\P.(¢, P) Fo(r, s, Patient's) Fo(Ax.\y.See’zy)
Ty(e) Ty(e — cn) Ty(en) Ty(en — e)
Fo(z) Fo(Ax.x, Nurse'z) Fo(s, Patient's)  Fo(AP.T, P)
Ty(e), Fo(s), Ty(e — cn)
O Fo(A\x.xz, Patient'x)

Successive applications @ompletion, Eliminatiorand Thinningcompile the
subtree until the NP (type) node of the universal, where the scope requirement
?Sc(s) lies. At this point, the scope action for non-indefinites laasp’.

These actions first check for the presence offthée f (—) feature and the scope
requirement involving the variabke If the descriptions hold, the pointer moves to
the first 77Ty(¢) node and inserts a scope statement about the varsafledulo
the satisfaction of further constraints (e.g. describedheyDOM™ predicate).
Intuitively, these further conditions aim to ensure that$kope of determiners with
theIndef(—) feature is determined linearly. In the formal definitiorg trariable of
interest could depend only on variables of othetle f (—) determiners or situation
variables (not represented in the structure for the sakiegfigity). Let us assume,
that this utterance is being evaluated with respect to atsmav. Thus, the actions
would insert aSc(v < s) statement at the root, satisfying the requirement at the
DP node and allowing the whole tree to be compiled (via appbas of Thinning,
CompletionandElimination).

17Scope actions for non-indefinites

IF Indef(—),?Sc(X)
THEN gofirst (?Ty(t))
IF DOM™ (y)
THEN IF {32DOM*z A Scope(y < 2)}
THEN abort
ELSE put (Scope(y < z))
ELSE abort
ELSE abort

where DOM™ is defined asTn F,, DOM*(a) <+ Tn E?Tylt) A [({d«
[Indef(=) A <lo><lo> Fo(a)]) V (<lo>]Fo(a))]
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Ty(t), Sc(U < z;v < s), Fo(See' (7, s, Patient’s) (¢, z, Nurse'z)), ¢

35
(35) Jy(DOM(y) N Scope(y < z) AV r(Scope(y < r) — Scope(z <r)))
Ty(e), Indef(+), Ty(e = 1)
Fo(e, z, Nurse'z) Fo(\y.See'(t, s, Patient’s)(y))
Ty(cn), Ty(en — e), Ty(e), Indef(—=) Tyle —»e—t)
Fo(Nurse'z)  Fo(AP.(¢, P) Fo(r, s, Patient's) Fo(Ax.\y.See’zy)
Ty(e) Ty(e — cn) Ty(en) Ty(en — e)
Fo(z) Fo(Ax.x, Nurse'z) Fo(s, Patient's)  Fo(AP.T, P)
Ty(e), Ty(e — cn)

Fo(s)  Fo(A\x.x, Patient'x)

The only thing needed now is to fully determine the value Far metavariable
U, so the formula value of the quantificational terms can beaoked in a way
such that the right relations between restrictor and nudeape are established.
Note that the conditions associated with thedgf(+)) feature allow forU to be
instantiated by the situation variable resulting in the readinghere is a nurse
who sees every patierdr by the variables bound by the universal, resulting in the
readingfor each patient there is a nurse who sees.himt us suppose that in the
context the second option has been taken (the indefinitedimaibutscoped by, or
reconstructed below, the universal). Given the formal defim of such conditions
(i.e. theDOM predicate), the resulting scope statementdiy < s < z) (note
that the< relation is transitive and irreflexive). The resulting tre@dentical to the
previous one with the exception that the decorations atdbthave been reduced
to: Ty(t), Sc(v < s < z), Fo(Seé (1, s, Patient's) (e, z, Nurse'z)), §.

At this stage, the formula value can be re-structured usgiagjuantifier evalu-
ation rule below (differently from the definitions in Kempset al. 2001 and Cann
et al. 2005, | follow the definition in Gregoromichelaki 200®8):

(36) Q-Evaluation Rule

{.{Ty(t),.., World(w[z1]), Scope(z1 < ...z,), Fo(p[vr, b, /x]), ...} }
{Ty(t),.., World(w[x]), Scope(x1 < ...ty — 1), ..., Fo( fo,mnpvontsn /o] (@) -} }

where forx occurring free inp andw(x;] = a world variabler; or w(z;] = vix19,
and the valueg,, .., yva, v, /. (@) fOr v € €, 7,Q and f,,[x1](+)) are defined by:
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Jfre(0) = Yla/x] — ¢la/z], where a=rz(y — ¢)
feaw(@) = [b/x] N ¢[b/x], where b =ex (i A )
faau(@) = (Ylc/x])(¢lc/x]), where ¢ =vqz((¥)(¢))
Sl () =wlz] - &

Qoo p

The rule above takes a node containing a strictly orderegesstatement (for
example,Scope(v < s < z)) as input and outputs a new scope statement omitting
the last variable and a formula value containing a connedjpropriate to the
binder of that variable which relates the predications cbuated by the noun and
the verb, i.e. the restrictor and the nuclear scope. In caimge, the last variable
is bound by ar operator. According to the definition (b) above,caerm relates its
restrictor (in this case ‘nurse’) to the nuclear scope (tlegligate ‘see’ instantiating
1 in the rule above) via conjunction. The symbol ‘b’ in the défon (b) represents
a name for the arbitrary witness that replaces the varidlias, the first application
of the rule results in:

(87)  Scope(v < s <=),Fo: Nurse'(b) N See(b;T,s, Patient's), where b =

€,z,(Nurse'z N\ See'z; 1, s, Patient's).

Note that the equivalence between the name ‘b’ and the cormplee is what en-
sures that terms in epsilon calculus reflect their surraumdnvironment (account-
ing for the incrementality in certain interpretations ofagtified antecedents, see
Evans 1977, chapter 1 section #%)Now, we must deal with variablg which is
bound by ar term. As a first step, we must replace all occurrences @fPatient’s

in the formula in (37) bys (note that ‘b’ is a name containing variables, which will
be represented in subscript). The result is:

(38)  Scope(v < s),Fo: Nurse'(bs) N See(bs; s)

Now, this complex formula will be an instance ofin the scope evaluation rule
above. The next step is replasdoy the variable name used in sub-item (a) of
the Q-evaluationrule, namely ‘a’ o : Nurse'(b,) N See'(b,;a)) and apply the
instruction stated there, the result is:

(39)  Scope(v <), Fo: Patient'(a) — [Nurse'(b,) N See(by;a)]

8)f we replace the name for the full formula description, wedemp with the equiv-
alent: Nurse'(e,z, (Nurse'z A See'z;T,s, Patient’s)) A See'(e, z,(Nurse’z A
See'z, T, s, Patient's); T, s, Patient’s). For this reason, | will use the abbreviations.
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whereb, = ¢, z, (Nurse'z A See'z,a), wherea = Patient'(s) — [Nurse'(bs) N
See(bs; s)], wherebs = €, z, (Nurse’z N See'z; 1, s, Patient's)]

The formula above means that if some individual is a patles there is a nurse
who sees him: the intuitive truth-conditions of the utt@@nThe final variable’
is removed by the specification (d) in tQeEvaluation Rulelt is designed to take
situations or world variables and state that a given fornvalae holds at some
situation/world. Thus, the formula is said to hold at a diraof evaluatiorv (e.g.
the actual world).

This long detour introduced the following elements for aplaration of some
identification-based descriptive uses. The account of tifiation proposed here
analyses quantifiers as typexpressions, whose formula values could replace the
metavariables introduced by pronouns (as discussed inrtheops subsection).
This amounts to a preliminary account of tBbescriptivenesproperty. Further-
more, the quantifier evaluation rules above unpack the f@ralues in a way such
that certain dependencies are established. In the fornallee\above, the nurses
co-vary with patients. This mechanism will be recruited &orexplanation of the
Co-variationproperty. We now turn to the final step towards an accounteiitita,
namely, the introduction of a DS component that frames tidsstual assumptions
used in the substitution operation just mentioned and allovo tree structures to
be connected.

5.2.3 LINKed trees

Since our grammar framework aims to capture linguistic pnegna that is not
strictly confined to string-boundaries, we must introduceexhanism that is able
to capture cross-sentential dependencies. This is doreenmstof LINKed repre-
sentations. Roughly, a LINKed structure means that twoedtagectured representa-
tions are connected in virtue of the fact that they have a comtruth-conditional
constituent. More formally, LINKed trees amount to an esten of the modal
vocabulary of LOFT (Blackburn and Meyer-Viol, 1994). In #itth to <ft><|>
modalities, the language DU employs > and< L~! > relations. The decora-
tion < L > Tn(m) means that tree nodén(m) can be found one step across the
LINK relation, whereas< L~! > T'n(n) means that tree nodén(n) can be found
one step across theverseLINK relation (one step backwards through the LINK
relation). This ‘connection’ is established via the sharif typee terms, as stated
in the rule below.
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(40)  Link Adjunction

{{T'n(X)...,Ty(e), Fo(a)...,0}...}
HTn(X)...Tyle), Fola){{< L™ > Tn(X), ?Ty(t),? <l*> Fo(a), 0}..}

The use ofTn(X) makes it possible for the rule to apply at any node of tgpe
with a formula valud=o(a). The application of the rule at a typenode effectively
creates a new LINKed tree structure with the requiremertt ttiea formula value
Fo(a) must occur somewhere in it. For purposes of illustrationygesuppose that
the hearer is parsing an utterance of ‘John, who smokes, réfter Introduction
and Prediction the lexical material of ‘John’ can be parsed at the subjjéegt)
node. At this point, the LINK adjunction rule can apply, geatang the following
structure:

(41)

Ty(t)

/\
Tn(n), Ty(e) ?

Fo(John') Ty
< L >Tn(m) (e —=1)

&_//< L=t > Tn(n),?Ty(t),? <}*> Fo(John),

Given that the next word in the parse is ‘who’ and wh-relaiaee usually in-
volved in the interpretation of displaced (i.e. moved) d¢tnents, we can apply
the* Adjunctionrule, which creates an unfixed node from a typequiring node.
The lexical actions of the relative ‘whd® take the pointer at an unfixed node and
recover the formula value at the typeode from which the LINK originates. This
guarantees that ‘John’ and ‘who’ refer to the same person.

(42)

B exical actions for ‘who,;’
IF ?Ty(e), 73 xTn(X), <t*>< L™1 > Fo(X)
THEN put Fo(x), Ty(e), [}] L
ELSE abort
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Ty(t)

Tn(n),m\

Fo(John') Ty(e = t)
< L >Tn(m)

M < L71 > Tn(n), ‘7Ty(t)° \L* FU(JUhn)

<M*>< L71 > Tn(n), 2P4tey, Ty(e), 73z Tn(x), Fo(John'), O

The requirements that have been met by the lexical actiotiseofelative are
then removed vidhinning(shown by strikethrough above). The pointer then moves
to the root node of the LINKed daughter and the rulegntoductionandPredic-
tion build the subject and predicate noddglerge fixes the unfixed node as the
subject, satisfying th&3z T'n(x) requirement. The pointer is then moved to the
predicate node of the relative clause and the verb ‘smokgsised. Applications
of Thinning, CompletiomndElimination compile the reminder of the tree.

(43)

Ty(t)

/\
Tn(n), Ty(e) ?
Fo(John') Ty
< L >Tn(m) (e > t)

L/Q < L7'>Tn(n),?Ty(t)
/\

<M*>< L7 > Tn(n), Ty(e — t),
Ty(e), Fo(John') Fo(Ax.Smoke'z), O
Steps ofThinning, Completionand Elimination complete the LINKed daugh-
ter and the pointer is moved through the inverse link retatio the subject of
the LINKed mother tree.Completionand Anticipation move the pointer to the
predicate node of that tree, where the verb of the main cl§uges’) can be
parsed. After the type and formula values are inserted,atedeapplications of
Thinning, Completionand Elimination compile the LINKed mother. As a result,
we have two complete trees: one, from which the LINK origésathaving for-
mula valueFo(Run'(John')); another (the LINK daughter) having formula value
Fo(Smoke'(John')).
At this point, one can apply an evaluation rule that combthedormula values
of the two structures. In the case of non-restrictive reéstj the rule is:
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(44)  LINK Evaluation 1 (non-restrictives)

{{Tn(n)..., Ty(t), Fo(a)...,0}{< L™t > MOD Tn(a), Ty(t), Fo(b)}...}

{Tn(n)..,Ty(t), Fo(a) A Fo(b)...,0H{< L' > MOD Tn(a),Ty(t), Fo(b)}...
MOD € {<ty>, <t >}*

The result of the application of this rule takes the formuddues of the root
nodes of the two LINKed trees, namelyp(Smoke’(John')) and alsq Run’(John')),
and outputs the conjunction of those values at the root nbtteed_INKed mother
tree, thatisFo((Smoke'(John')) A (Run'(John'))). Note that the optional nature
of the rule can account for the intuition that in some cases;nestrictive relatives
communicate two independent (not conjoined) propositisas Bach 1999, Neale
1999, Carston 2002, 131, fn. 26, and Gregoromichelaki 2088 fn. 49%°.

In the example above, the lexical actions of ‘who’ played mpartant role in
guaranteeing that the wh-relative and ‘John’ refer to thees&ntity. However,
the actions of relatives are not the only way through whiaimigda values can be
shared. For example, the discourse fragment ‘John wentetshbp. He bought
fish” would be explained by the very same mechanism of LINKedicsures. The
LINK relation would originate from the node containidt(.John'), providing an
environment (i.e. a context) for the parse of the secondgtfsiven that the LINK
relation requires the sharing of terms and that pronoumedaote metavariables,
the anaphoric pronoun’s value would Be(John') (via Substitutioi.

This suggests that the mechanisms of LINKing comprise agengral tool for
modelling a plethora of phenomena, including contextugledelencies where an-
tecedents are provided linguistically, i.e. donkey ana@hd his comes out more
clearly when we consider tree structures which are slighttye complex than the
ones displayed so far. As mentioned in the subsection ontifjaation, DS trees
also have nodes corresponding to situations/worlds (lefpresented for simplic-
ity’s sake) to capture the intuition that a formula valueatidgges a situation or even-
tuality, which following Kratzer (1989) are taken as paitaavorld (of evaluation).
They minimally include time (subject to tense modificatiany place parameters,
but might also include other eventuality aspects. Gregaroetaki (2006) pro-

2ORestrictive relativesare explained by a very similar mechanism, according to wihe the
formula value of the relative clause is incorporated as ticés on the variable via the following
rule. LINK Evaluation 2 (restrictives)
{.{Tn(Z),7Ty(cn)...}..{<To>Tn(Z),Ty(e), Fo(X)}
{<t1>Tn(Z), Ty(en — €), Fo(Az.2Pz2))},{< L™t ><to> Tn(Z), Ty(t), Fo(Q)0}...}
{..{Tn(Z), Ty(cn), FO(X Px /\ QX) O} { T1)> Tn(Z),Ty(e), Fo(x)}
{<T1>Tn(Z2), Ty(en — e), Fo(\ NHA{< L™ ><to>Tn(Z),Ty(t), Fo(Q)}...}
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poses that, with respect to their logical type, situatiaresaasubtype of type (see
Schlenker 2006, for a common semantic treatment of indalgland situations),
indicated by a subscript(i.e. T'y(e5)) for presentation purposes. As such, situation
arguments can be taken care of by any computational rul@ticaunts for the pro-
cessing of noun phrases, thus providing a unified accourthadraial and argument
modification. For our purposes here, situati@iy(es)) nodes can be the inputs of
the LINK adjunction rule, such that two or more formula vawmn be LINKed
by the fact that they describe the same situation. Thus,ellegance theoretic as-
sumption that context is a set of mutually manifest assuwnptcan be modelled as
acontextse€ =,.,< 11,7 ,T,, >, i.e. aseries of structured propositions, against
which a tree under constructidnis interpreted (Cann et al., 2005, ch 9.2.1). The
trees could be linked via a situation argument or by any uy& e node as indi-
cated in the anaphora case mentioned above. Extendedruetiges containing
situation nodes will be employed for the explanation of tiagadproposed in the
next section (5.3.2).

For the purpose of accounting for the descriptive pronohaata, the contextu-
ally salient set of LINKed trees can be regarded as an enviem which provides
a term that replaces the metavariable introduced by theigéasely used pronoun.
The only difference is that the term is descriptive. Thid t¥d developed for some
instances of descriptive uses in the next section. Beforegden, | would like to
mention yet another way in which context may be structurefl al3o assumes that
a record of the actions used to build the parse is stored isytiem and may be
recalled for the interpretation of certain utterances,oasrfstance, elliptical ones.
In fact, a context containing a certain series of LINKed $rean be seen as isomor-
phic to a context containing a series of actions involvedhetiuilding of such trees
(Kempson et al., 2011).

5.3 The proposal

In this section, | will detail how the relevance theoretiagmatic framework (sketched
in chapter 2), the incremental notion of processing grodnale it (proposed in
chapter 3) and the particular grammar model (sketched alwovee together in a
unified explanation of the data.

The discussion in chapter 2 established that identificatesed descriptive uses
constitute a heterogeneous phenomenon. Accordingly) epgiroach the data us-
ing a split account. The basic idea is this. Some uses areregpas instances of
relevance driven implicatures, as sketched in chapter tbse2.3. Other descrip-
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tive uses contribute to the utterance’s explicature(s).tk® latter case, the gram-
mar formalism detailed here can do much explanatory wornst ft models context
as a set of LINKed trees that provide an environment for thermetation of the
pronoun. As pronouns introduce metavariables, these caepb@ced by concep-
tual representations from the context set. The grammawalinetavariables to be
replaced by either quantified or singular formula values;esboth are of type. Fi-
nally, the tools for modelling context can be extended tdwapcertain perspectival
aspects of interpretation (via the assumption that gramcaigierson presupposes
certain perspectival instances), hence explaining whacerepresentations are not
available forSubstitution The resulting picture can explain all the data in chapter
1 (summarised in section 5.1 of this chapter) without fa¢cheyshortcomings of a
variety of theories, as reviewed in chapter 4, and using general pragmatic and
grammatical mechanisms: both independently requireddpliaéning a plethora of
linguistic phenomena.

| begin my proposal by accounting for tleere properties of the third person
singular pronouns and one of teetendedgroperties, namelyo-variation | then
move to an analysis of the other pronominal forms. Afterwatcut forward an
account of theéAccessibilityproperty of the data, which partially relies on the use of
multiple pronouns with distinct person features.

5.3.1 Third person pronouns: the core properties

As reviewed in the introduction of this chapter, the basmperties that need ex-
plaining areDescriptiveness the truth-conditions of utterances containing the rel-
evant pronominal use are descriptivedentification Dependencythe use of the
pronoun requires the identification of an individual asifg/lunder a concept - and
Connection the conceptual information used in the identification af thdivid-
ual plays a role in the derivation of the right descriptivatemt. Let us consider a
modified version of the famous footprint example (Schifl€81).

(45)  Aparkranger, is looking for trespassers in a forbidgamn of the park. Her
colleague, Andy, finds something on the ground. Pointing aei utters:

a. ‘Heisgigantic'.
Following Relevance Theory (Sperber and Wilson 1995; ©ar&002;inter
alia), | assume that the audience makes certain hypothesessiEaker-meaning

based on the ostensive acts performed. For purposes diyclanill analyse the
example above as two related ostensive atgsnonstratinggomething andttering
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something. Based on the incremental picture of procesdatrised in chapter
3, | assume that the comprehension of the demonstrationvewahe following
representational stages (justifications in square bragket

(46)  The pragmatics of object representation

a.

; (bare object representation, i.e. visual index) [audisnsigling
out of an object in the environment based on cognitive caigs
that, if met, output representations in a bottom-up dakzedrway].
:(Footprint’)?! [conceptual representation that the visual index in (a)
gives rise to, given the assumption that cognition is geéwecrds
the maximisation of cognitive-effects/processing-caat® (Cogni-
tive Principle of Relevance) and thabnceptualityis an important
cognitive effect (see chapter 3 section 3.4.R)entification Depen-
dency is mdt

Make — a — Footprint' (e, z, Person'z), Fresh'(e,y, Footprint'y),
Close— By (e, x, Footprint — Maker'(z)) [propositions made salient
in virtue of the spread of activation from the concept in (b{l &op-
down influences arising from the audience’s current expiectaf
relevance; licensed by the Communicative Principle of Ralee].

The propositions in (46)c are in the set of mutually manigsstumptions: the con-
text against which the speaker’s utterance is interprefddw, the decoding of
Andy’s utterance follows stages similar to the ones disediss chapter 2 section
2.3, but it also incorporates a DS account of the incomptegecal form of an ut-
terance that is developed into an explicature (see the tiefirof Explicitnessin
chapter 2 section 2.3.2). Here is a summary version of thepoeinension process:

(47) Interpreting Andy'’s utterance

a.

Gigantic' (U,,qe) [Incomplete logical form that results from the de-
coding of Andy’s utterance in (45)].

Gigantid (e, x, Footprint — maker'(z)) [propositional form that re-
sults from the substitution of the metavariable in (a) by anfala
value in one of the contextual assumptions in (46)c (in uioE);
warranted by the fact th#the footprint maker is gigantiesults in the
optimally relevant propositional content in this conteRiescriptive-
ness is mét

21The earlier way of writing concepts, e.g:00TPRINT, has been replaced by the equivalent
notation employed by the language DU.
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c. Trespasser'(e,x, Footprint — maker'x), [implications (positive ef-
fects) that the representation in (b) gives rise to].

Note that the cognitive processes sketched in (46) and @baply happen in
parallel and proceed as follows. The incremental view orcgssing, described
in chapter 3 and underwritten by the cognitive principle eievance, establishes
a continuum from early levels of visual processing to a cphea level which
can be integrated with linguistic meaning so the utteranegplicature(s) can be
derived, and from there to the level of the utterance’s ingtlires. Early object
representations would surface at a conceptual level at stage in visual process-
ing, accounting for the classification of the relevant obgscbelonging to a kind
(Identification Dependengy This concept, in turn, activates associated proposi-
tional information that is fed into the context set, as in)¢4@ hese assumptions (a
set of LINKed trees) are used to develop the encoded meahiugdy’s utterance,
I.e. (47)a, into an explicature, i.e. (47)b. This move isiknto the ad hoc concept
proposal reviewed in chapter 2 section 2.3.3, in the serseathet of assumptions
is used to devise an occasion specific semantic value of a Wwotthe fact that the
linguistic meaning of pronouns is underdetermined alloarsaf simpler solution:
the assumptions provide a formula value that replaces thavar@able introduced
by the pronoun, in a similar way to anaphora (see chaptertibsek 572, that is, an
instance of the substitution-based account sketched dswhe end of that section.
Since the replacement term is quantificational, the irdnithat the truth-conditions
are descriptive is properly accounted fBrecriptivenegs®. Finally, the inferential
relation between the classificatory concept in (46)b anddha that replaces the
metavariable (i.e(e, xz, Footprint — maker'z)) in (47)b accounts for the intuition
that conceptual classification of the salient object presithe building blocks of
the descriptive interpretatiolfCbonnectiof. The account successfully captures the
coredata.

At this point, it would be helpful to show how the grammar flamork structures
the context in such a way that the relevant substitution is élkample can occur.
Since the demonstration of the tree transitions is alsossacg for the explanation

22Many of the descriptive uses discussed in the thesis havepmraphrased atefinites Tradi-
tionally, these expressions are taken to assert or presepigueness, which would not be captured
by e operator. Two options are available: to argue that definitasot induce uniqueness in virtue of
their linguistic meaning (Breheny, 1999) or to model theadading the DS implementation of iota
(v) terms, which are operators that presuppose the uniqueness of their sati¢fierhe’ presup-
poses its referent is male). For the purposes of this pratent | follow the first option, but could
implement the second, if necessary.

23Note that an important feature of the system is what allows fhostulating the same logical
type for quantifiers and (allegedly) singular expressions.
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of the extended properties of the data, | will leave this far bhext section, where
the account relies more heavily on grammatical mechanismdssabsumes steps
that correspond to the explanation sketched above.

5.3.2 Third person pronouns: Co-variation

Although many of the accounts of descriptive uses discussetiapter 4could
explain the co-varying readings between the contextuatiyced descriptive inter-
pretations and other expressions in the utterance, theopents have not shown
how the relevant readings are properly derffe@he task upon us is to account for
the Co-variationproperty using the grammar tools sketched above. | will base
analysis on the following example:

(48) Every time there is a war, h@dinting to the White Hou$éhas tough
choices to make.

The utterance in (48) could express a singular propositimuta specific indi-
vidual, say, Bill Clinton, to the effect thdte has tough choices to make for each
wartime?®. However, this is not the reading we are interested in. Aaidtly, the
utterance above could communicate that for every time a svheing waged, the
American President at that time has tough choices to make aditierbial modifier
‘every time there is a war’ seems to play a crucial role inwa@eing this reading.
Since this type of expression predicates something abatutatien/eventuality, we
must address now how these entities are incorporated iatb $formalism.

Since situations are modelled as individuals (typeexpressions), computa-
tional rules that operate on argument nodes can equally appltuations. Follow-
ing Gregoromichelaki (2006), let us assume that situatmates are introduced by
the application ofntroductionandPredictionand that predicates encode an (extra)
argument slot for the situation argument represented istitueture (although she
discusses the possibility of the situation node being thioed freely3®. Therefore,
from a?T'y(t) node, the tree-structure is expanded into:

24Elbourne (2008) is an exception to this claim.

25This is a simplification, the utterance is subject to a lot @fgmatics that could in principle
enrich the meaning of ‘war’ [involving NATO] or modulate tli®main of quantification of ‘every
time’ [the UN decides]. These will be abstracted away here.

26Alternatively, Cann (2011) assumes that the situation ried®roduced by the lexical actions
of verb morphology, which also insert a fresh variable atditigation argument node. My proposal
is compatible with both ways of accommodating a situati@quarent.
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(49) Ty(t), <l>0?Ty(es), <I>17Ty(e — t)

T

Ty(es), ¢ Ty(es — 1)

Following Gregoromichelaki (2006), | assumé&auation Metavariable Introduc-

tion rule, which introduces a situation metavariable whoseesahould be replaced
by an appropriate formula value in the context. The rule remnkindependently

motivated by conditionals and successfully captures tha itiat determining the
situation described by an utterance constitutes an instahsaturation (see Reca-
nati, 1999).

(50)  Situation Metavariable Insertion Rule

{..Tn(n),Ty(t), },{<to> Tn(n), 1Ty(es), O}, {<T1> Tn(n), ?Ty(es — t)}}...

{..Tn(n),?Ty(t),0}, {<to> Tn(n), Ty(es), Fo(S),?7Sc(S), 73z Fo(x)}
{<t1>Tn(n), Ty(es — t)}}...

The rule licenses the transition to the following tree:

(51) ?Ty(t)

/\

Ty(es), Fo(S),75¢(S), 73z Fo(x), & Ty(es — t)

This would be the point at which the adverbial ‘Every timerthis a war’ can
be parsed. Intuitively, the expression seems to focus daingemporal aspects of
the event described by the main verb. As such, it would berakto model these
expressions as modifiers of the situation argument. Faligiiempson (2010) and
Gregoromichelaki (2006), adjunction can be modelled asatitition of informa-
tionto a tree via trees LINKed to it. Since the occurrencedviabials (modifiers of
situations/eventualities) is optional, | propos8ituation Adjunctiorrule that cre-
ates a LINKed structure attached to the situation node. fiisenforces identity
of formula values between the LINK daughter and the valudefhetavariable in
the T'y(es) node and is based, in part, on the structure induced by ‘#usés as
proposed in Gregoromichelaki (2006, 207-21), that is, wihelauses do lexically,
the Situation Adjunction Ruldoes generally and optionatty

(52)  Situation Adjunction Rule

2"|deally, adjuncts like ‘every time’ would introduce the Li\relation and impose the sharing of
terms themselves, making the rule proposed here reduntiaistalternative gives equivalent results
but is more complicated in terms of presentation. Thereforéll not be discussed here.
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(. Tn(n). 7Ty(t)}. {<to> Tn(n). Ty(es), Fo(S).
78¢(S), 73z Fo(x), OH<Ti> Tn(n), "Ty(es — t)}}...

{..Tn(n),?Ty(t)},{<To> Tn(n), Ty(es), Fo(S),?5¢(S),7F xFo((X) A (L)Fo(X))}
{<t>Tn(n),?Ty(es — t)}},{< L7 ><to> Tn(n), 7Ty(es), 73 xFo(X), O} ...

The rule allows for the transition to:
(53)

Ty(t)
/\
Ty(es), Fo(S),75¢(S) Ty(es — t)
73z (Fo(X) A < L > (X))
| Ty(es), <l«> Fo(S),

At this point, the content encoded by ‘Every time there is & wantributes to the
LINKed tree. For the sake of simplicity, this complex exmies will be treated
as deriving the predicate ‘Every war-time’. As seen in thevus section, the
quantifier head ‘every’ makes the transition from a tgpequiring node to a tree
structure where this node has a type — ¢, daughter with formula valugP.7, P
(DET node) and typen, requiring node. The parsing of ‘every’ results in the
following tree:

(54)

Ty(t)

/\
Ty(es), Fo(S),75¢(S) Ty(es — t)
73z (Fo(X) A < L > (X))

L—/ ?Ty(es), <l> Fo(S)
/\

Ty(cns) Ty(ens — es)
O Fo(AP.1, P)
At this point the complex expression ‘time there is a war’ @ged. As men-
tioned, since the anaphoric choice to be made does not tuttmeaspecifics of this
being a relative clause, for simplicity’s sake | will tresietexpression as deriv-
ing a complex predicate of type:; and formula value”'o(s, WarTime'(s)), i.e.
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as projected byvery wartime According to this simplified exposition, the com-
plex common noun creates two nodes: one containing a fregbla(l'y(e,)) and
another containing the restrictorl'{(e; — cny)). The actions also requires the
variable to participate in a scope statement. After thetimeaf the full determiner
node, the subtree can be compiled by applicatiorSliofinationand Thinning

(55)

Ty(t)

/\

Ty(es), Fo(S),?5¢(S)
3w (Fo() A < L> () L=

M Ty(es), Fo(r, s, WarTime's),

Ty(cens) Ty(ens — es)
Fo(s, WarTime's) Fo(AP.1, P)
/\

Ty(es) Ty(es — cng)

Fo(s) Fo(Az.z, WarTime'z)

At this point, a member of the family of evaluation rules aspihe formula
value of the LINKed daughter up to the situation node, theK iNother. This rule
has been independently motivated by the effects induceahgitonals?.

(56) LINK Evaluation Rule: Conditional@Gregoromichelaki, 2006, 217)
{{Tn(X),Ty(t),..},{<to> Tn(X),Ty(es), 73x.Fo(X), ...},
{<L><10>Tn(X),Ty(es)Folay),Q } }

{{Tn(X),Ty(t), Scope(U < X)...}, {<To> Tn(X), Ty(es), ?3x.Fo(X), 7Sc(X),
Fo(ay), 0} {< L ><to> Tn(X),Ty(es)Folay)...} }

In addition to the copying, the rule has the effect of insgyin underdetermined
scope statement concerning the variable of intesss @n instantiation of) at the
root node. We thus have the following structure:

28Note that the metavariabl® in the LINK daughter is the same one as in the LINK mother
environment, so providing a formula value for the former neethat the same value would be
provided for the latter. This, in a way, dispenses with thal@ation rule above, but given that it
is motivated for other linguistic phenomena, | have decitbestate it here. Applying the rule gives
the same results as applyiBubstitutiorto both occurrences of the metavariaBle
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(57)

Ty(t), Scope(U < s)

Ty(es), Fo(r,s, WarTime's)
/\
Ty(cns) Ty(ens — es)
Fo(s, WarTime's) Fo(AP.TP)
Ty(es) Ty(es — cny)
Fo(s)  Fo(Az.z, WarTime'z)

The pointer then moves to tHBy(e; — t) node viaAnticipation With the

pointer at the functor node, the rules lotroduction and Prediction create new
argument and functor nodes. We thus have:

(58) ?Ty(t), Se(U < s)
/\
78¢(s), Ty(es), MTy(es — t)
Fo(r,s,WarTime's)

/\
MTy(e), 0 Tyle = es — 1)

Ty(es), Fo(r,s, WarTime's)
/,\
Ty(cns) Ty(ens — es)
Fo(s,WarTime's) Fo(AP.TP)

/\

Ty(es) Ty(es — cng)
Fo(s)  Fo(Az.z, WarTime'z)

With the pointer at the subject tygenode, the lexical actions associated with
the pronoun ‘*he’ can be parsed. The pronoun introduces la inesavariabl& and

a requirement that it should be replaced by an appropriateuia value. We have
the structure in:

(59)
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Ty(t), Sc(U < s)

/\

?75¢(s), Ty(es), Ty(es — t)
Fo(r,s,WarTime's)

/\
Ty(e), Fo(Z), Ty(e = es — t)
?3x Fo(X),

Ty(es), Fo(r, s, WarTime's)
/\
Ty(cns) Ty(ens — ey)
Fo(s, WarTime's) Fo(AP.TP)

/\

Ty(es) Ty(es — cng)
Fo(s)  Fo(Az.z, WarTime'z)

Given that the introduction of the metavariable satisfiesttipe requirement
at that node, we can ugeompletionto move the pointer to the mother node and
Anticipationto move the pointer down to the predicate node. In this wayd&lay
the Substitutioroperation until we parse the predicate node, so the heasenbee
evidence in order to draw inferences about speaker-meamth the pointer at
the predicate node, the verb and its complement, namelg, ttwagh choices to
make’ can be parsed. For simplicity reasons, | will repredeis verbal complex
as a single predicate with formula valé@(A\t.\v. M T'C"tv) (abbreviating ‘makes
tough choices’) which takes a subject and a situation veriabhus, the structure
would look like:

(60) ?Ty(t), Se(U < s)

/\

?78c(s), Ty(es), Ty(es — t)
Fo(r, s, WarTime's)
/\
Ty(e), Fo(Z), Tyle = es — t)
73z Fo(X) Fo(AM. v.MTC'tv), ¢

Ty(es), Fo(r, s, WarTime's)
/\
Ty(cns) Ty(ens — es)
Fo(s, WarTime's) Fo(AP.TP)

/\

Ty(es) Ty(es — cns)
Fo(s)  Fo(Az.z, WarTime'z)
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The application ofCompletionmoves the pointer to the mother node and the
outstanding requirement that a value for the metavariahistroe found allows
Anticipationto move the the pointer to the subject node Ssdostitutioncan take
place. In the next structure, | will present things sligtdifferently. First, | will
omit the LINKed daughter that represents the adjunct ‘etierg there is a war’ and
present instead just the tau tefia(7, s, WarTime's) that derives from it (via the
evaluation of that LINK transition). Second, | will includiee assumptions that the
demonstration towards the White House make salient. Asargueviously, these
are propositions LINKed to the tree under development, firasiding possible
values for the pronoun. We have:

(61) Ty(t), Fo(WhiteHouse'(d) AN WorksIn'(b,d))

<}*> Fo(b),?Ty(t), Sc(U < s)

/\

?75¢(s), Ty(es), Ty(es — t)
Fo(r, s, WarTime's)

/\
Ty(e), Fo(Z), Tyle = es — 1)

?3x Fo(X), Fo(At.Av.MTC'tv)
where;
dis a logical constant picking out the demonstrated buildargl
b=¢,2,USPresident'(x)

The LINKed mother tree (whose structure was abstracted dwoay) repre-
sents two conjoined propositions. The first conjunct dessrithat the bare indi-
vidual denoted by the individual constamts a White House. We can consider
the assignment of constants to individuals in the world asremd&l modelling of
the psychological process by which visual indices (FINSAitgch to the relevant
objects (see chapter 3). In this case, the visual index resepted by the constant
d, which refers to the White House (a given object in a model).

The second conjunct in the LINK mother above says that iddizib works in
d. Now, as we have seen in the previous exposition on quanitiicahe epsilon
calculus allows names for arbitrary individuals to haveeinstructure correspond-
ing to set relations. This means thHatan regarded as an arbitrary witness that
stands fothe US PresidentAccordingly, the namé can have its content unpacked
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asFo(e, z, US President’(z))?°. The name acts as a shorthand for this more com-
plex, descriptive, representation. Now, &s(b) is required to figure somewhere
in the LINKed daughter, we have a strong candidate to replagemetavariable
encoded introduced by the pronoun.

(62) Ty(t), Fo(WhiteHouse'(d) A WorksIn'(b,d))

<}*> Fo(b),?Ty(t), Sc(U < s)
?5¢(s), Ty(es), Ty(es — t)
Fo(r, s, WarTime's)

/\
Ty(e), Ty(e = es — 1),

Fo(b), ¢ Fo(AM. v.MTC'(t,v))

This example illustrates, how the incremental view of pesteg, sketched in
chapter 3, and underwritten by the cognitive principle dévance, presented in
chapter 2, may make available conceptual representatiahpintly feed a process
of inference, thus producing assumptions that offer pragneantributions to the
development of the logical form of the utterance (i.e. itpleature). After the
Substitutioroperation takes plac&hinningandCompletiormove the pointer up to
the mother node and thé&fiminationcombines the values and types of subject and
predicate. Another step dhinningandCompletionmoves the pointer to the root
node of the LINKed daughter and the situation term can nowobebined with the
remaining structure. A finalhinningremoves th&T'y(t) requirement. The result
is:

29 The termsd andb might be argued to be iota terms as the means of expressimgitiigue-
ness, but | have opted for formulating these terms as anithdiV constant and an epsilon term.
Nothing turns on this. There are further alternative waysashing out the name contents, in par-
ticular their time dependency. | will mention only two of the First, as we shall see later, there
are reasons for assuming that nominals carry a situatiotajr@iable, so the arbitrary name would
be unpacked ag'o(e, z, US President’z, S). Although this might be a more appropriate way to
represent things, as we shall see later, this alternatixesgiesults similar to the position | have
chosen to present. Thus, | rather opt for simplicity. Setgmmhe could assume that the con-
tents of the arbitrary name capture a complex term, regultom evaluation rules; something like:
Fo(e,x,USPresident'x AN Works'z, d). The problem with this alternative is that quantifier evalu-
ation rules presuppose scope related actions triggeregonyfie linguistic material (e.g. determiner
heads). Since the representations in the LINKed motheltifesm inference and not decoding, this
alternative does not seem to be well grounded. Neverthdl&see this as an open topic, which the
study of the epsilon calculus has much to contribute to.
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(63) Ty(t), Fo(WhiteHouse'(d) A WorksIn'(b,d))

<}*> Fo(b),Ty(t),Sc(U < s), Fo(MTC'"(b, (1,8, WarTime's)))

/\

78c(s), Ty(es), Ty(es — t),
Fo(r, s, WarTime's) Fo(A.MTC'(b,v))
/\

Ty(e), Ty(e = es — 1),

Fo(b), 0 Fo(At. v.MTC'(t,v))

The only remaining issue that we must deal with is the scaggesientSc(U <
s). Itis important to observe that the narhecorresponds to a complex formula
value, namelyg, x, US President’x, which contains a bound variable. This term,
however, emerged as a result of inference rather than by dhse pf linguistic
material (nolndef(+) nor Indef(-) are processed). For this reason, the variable
does not figure in the scope statement above.

The scope statement, as it stands, remains unresolved theegeesence of the
metavariabldJ. The role of the metavariable is to allow certain terms tsoope
other quantified terms that linearly precede them. Sinceethee no other scope
taking elements in the structure, we can assume that thevamithle coincides
with the variables, thus producing the statemefit(s) *°. This statement feeds
a Scope Evaluatiomule that relates the restrictor of the term to its nucleapsc
via the appropriate logical connective. The whole formuddue is Fo(MTC’

(b, (1,8, WarTime's))). Thus the restrictor of the tau term (universal binder) is
WarTime' and the nuclear scope HTC’(b, s) (wheres marks the position oc-
cupied by the quantificational term, thus preserving thelibig relation). Since
the term is universal, the quantifier evaluation rule (setiae5.2.2 or appendix)
replaces the whole term and the variables it binds by anrarpinamea and re-
lates restrictor (antecedent) and nuclear scope (consgou the introduction of a
material implication sign. The output of the rule erasesvimeable from the scope
statement at the root nod&((s)) and decorates the root node with the final formula
value of:

Fo(WarTime'(a) — MTC'(b,a))

30This is a formulation which avoids any need of explicit regenatation of the time of the utterance
as a fixed variable introduced by the Axiom, relative to which tau term is dependent; see Cann
2011. Since | have retained the simpler form of the Axiompfeing Kempson et al 2001 and Cann
et al 2005, | adopt this scope-statement simplificatioremst
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As mentioned before, the arbitrary namasand ‘b’ themselves impose set
relations that reflect the surrounding environment. Tlaus,a shorthand for, s,
(WarTime'(s) — MTC'(b, s))] andbis a shorthand fot, z, US President’x. Al-
though substituting the simple names by their correspanidirmula values would
make the representation of the utterance content unnetgssanplex, it is impor-
tant to realise what the set relations denoted by them do.fareula above says
thatfor anyarbitrary situatiora that is a wartimea is a situation in which an arbi-
trary individualb is having tough choices to make. Note thatself denotes a set,
namely, the non-empty set of American Presidents; thus singahat whomever
making tough choices @ must also be a US president in that situation. This cap-
tures theCo-variationbetween wartimes and Presidents at those times, which the
utterance is able to convey. Since there is no other varialitee scope statement.
The formula value corresponding to the utterance contematebe unpacked fur-
ther. The parse is complete.

We can conclude that the mechanism that generates themefevanula value
successfully accounts f@o-variation Note that it does so in virtue of the ability
of episilon terms to reflect their surrounding environmemd af quantifier eval-
uation rules to insert the right connectives between remtasions denoting sets.
This account generalises to cases of donkey anaphora, Wigeaatecedent is pro-
vided explicitly in an overt utterance. Let us now move on tbeo pronominal
forms which will provide the means necessary for an explanaif theAccessibil-

ity property.

5.3.3 First person singular pronouns

Nunberg (1993) argued that basically any kind of pronouniadexical expression

(eg. ‘today’ ‘now’) can receive a descriptive interpredati According to him, these

are derived via a linguistically mandated process (chaptction 4.3.1) that in-

corporates the descriptive truth-conditional content thie proposition expressed.
Here are some of the classical examples found in the literatnd paraphrases of
their respective truth-conditions.

(64) a. Uttered by Clinton ‘The founders invested me with the sole respon-
sibility for appointing Supreme Court Justices’ (Nunbet§93, 20).
b. The founders invested the President of the USA with the esfon-
sibility for appointing Supreme Court Justices.
c. Uttered by a condemned prisonérm traditionally allowed to order
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whatever | like for my last meal’ (Nunberg, 1993, 20).
d. A/the Condemned prisoner is traditionally allowed to orddratever
he/she likes for his/her last meal.

However, in chapter 2, the only reliable test for checking #ssumption, the
scope (embedding) test, gave mixed results as regards tihevhiibe descriptive
contents associated with certain uses of the first persguisinpronoun fall within
the utterance’s explicature. This tension is exemplifieldue On the one hand,
the descriptive interpretation seems to be incorporatexdthre truth-conditions of
the conditional, but, on the other hand, the first personquardoes not generate a
descriptive truth-conditional contribution when embedildader an adverb such as
‘usually’. Consider:

(65) a. Uttered by an Artist:If the exhibition had more artists, I'd be in the
basement’ (Barrios 2011, see chapter 1 section 1.7).
b. If the exhibition had more artists, the paintings of the d@zavould
be in the basement

(66) a. ‘He pointing to St. Peter’s Basilica or Pope Benedict Yislusually
an Italian (intended reading: the pope is usually an Itdlian
b. Uttered by Benedict XVFI'm usually an Italian’ (intended reading:
the pope is usually an Italian).

Given the mixed status of the alleged descriptive integi@ns of first person per-
sonal pronouns, | follow early insights raised in chapteedtisn 1.7 and chapter
2 section 2.3.3 and propose that they should be explained) dlees that slightly
differ from their third person cousins. My main claim is thia¢ alleged descriptive
conditions above do not fall within the utterance’s exglica. | take the data in
(66) to support this. Now, let us take a closer look at how Hmesclaim applies to
the other examples.

Regarding the examples in (64), | believe that the deseapgadings allegedly
associated with the pronouns comes from the meaning of tihe he(64)a, a singu-
lar interpretation containing a mental representatioruaBdl Clinton is possible,
on a certain understanding of the verb ‘to invest’. If we té@k® be a transitive
relation, it is natural to assume that if the founders ingesértain institution (the
American State) with the power to delegate to another gt (the American
Presidency) the duty to appoint the US Supreme Court Jgstilsen the founders
would have invested Bill Clinton with that power. Note tha¢ interpretation would
be about Bill Clinton, but it also makes highly salient thatit to be true, it is nec-
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essary for Clinton be an US President. This explains thectgas/e feel’ of the
utterance. In (64)c, it has been suggested (Recanati,drsommunication), that
‘traditionally’ is not a full blown adverb of quantificatioand rather means some-
thing like ‘From some tradition it follows that.... Thude descriptive feeling of
the utterance would follow from the meaning of that exp@ssind the audience’s
considerations of the type of situations that is properlgctdibed by the relevant
tradition, that is, it follows from some tradition that, incartain type of situation
(one about prisoners), the speaker (Melvin, say) is allowkdtever he likes as a
last meal. Recanati supports this claim by observing tlaatstations of (64)c into
another languages (e.g. French, Portuguese) simply donegéyg the alleged truth-
conditions of the English counterpart (i.e. they sound nliaeethe Pope example
in (66)b). The claim is further supported by the fact thatyé replace ‘tradition-
ally’ by other adverbials, such as ‘usually’, the allegedd#otive reading is not so
accessible.

The example in (65) is one of the best cases for supportingdiee that first
person singular pronouns indeed convey descriptive irggapons, for it seems
that descriptive interpretation falls in the scope of thedibonal and hence should
be treated as pertaining to the utterance’s explicatureeder, as argued in chapter
1 section 1.7 (see the analysis of ‘I'm parked out back’) theoprocess might be
going on in this case. It could be that the predicate ‘to bééltasement’ is inter-
preted ago have one’s paintings exhibited in the basemdritus, the descriptive
interpretation could come from some form of coercion or mgtoic interpretation
of the verb (see also the discussion on Recanati’'s REF featut section 4.4.2).
The truth-conditions of (65) would be paraphrasedfabe exhibition had more
artists, I'd be an artist whose work would be in the basengentlse the predicate
could be captured by aad hocsense modulation, i.60 BE IN THE BASEMENT*).
The pronoun refers to the particular speaker of the utteranc

| conclude that first person singular pronouns do not seerarteay descriptive
interpretations as part of an utterance’s explicature ¢eapter 2, section 2.3.3 for
discussion on how a descriptive proposition can be comnatgicas an implica-
ture).

5.3.4 Second person singular pronouns

Nunberg (1993) also claimed that 2nd person singular presicanvey descriptive
interpretations. Here are some examples:

(67) a. Chess teacher giving an introductory lesson to a studentha@sgust
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played 4 N x P‘According to all the textbooks, you often get in trou-
ble with that move’ (Nunberg, 1990).

b. John, expecting a call from his mother, answers a phone at his
colleague and says©Oh, | thought you were my mother’ (Nunberg,
1993).

According to Nunberg, ‘you’ in (67)a is interpretedthge chess playesnd in (67)b
asthe person callingHowever, as in the first person singular case, the deseaipti
feel of these utterances can be explained by other meanse first case, it seems
that ‘you’ is just used impersonally and thus can be para@ttdy ‘one’. This
strategy however does not work for the second case. Anokpdareation must be
sought.

John Perry (2001) famously proposed that utterances comggdronouns com-
municatereflexivetruth-conditions in addition to other types of truth-camnzhal
content they determine in a given context. For example, didtening ‘you are hun-
gry’ to Bill communicateghat Bill is hungry(official or incremental content) and
alsothat the addressee of u is hungngflexive content). Perry claims that these
truth-conditional contents play different roles in the oitiye life of communica-
tors. The simplest way to illustrate this is to imagine catgén which the audience
lacks knowledge about who was addressed by the uttemande this case, only
the reflexive proposition is retrieved. Cases like (67)bloaexplained by a similar
approach. When the phone rings, the identity of the callemisnown, but John
assumes it is his mother. Thus, the proposal made for thirsbpesingular pro-
nouns can be extended to capture the second person caséas.faConsider a
simple deictic use, as in the utterance ‘You are tired’ sgiddhn to Bill. In DS,
deixis could be captured in terms of LINKed trees that shas#uation argument.
Consider the structure:
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(68) Ty(t), Tired (Bill)(c)

/\
Ty(es), Fo(c) Ty(es — t), FoAvTired (Bill")(v))
— T
Ty(e), Tyle —»es — )

Fo(Bill")  Fo(At.AwTired'tv)

<{*> Fo(c), Ty(t), Fo(Addresses' (Bill")(John')(c))

/\

Ty(es), Fo(c) Ty(es — t), Fo(Av.Addresses’ (Bill")(John')(v))

/\

Ty(e) Ty(e = es — 1)
Fo(John') At Av.Addresses’ (Bill)tv
/\
Ty(e) Tyle > e —es — t)

Fo(Bill")  Az.M\t.\v.Addresses’ ztv

Above, we have two tree structures LINKed by a situation notleat is, the
situationc (similar to Kaplanian context) in which Bill is tired is alsosituation
in which he is being addressed by John. This way of framingesdrallows us
to write lexical entries for pronouns that exploit conteattunformation in the right
way. Tentatively, consider the following lexical entry fgou’:

(69) Lexical actions for ‘you’

IF Ty(e)
THEN pUt Ty(e), FO(UAddressee’>7 [= X'FO(X>7 [\HJ—
ELSE abort

Second person pronouns introduce metavariables and peseithat their ref-
erents are being addressed by someone in the context.ngeaiimmatical person
in this way is very similar to the DS modelling of gender, asxample (25), where
we took the pronoun ‘he’ to introduce a metavariable andyppsse that the for-
mula that replace it must denote male entities. In effee,sémantic significance
of grammatical person, like gender, can be understood asreamts on proper val-
ues for pronominal expressions. This will play a decisive o the explanation of
Accessibility

In the formal treatment of the context above, the LINKed ddagtree provides
information about the satisfier of the presupposition. &iBdl is the addressee
in the context, the metavariable introduced by ‘you’ is ageld byFo(Bill'), as
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shown in the top tre®. In cases where the identity of the addressee is unknown,
there would be no formula value to replace the metavariéhlg,.s..r (this is a
first approximation to the presuppositional content of tt@pun, my definite take
on it will emerge shortly). Still, this temporary semantalwe could be taken as
referring to some entity that happens to be addressed inahtext. Or else we
can assume that the LINK daughter, in this case, corresporigifl (the speaker)
addresses someon&here the existential replaces the metavariable intreddxy
the pronoun. We end up with a Perry style reflexive contentisTim the example ‘I
thought you were my mother’, the speaker can be taken to conuagthat at time

t, John thought that the person who he would be addressinignattt (the caller)
would be his mothefsee Recanati 1993, ch. 16, for a precursor to this idea, also
note that much of the hard work of relating different tempsrauations, which |
am abstracting from here, would be done by the tense of the see Cann 2011).
This proposition captures the descriptive feel commueitdhe utterance. More-
over, the descriptive expression in italics can be generfayeassuming the lexical
entry needed for indexical cases. There is no need for egtreastic machinery
or pragmatic operations of transfer. First person pron@ansd be captured by a
similar lexical entry: one which introduc€so(Ug,cqkc,). However, the presuppo-
sitions suggested here may be a bit too strong. This will Beusised in the next
section and the one about tAecessibilityproperty of descriptive uses, where an
alternative way to state what pronouns presuppose will bechled.

5.3.5 Plural Pronouns

Intuitively, plurals can be used to denote groups usuallindated by a certain
conceptual representation. For example, a football player utters ‘We won?’
conveys that a certain football team won, despite the hsdesmk of knowledge
about the individual members of the team. In this case, thésage’s understand-
ing is mediated via some sort of conceptual representaHO{BALL-TEAM, Of
Fo(Football—Team'), see Sanford et al. (2008) and Filik et al. (2008) for emplric
support). Therefore, some representation of sets, capturder certain concepts,
is necessargven in the simplest cases of literal uses of plural pronoBased on
this fact, one could argue that the descriptive uses of ptuogouns are an epiphe-

31Alternatively, one could invoke richer sets of data holdaigeach node, including information
who performs and who is addressed by the speech act. In thitsBprver et al. (2010) incorporate
elements of type theory with records (TTR) into the DS frameuso certain puzzles about speech
acts by many participants can be properly solved. This aggbrdnas relevance to the discussion
here, but since much of the contextual structuring brouglityi such records can be mimicked by
LINKed structures, | will not discuss it in detail.
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nomenon of plural morphology: plurals require represéonatthat do not denote
specific individuals, but rather sets of individuals or &tdthis would capture the
descriptive feel of the utterances without the necessitafiy special semantic ma-
chinery or pragmatic transfer operation. However, in taent example, the use of
‘we’ refers to a team in the actual world that won the match twecdescriptive use
of ‘we’, below, denotes a group of American Justices whosmbegs co-vary with
non-actual worlds/situations.

(70)  Justice O’ConnorWe might have been liberals.

Based on this difference, one could resist the claim thatrgas/e uses of plural
pronouns establish interpretations that result from menality. This claim, how-

ever, does not seemto hold. There are reasons to supposgariaates ranging over
worlds/situations (which may not refer to the actual one)rawst only restricted to
verbs or predicates. Consider:

(71) Every fugitive is (now) in jail (Eng, 1986).

Here, we must interpret ‘fugitives’ with regards to a pastdisituation otherwise
we would end up with a clash: an individual cannot be a fugitimd be locked up
in jail at the same time. For this reason, some have proptsgdvery predicate
expression (including nouns) comes with a situation véeiéb.g. Elbourne 2005;
Gregoromichelaki 2006 also mentions that situation arqusehould be associ-
ated with all predicates, verbs and nouns alike: this is élason for assuming the
the representation about the US president in section 5.§Btrmontain a situation
metavariable, see footnote 29). Thus, nominals seem tukate the representa-
tions of non-actual situations or worlds that are relevantchpturing the intended
interpretation. This idea together with the fact that psitienote a group entity can
explain thedescriptivenature of many of the Nunberg cases. Appealing to a special
semantic machinery to derive the intended readings is gingtinecessary.

Let us look at how these ideas are implemented given the frankesketched
above. It must be noted that plurality itself is a very comptpic, so | will limit
myself to very basic observations. | assume that plural maggy induces the
creation of a group individual df'y(e)) whose formula value is a metavariab}e) (
ranging over sets. Group individuals have individuals (affsas constituents and
so admit certain mereological relations (see Link 1983 fougdbreaking work).
For example, an underdeterminate gr@umay have John and Mary as constituents
(Z N Mary <Z N John' < Z).
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In the O’'Connor case, ‘we’ induces a metavarialflevhich is replaced by
American — Justice'(S), whereS is a world/situation metavariable. The modal
‘might have been’ introduces a representatioabout possible worlds accessible
from the actual worlduv,. Either world representation could replace the value of
the metavariableS), and thusAmerican — Justice'(w) would denote a group of
American Justices at some possible world, whiteerican — Justice' (wy) would
denote a group of American Justices at the actual world. ;Thaedave the means
to represent that the intuitive readings associated wetutterance in (70), which
can be used by O’Connor to mean that he members of either gayupe liberals.

A question arises at this point. If, like the 2nd person slagiwe’ introduces
a group metavariable with a presupposition that the spesti@uld be part of the
group Kspeaker), then there are two possible interpretations for the puon@ne
that describes a group of Justices in the actual world tichtgdes O’Connor and an-
other that describes a group of Justices in some non-acturéd that also includes
O’Connor. Neither seem to capture a reading in which O’Comsaot part of the
group. Such reading, however, is possible. Thereforengdhiat the person feature
of ‘we’ introduces as,..k,» Presupposition is too strong. The initial assumptions
about some of the presuppositional content of pronouns beusgvised.

In order to capture the facts right, some perspectival eteésmaay be needed to
be incorporated in the proposal. Instead oféhgy.,- presupposition, | propose that
first person pronouns presuppose that the speaker (or thimkga certain perspec-
tive on a given individual in the environment (or aspect @llitg, more generally).
This is captured by specific mental predicat@sthat represent a certain perspective
that a given discourse participant has in relation to a @ilisse) entity. Perspectives
can be considered as roles in the structure of a dialogua@tive. The first person
pronoun, for example, presupposes that its semantic vahletermined from a first
person perspective: the perspective of the agent of a sertantal or speech act.
The perspectival predicakecould then be prefixed with subscripts that indicate the
specific role presupposed. In the first person case, thispisiieal by P, and the
lexical actions induced by ‘we’ look like:

(72) Lexical actions for ‘we’

IF Ty(e)
THEN put Ty(e), FO(XPI/), 73 X.Fo(X), [{]L
ELSE abort
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Presuppositions of perspective can then exploit the stredbrought up by
LINKed trees in order to be satisfied, thus determining thbtrialues for the pro-
noun’s metavariable. As in the tree-structure displayethén2nd person case, the
tree representation of ‘We might have been liberals’ canibi&Ked to another tree
representation (via the sharing of a situation term: theecdrof a discourse or nar-
rative, say) that captures the perspective of a given fyatit in the conversational
setting.

Since O’Connor has 1st-person perspectival instaisca-visthe group of Amer-
ican Justices, the presupposition of the pronoun is satisinel the formula value
Fo(American — Justice'(S)) can replace the metavariable introduced by ‘we’. As
a result the overall interpretation of O’ Connor’s utterawnt ‘We might have been
liberals’ does not need to include O’Connor in the relevaotg in case the world
of evaluation is non-actual. Note that this may also be megluby uses that are
more easily classified as literal discourse. The suppofterfootball team who
says ‘We won!" is not included in the team, but induces theesanterpretation that
would be induced in case a team player uttered the sentence.

The proposal can be extended to other pronominal forms.r8goerson plurals
might encode a similar presupposition: one that assuméstthaalue must be
determined via a second person perspective (the recididre atterance/narrative),
that is, they inducé’o(Up ), and an interpretation identical to the one above could
be induced by a speaker who addresses O’Connor with,;Yaught have been
liberals’. Finally, the perspectival element introducegiéhplays an important role
in capturing some of thAccessibilitypatterns displayed by descriptive pronouns,
which we will now turn to.

5.3.6 Extended properties:Accessibility

The only piece of data left to explain is tiecessibilityproperty of descriptive
uses. It involves anaphoric relations between pronouns efferent person fea-
tures, among other things. Roughly, explainccessibilityamounts to account-
ing for the conditions under which certain pronominal iptetations can figure
as antecedents for subsequent pronouns. More specifiabiipst all the theories
reviewed in chapter 4 failed to explain the pattern beloworiuced in chapter 1
section 1.8.

(73) a. Said by someondf the Democrats had won the last few presidential
electionsthe US Supreme Court Justicesnight have been liberals.
They would guard public interest better.
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b. Said by Supreme Court Justice O’Conndrthe Democrats had won
the last few presidential electiorvge might have been liberalsThey
[said by same spealéfhey [said by different speakg?PAVe [said
by same speakpwould guard public interest better.

The contrast is this. O’Connor cannot use the third personqarn ‘They’ to refer to
the descriptive interpretation of ‘we’, nametire US Supreme Court Justicémit
another speaker can. This is particularly puzzling bec#uise person pronouns
usually can pick up salient entities in discourse, whichrecisely what much of
the data in this thesis suggest, and also because such aicdjpikas allowed under
a different speaker. How can the proposal made here accouthiese facts?

The idea is to extend the perspectival elements introdutéuki previous sub-
section to cover these cases as well. We can assume thairth@ehson feature
presupposes that the interpretation of the pronoun musbaastablished from
a 1st or 2nd person perspective. The 3rd person featuredintes a metavari-
able with ap; presupposition; equivalent tg-,-p; (not from a first nor second
person perspectives). In the previous subsection, weidledc®’Connor’s use of
‘we’ as determining the formula valugAmerican — Justice’(w)) via the satis-
faction of the presupposition of a first person perspecinsiance. Given that
anaphoric uses are modelled via LINKed trees (see Gregohafaki 2006, ch.
8, section 2.c.2), the dependency of the subsequent uskeyf thy O’Connor on
the (American — Justice’ (w)) value would be established via the sharing of terms.
However, as third person pronouns presuppose that substitr the metavariables
they induce cannot be established via the first person nonggeerson perspective,
the anaphoric relation is blocked. Note that the anaphetfation is allowed by an-
other speaker’s use of the same expression, because thés)(speaker did not
determine the formula valugAmerican — Justice’(w)) through the first person
(i.e. her) perspective.

At this point, the following objection could be made. To sonative speakers,
a second use of ‘we’, by O’Connor, that is anaphoric on thernjgs/e interpre-
tation of the first use ‘we’, namely,American — Justice'(w)), is as degraded
as the anaphoric use of ‘they’ discussed above (Robyn Garpto.), but surely
the anaphora in this case should be allowed, since the pnom@supposes a first
person perspective and the interpretation has been ettadllihrough this perspec-
tival instance. The point is well taken. However, generalgpnatic mechanisms
also play a part in the explanation of why certain repred@ms are more acces-
sible than others. Such an anaphoric use of ‘we’ contradts avi utterance, by
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O’Connor, of ‘if the Democrats had won the last few presigdrglections,we
might have been liberals ampiarded public interest bettewhich is easier to pro-
cess, given that the coordinated VPs are contained in theegorent of the condi-
tional, facilitating an interpretation where the peoplagling public interest better
are a group of Justices (possibly not including O’Connog mon-actual situation.
Given the availability of a sentence that demands less psitg effort to achieve
the same effects, an anaphoric use of ‘we’ which depends aserigtive inter-
pretation of an antecedent use of the same expression is wdrddchoice. The
proposal sketched here successfully capture@tuessibilityproperty of descrip-
tive uses, meeting @esideratunwhich was not touched on by previous accounts.

There are other desirable features of the proposal made kerestarters, it
employs two independently motivated mechanisms of utteramerpretation. The
first of them is the structure created by LINKed tree repreg@ms, independently
motivated to capture anaphora and other linguistic phenarsich as the process-
ing of relatives and cross-over effects. Thus, we are sim@lysing an already
necessary theoretical vocabulary.

The other general mechanism of interpretation consistsaipérspectival pred-
icates that capture specific perspectival stances. Theskamisms have been re-
quired by other linguistic and mental phenomena. For examidlgginbotham
(2002) claims that linguistic competence with (indexigatpnouns enables lan-
guage users to track different perspectives. Tracking opeetives here would
explain, among other things, the informativeness of usediftédrent pronominal
forms that refer to the same individual. For example, Pet§70) considers a
speaker who sees a person whose trousers are on fire anddsshg situation by
an utterance of ‘His trousers are on fire’, but unbeknowntiiespeaker, he is look-
ing at himself in the mirror. When the speaker is in a positerealise the thought
expressed by ‘My pants are on fire’, an important perspdcsivift has occurred:
even though pronominal reference remains the same, thkespayuired a relevant
piece of information. In the framework above, this differerwould be captured in
terms of different tree structures that are LINKed to the4s&uctured representa-
tions of the utterances (which presuppose different pets@dstances according to
the pronouns used). Similarly, some linguists (Hagegé41€lements, 1975) have
been intrigued by the ability of some pronominal expressipogophors) to shift
their value according to the perspective of a narratives hias recently re-surfaced
in the literature, as counter examples to Kaplan’s (19§%ory of indexicals
(against the rigidity facts that Kripke 1972 allegedly eslssee chapter 1 section
1.3). For example, in some languages, like Amharic, a repguivalent to the
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English sentence ‘John believes | am a hero’ could induceéntieepretationJohn
believes John is a heyahat is, ‘I’ in Amharic would determine its reference with
regards to a shifted situation, one in which the agent is thgest of the report
(i.e. the believer) and not the speaker of the utterancdé8kar 2003; Anand and
Nevins 2004; for the relation between the grammatical peesal the representa-
tion of perspectives, see Sauerland 2008). Hopefully, thpgsal sketched here
could be extended to cover such shifts as well, but this temds the aims of this
thesis.

Finally, the proposal has a second explanatory advantagtrikes a fine bal-
ance between semantics and pragmatics. On the one hamaygslpragmatics with
the task of determining relevant contextual informatioor. the data discussed here,
there are two types of contextually available informatibattplays a crucial role:
information concerning the terms that provide the deseedgerms that replace the
metavariables introduced by pronouns and information eib@perspectival stance
of the conversational participants. On the other, it legrasnmar with the task to
recruit such information in order to deliver the attesteevaoying readings (via
guantifier evaluation rules) and also to describe whichesgmtations are accessi-
ble given a word use and a particular perspectival staneegpecific contextual
assumptions represented as LINKed structures).

5.4 Conclusion

In this chapter, | have discussed how the combination ofaglee theoretic prag-
matics (chapter 2), the incremental notion of processimggter 3) and the lan-
guage DU (the DS grammar framework) explains all propedfetescriptive uses

of pronouns. The proposal made here does not suffer fromhibric®omings faced

by previous proposals (chapter 4) and explains the datg g&ineral and indepen-
dently motivated mechanisms of interpretation. Let me noeg@nt some conclud-
ing remarks.

5.5 Appendix: Computational rules
Introduction

(A 2Ty(Y)., 0).)
[ Ty(V )7 <bo> Ty(X),? <h1> Ty(X > Y)., 0}, )

Prediction
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{.{Tn(n),..7 <lo> X,? <[1>Y,0}...}
{Tn(n). .7 <lo>Ty(X),? <[> Y}, {<to>Tn(n),?X,0H{<ti> Tn(n)?Y }}

Thinning
{.X,..7X,...0}
{.X,..,0}
Completion

{ATn(n)..}, {<t;> Tn(n), . Ty(X),...0}}

HTn(n), ... <bi>Ty(X),....0hL{<ti> Tnn), ... Ty(X), ... }}
wherei € {0, 1, %}

Anticipation

{Tn(n)...,0}, {<t> Tn(n),..2X }}
{Tn(n)..},{<t> Tn(n),.7X...0}}

Elimination
{<do> (Fo(a), Ty(X)),<l1> (Fo(b), Ty(X = Y))..,0}

{..{Ty(Y), Fo(b(a)),<lo> (Fola), Ty(X)),<l1> (Fo(Y),Ty(X —Y))...0}}

Star Adjunction

{{Tn(a)...,7Ty(t),0}}
HTn(a)....7Ty(t), H{<t«> Tn(a)...,3 2.Tn(x), 7Ty(e), O} }

Merge

{ND..,ND'...}

{NDUND'}
where() € ND’and ND U ND’ is compatible.

Local Star Adjunction

{Tn(n)}, . {Tn(m), <t.> Tn(n), Ty(X),0}, ...}

HTnn)},  ATn(m). <> Tn(n), Ty(X)} {<t> Tn(m), ?Ty(X), 73z . Tn(x),0}...}

Link Adjunction

{Tn(X)...,Ty(e), Fo(a)...,0}...}
{Tn(X)....Tyle), Fola)} {< L™t > Tn(X),?Ty(t),? <|*> Fo(a),0}..}

Q-Evaluation Rule
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{..{Ty(t),.., World(w[z1]), Scope(x1 < ...xn), Fo(p[vryin/xn]), ...} }
HUTy(2), .., World(w[x1]), Scope(x1 < ...vn — 1), .o, Fo(fy, zpipfomnion fan] (@) -} }

where forz occurring free inp andw[z;] = a world variabler; or w[z1] = v121¢, and the
Valuesy, . [vanin /2.] (@) fOr v € €, 7,Q and f,,[z1](z) are defined by:

fraw(9) = la/z] = dla/x], where a =ruz(y — ¢)
fewp(9) = ¥[b/x] A ¢[b/x], where b =ex(y A ¢)
faay(0) = (Plc/x])(glc/x]), where ¢ =upu((¢4)(¢))
fufe) (@) =wlaa] - ¢

Qo o p

Situation Metavariable Insertion Rule

{..Tn(n),?Ty(t), }, {<to> Tn(n), 7Ty(es), O}, {<t1> Tn(n), ?Ty(es — t)}}...
{..Tn(n),?Ty(t), 0}, {<to> Tn(n), Ty(es), Fo(S),7Sc(S), 73z Fo(x)}
{<t1>Tn(n),?Ty(es — t)}}...

Situation Adjunction Rule

{..Tn(n),7Ty(t)},{<to> Tn(n), Ty(es), Fo(S),7S¢(S), 73z Fo(x), O}
{<T1>Tn(n),Ty(es — t)}}...

2In(n), ?Ty(t)}, {<to> Tn(n), Ty(es), Fo(S),?5¢(S), 73 xFo((X) N < L > Fo(X))}
{<t1>Tn(n), ?Ty(es — t)}},{< L™t ><to> Tn(n), ?Ty(es), 23 2Fo(X), O} ...

LINK Evaluation Rule: Conditionals

{{Tn(X),Ty(t),..},{<to> Tn(X),?Ty(es), 13x.Fo(x), ...},
{< L><10>Tn(X),Ty(es)Folay),0 } }
{{T'n(X),Ty(t), Scope(U < X)...},{<To> Tn(X), 1Ty(es), ?3z.Fo(X), ?Sc(X),
Fo(apy), O}, {< L ><to> Tn(X),Ty(es)Fo(ay)--} }
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Chapter 6
Conclusion

It is now time to state the concluding remarks of this thesisst, | will summarise
the contributions it has made to the debate on identificatmsed descriptive uses
of pronouns. Then, | will anticipate a possible objectiothi® proposal sketched in
the previous chapter.

My first task, set out in chapter 1, was to extract the key mtogseof identification-
based descriptive uses of pronouns. On the one hand, thidoma&sby looking at
previous literature. Since Nunberg (1993), it seems theth uonominal uses de-
pend on the identification of an individual in the contex¢.(ia property known as
Identification Dependengyo communicate descriptive information (i.Bescrip-
tivenes¥in a way such that the conceptual representation involvedentification
provide the building blocks (in a rather indirect way) of tesscriptive interpretation
(i.e. Connectiol. On the other hand, this task was also carried out by comgari
such uses to other pronominal and non-literal interpratati In this comparison, |
have argued that descriptive uses seem to bear closer im0 cross-sentential
(donkey) anaphora and metonymy.

Like cross-sentential anaphora, descriptive uses seemvtary with other ex-
pressions in discourse (i.€o-variatior), even though such ‘antecedents’ are not
given linguistically. Like metonymy, such pronouns seenbéoinvolved in a sit-
uation where the concept most salient in discourse (E@OPTPRINT) provides a
gateway to the concept relevant for interpretatipO@TPRINFMAKER). However,
pronouns encode person features that seem to presupptzse descourse perspec-
tives, whereas metonymical uses, in virtue of exploitingdgo(e.g.‘dog’) associ-
ated with concepts (e.@@0G), are not bound by such perspectival takes. This was
used to show that descriptive uses of pronouns of a givenmgedival person can-
not provide antecedents for subsequent pronominal useferyeat person features
(i.e. Accessibility. The last two were identified as the extended propertiehef t
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data, not only because they depend on the core propertieg/daubecause they
have not been discussed extensively in the literature (inhexception of a few
authors). Moreover, the variety of different types of promieal interpretations ex-
amined in this chapter raised difficulties for a unitary agtoof such expressions.

The task of chapter 2 was to introduce principles that gotlegraudience’s use
of contextual information to figure out speaker-meaning. (Pragmatics) and ex-
amine how such principles would explain the core featurégb@tiata. Our starting
point was Gricean pragmatics. In a nutshell, a reconsbomaif a Gricean expla-
nation of descriptive pronouns treats them as non-litecatvuses, and thus would
classify them as instances of particularised conversaitiomplicatures. In order to
derive this level of content, the audience must be able tverovhat-is-said by the
speaker and engage rational principles governing comratiaitin order to derive
further levels of speaker meaning. Many difficulties for ac8an-inspired account
were raised. The most problematic ones were related todistiuctural depen-
dency between implicatures and what-is-said, given tHedify of describing how
this latter level of content looks like in the case of dedorgopronouns, and (ii)
the fact that it excluded pragmatically available constitis to figure as part of the
proposition expressed by the utterance, hence making sbthe properties of the
data (e.gCo-variation) very difficult to account for.

Relevance Theory was presented as an alternative pragapgtioach. It does
not inherit the shortcomings of the Gricean view (i.e. albove), allowing for prag-
matically derived constituents to figure in the propositexpressed by the utter-
ance. However, many of the options it allows, such as an cafplre-based account
or thead hoc conceptsonstruction account seem to be ill suited for explaining
the data in a unified manner. It seems that an account tha$ seme descriptive
cases as implicatures and some other cases as explicatsitég filata best. Thus,
the thesis has contributed positively to the debate by lmgake taboo that a lin-
guistic phenomenon must be treatther as contributing to implicit or to explicit
content. Within explicature-based possibilities, morecsfically, it seems that de-
scriptive uses result from a mere substitution of variditdecomponent encoded by
the pronoun by the appropriate descriptive representaiifiiin implicature based
accounts, the variable-like entity would be replaced byhguliar interpretation and
implicate the descriptive reading. The problem is how tocdbe the linguistic
meaning of these expressions in a way such that the submtinperation is both
licensed and explanatory; a task chapter 5 was dedicated to.

In chapter 3, we looked at arguments in the literature agdives idea that
extra-linguistic (perceptual) stimuli can provide ‘argdents’ for pronouns in sub-
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sequent discourse. These arguments motivate constraiis,as, thénaphoric
Island Constraint(Postal 1969, also known as the formal link condition) or the
Individuative-Representational ConstrainMore specifically, we examined how
mechanisms of visual processing make conceptual repeds®rd available for a
variety of cognitive tasks, including utterance compredi@m, from both concep-
tual and empirical standpoints. Against such constraihisye argued that concepts
that are indirectly available in a given visual experienar be integrated with the
encoded meaning of pronouns in virtue of the nature in whiely emerge from
earlier (possibly non-conceptual) levels of informati®®tailing such mechanisms
and how they can be seen in the light of general principlesfofimation process-
ing (such as the Cognitive Principle of Relevance) opensepossibility of seeing
dependencies on visually available representations iryssimailar to dependencies
on linguistic antecedents: another important contributimthe debate. If the avail-
ability of such antecedents is underpinned by an increrherda of processing
and by activation coming from the hypothesis about speaieaning, it seems that
developing the logical form of an utterance is an activigttivolves incrementally
as well. Ideally, one would like to see that reflected in a greatical theory.
Chapter 4 had the task of investigating accounts of ideatibio-based descrip-
tive uses proposed in the literature. These fall within twoall families: heavy-
handed semantic theories or heavy-handed pragmatic éise@@orrowing a term
from Neale 2007). The first tended to explain the data by expla set of lin-
guistic constraints on interpretation. However, they aiexplain how, in a given
context, a given interpretation is selected as the desaiptilue of the pronoun.
As they did not invoke any component of pragmatics in theplamation, these
proposals were partial at best. The latter family had diffies regarding the mech-
anisms by which identification-based descriptive intaigirens co-vary with other
expressions in discourse (e.Go-variation). Moreover, both families have diffi-
culty explaining theAccessibilityproperty of identification-based descriptive uses
of pronouns, which requires some combination of pragmadéiments as well as
grammatical ones. The various shortcomings motivate anrgltive proposals.
Building on the conclusions of previous chapters, in chapté have presented
an alternative proposal for identification-based deswegpises of pronouns. Dif-
ferently from the string-based view of grammatical proesssketched in chapter
3 and the heavy-handed semantic and pragmatic accountssiéstin chapter 4,
the data seem to require (i) a Pragmatic framework diffefem Grice and (ii)
grammar that allows pragmatically available informationrteract with encoded
information on the fly and describes the linguistic constisabn pragmatic opera-
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tions.

The demands on the pragmatic side are met by Relevance T{&meyber and
Wilson 1986/95). The demands on the grammar side are met harbig Syntax
(Kempson et al 2001, Cann et al 2005). In a nutshell, DS offelstthat model
the incremental growth of tree-representations on thesbhafsiinguistic stimuli
and contextual information. It represents context, like B a set of (LINKed)
propositions. Identification-based descriptive uses ohpuns can be explained
along the following lines. The demonstration or saliencyanfobject in the con-
text provides relevant mental representations for puipo$anterpretation; hence
explainingldentification Dependencyl hese representations can provide implicitly
available ‘antecedents’ (captured as LINKed trees) thateplace the metavariable
introduced by the pronoun, in some cases (e.g. third peiagunlar, plurals). Else,
they provide contextual assumptions that implicate sorserg#ive proposition, in
other cases (e.g. some first person singular uses). Thelaiiyl of descriptive
representations that replace the pronominal metavaradaeunts foiDescriptive-
nessand the fact that this process is one of inference accountSdonection We
have also seen how the quantifier evaluation rules for thioepsalculus unpack
the conceptual content of the utterance in a way such thaCtyeariation be-
tween identification-based descriptive interpretationd ather representations in
discourse is properly accounted for. Finally, | have arginadl grammatical person
encodes presuppositions about different discourse petrgpe. Possible clashes
between the presupposed perspective on discourse may idkmification-based
descriptive interpretations to provide the value for othernominal expressions.
This explainsAccessibility In conclusion. The combination of DS and RT is able
to explain all the properties of the data without the shartitms levelled against
other accounts.

| believe that the proposal made here carries interestingempuences for a num-
ber of topics in linguistics and philosophy of language.

First, with regards to the challenge of explaining the vasipronominal inter-
pretations reviewed in chapter 1, the proposal in chaptesraes that the different
interpretations (e.g. deictic, bound, or donkey anapheesult from substituting
the pronoun’s metavariable by representations that beevaitable in slightly dif-
ferent ways (though they would all be underpinned by the saragmatic princi-
ples and incremental take on processing). For exampletidei®es would result
from substitutions that target a mental representationhithemmediately and di-
rectly available in the perceptual environment, whereasdsrd cases of pronom-
inal binding and donkey anaphora result from substitutibias target conceptual
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representations made available in previous discoursecadimplementary distribu-
tion of bound pronouns and self anaphors (‘him’ vs ‘*himgetbuld be explained
along the same lines as the explanation ofAleeessibilityproperty: ‘self’ would
require a very local antecedent (described under LOFT {ermisle a bare pronoun
could be bound by non-local ones. The proposal thus proadesfied explanation
rooted in a underdeterministic view of encoded meaningigifatly compositional.

Secondly and in connection with the previous point, | hopadee suggested
that much of the worries raised by adeptsS&#mantic Minimalisnagainst under-
deterministic views on the proposition expressed by amaritee, namely, that it is
not fully composition and overgenerates. This is not thecass | have argued,
according to the proposal, the formula value in the root rabeléses from the for-
mula values of daughter nodes. Moreover, it includes a gegar of grammar that
blocks certain representations from being proper valuesubstitution.

Thirdly, I believe that the data itself, reviewed in chapteand the discussion
in chapter 3, offer a counter argument to the standard oothypthat sets linguis-
tic processes apart from other cognitive processes. Thaphet for a specialised
linguistic module that ‘ships off’ content to other modute=eds revision. Accord-
ing to my proposal, cognitive processing in general is agotftiriven effort-saving
endeavour: linguistic and perceptual alike. Thus, thedoyn expectations about
what an ostensive stimuli means, such as pointing to a fotpn the ground,
can make certain representations available for processitiger linguistic stimuli.
This, however, does not deny the existence between sadadystems.

Finally, | believe that data raised by descriptive pronosunggests that taking a
given linguistic phenomenon and asking whether it shoulcHptured at the explicit
or implicit level of meaning is not a very interesting questi As we have seen,
some descriptive uses contribute to the explicit level stlsiome others contribute
to the implicit level. What seems to be required by the dat@)iso specify the prin-
ciples by which pragmatic contributions are generatel{didescribe the type of
information encoded by specific lexical items, and (iii) ®sdribe the interplay of
information between (i) and (ii). On the one hand, many @afzhers of language
and formal semanticists tried to abstain themselves froesargption of pragmatic
principles because they took their inclusion into theorykimg to be a threat of
more important principles, such as compositionality arsteyaticity, or because
they took formal treatments of indexicality to be the moaeldontext dependency
in general. On the other hand, pragmatists always took thkimgs of pragmatic
principles to be quite independent from a description of meg(leaving this job to
syntacticians and semanticists) and a description of odpeesentational abilities.
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However, encoded information might be able to constraigmptically available
information in the comprehension process (as highlighyeith®Accessibilityprop-
erty). Similarly, natural constraints in vision (echoingaM and Pylyshyn) may
shape the type of representation that emerges in cognitiugse play a role in the-
ory building and anyone interested in the study of languagelsl take a description
of representational abilities (linguistic, perceptu#t, @ into consideration.
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