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Abstract

Positron emission tomography (PET) suffers from a degradation in quantitative accuracy due

to a phenomenon known as the partial volume effect (PVE). The effects are due to the lim-

ited spatial resolution of the scanner. Methods that correct for PVEs are known as partial

volume correction (PVC) techniques and are either data-driven or make use of anatomical

information from other modalities such as magnetic resonance (MR) imaging. This thesis re-

ports investigations into PVC techniques for improving the quantification of brain amyloid

PET tracers. These tracers image amyloid plaque aggregation in-vivo, which is a pathological

hallmark of Alzheimer’s disease.

An extension to existing anatomy-based PVC methods is reported. Region-based voxel-

wise (RBV) correction has been shown to reduce PVE-induced regional bias and variance

when compared to commonly applied PVC techniques. This has been proven in phantom

studies and observed in clinical data. In addition, RBV has been used to demonstrate that

white matter variability exists in two different amyloid tracers. This finding has implications

for the application of PVC in amyloid imaging and also how scans should be normalised.

Alternative reference regions were investigated in two amyloid PET tracers. The brain stem,

in combination with PVC, was found to result in the strongest agreement between tracers.

Anatomy-based PVC techniques rely on parcellations of structural images. These par-

cellations are not necessarily representative of the PET data. A further extension to RBV is

proposed which iteratively modifies the parcellations to find an optimal PVC in terms of the

observed PET data. This novel technique reduces quantification errors due to PET-MR mis-

match and has the potential to provide an additional parameter of ‘functional volume change’

in longitudinal studies.
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Chapter 1

Introduction

Emission tomography is degraded by a phenomenon known as the partial volume effect

(PVE). This effect is caused by the limited spatial resolution of the scanner and affects the

quantitative accuracy of the observed images. The spatial resolution is determined by a num-

ber of factors relating to scanner design and the nature of radiation. It is this finite resolution

that causes PVEs (see section 2.2, page 27), resulting in blurred images. PVEs change the

apparent position of activity in an image.

The degree to which a structure will suffer PVEs depends on its size. Smaller structures

tend to be more severely affected by the PVE than larger ones. Neurodegenerative diseases,

such as Alzheimer’s disease (AD), are characterised by atrophic changes, particularly in cor-

tical grey matter (GM). Atrophy causes the thinning of cortical structures, which in turn

become more susceptible to PVEs.

A diagnosis of AD is pathologically confirmed by the existence of amyloid-β plaques in

GM. Positron Emission Tomography (PET) ligands are now available that can image amyloid-

β in-vivo. These tracers have application both as diagnostic and prognostic tools. However,

GM regions are known to suffer from large PVEs due to the relatively poor spatial resolution,

typically 5 - 6mm full-width at half-maximum (FWHM). These PVEs may obscure patterns

of disease that could be important in the search for AD biomarkers.

Partial Volume Correction (PVC) techniques aim to compensate for the effects of res-

olution, thereby removing PVEs and improving quantitative accuracy. These corrections

are either data-driven or utilise additional information provided by structural imaging. Both

data-driven and anatomy-based PVC approaches have been applied to PET studies, although

PVC is not routinely applied in clinical practice. This is especially the case for amyloid PET

tracers. The PVC techniques that have been applied are well documented however they make

assumptions about regional uniformity that may not be appropriate for amyloid imaging.

The primary objective of this project was to develop and evaluate the performance of
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PVC techniques with an emphasis on the post-reconstruction correction of amyloid PET

data. To achieve this objective, it was necessary to investigate methods that can handle vari-

ability within tissue compartments as well as between tissues, while comparing their perfor-

mance against common approaches. This has led to the creation of a novel PVC method

which modifies Magnetic Resonance Imaging (MRI) region definitions and is driven by the

observed PET data.

Amyloid PET images are typically normalised using the cerebellar GM as a reference

region. The cerebellar GM is believed to be relatively free of amyloid-β deposits, even in

diseased subjects. However, the structure is bordered by white matter (WM) which exhibited

higher activity concentrations, potentially resulting in PVEs in the reference region. There-

fore a further investigation into alternative reference regions, in combination with PVC, is

reported.

The application of appropriate PVC to PET data will improve quantitative accuracy.

This, coupled with the choice of reference region, may prove to be particularly important in

longitudinal studies where functional changes can be masked by PVEs caused by structural

changes.

1.1 Structure of the thesis

The experimental work in this thesis can be divided into three parts; the investigation of

a modified PVC method compared with alternative PVC techniques using phantom data,

evaluating PET normalisation with PVC in a clinical cohort and the development of a novel

PVC technique with application in longitudinal studies.

The phenomenon of PVE in PET is discussed in chapter 2. PVC techniques used

throughout the experimental chapters of the thesis are also introduced. In addition, the

background chapter focuses on PET tracers that can image amyloid-β plaques, which are

a hallmark of AD.

Chapter 3 describes two investigations. The first evaluates the effects of PVC using phan-

tom amyloid PET data. The performance of anatomy-based and data-driven PVC methods,

including the recently suggested refinement, are compared through regional analysis. The

second investigation examines noise suppression methods for data-driven PVC approaches.

Clinical data from a multi-centre trial of a new amyloid tracer: [18F]flutemetamol is

assessed in chapter 4. The performance of a common anatomy-based PVC method is com-

pared against the new technique. The quantitative reproducibility of [18F]flutemetamol

is also assessed. In addition, a comparison between two amyloid tracers: [11C]PIB and
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[18F]flutemetamol is performed along with an investigation into alternative reference regions

for amyloid PET normalisation.

Most anatomy-based PVC techniques make an assumption of regional uniformity. The

regions defined from structural imaging modalities such as MRI do not necessarily represent

the regions in the PET distribution. Chapter 5 describes the development and evaluation of a

novel PVC technique in which the parcellation is iteratively modified in order to improve the

PVC. This modification is driven by the PET data. The technique is evaluated using phantom

data, clinical reproducibility and longitudinal data.

Finally, a summary of the findings of each chapter, along with potential areas for further

investigation, are discussed in chapter 6.
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Chapter 2

Background

This chapter provides a background to the main topics that are covered in this thesis. Section

2.1 introduces the acquisition of PET data. The issues of PVE in PET, which are central to

this thesis, are then introduced in section 2.2. Existing approaches to PVC are discussed in

section 2.3. Image processing applied to PET data is then summarised in section 2.4. An

overview of AD and associated amyloid PET tracers are given in sections 2.5 and 2.6. The

chapter concludes with a discussion in section 2.7.

2.1 PET image formation

2.1.1 Radioactive decay

PET scanners measure γ -rays that are the result of radioactive decay by positron emission.

The spatial resolution of the scanner is limited by a number of factors due to behaviour of ra-

dioactive decay. As a nucleus undergoes decay (figure 2.1), a positron is emitted. The positron

travels a distance before interacting with an electron and then annihilating. This distance is

the minimum resolution achievable in PET and is typically quoted as the mean positron range

of the nuclide. The positron range causes blurring and the extent of the blurring is dependent

on which isotope is used and the medium in the proximity of the positron emission.

The annihilation of the positron and electron produces two γ -rays, each with an energy

of 511 keV. The γ -rays are emitted at an angle of 180◦ ± 0.5◦. The uncertainty in the angle

also blurs the image. The degree of blurring due to the variation in the colinearity of the

γ -rays depends on the distance between the pair of detectors. The closer the detectors are to

the point of annihilation, the lower the error will be. The blurring is described as being due

to the non-colinearity.

PET relies on the ability to localise annihilation events. This is acheived using detectors

which typically consist of a scintillation crystal coupled to a photomultiplier tube (PMT).

Photons interact with the crystal, producing visible light, which is then converted into an
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Figure 2.1: A nucleus undergoing positron decay. Red lines indicate the paths of the γ -rays.
The dashed line represents the colinear path.

electrical signal. The detection of pairs of γ -photons allows the source of an event to be

localised along a straight line between two detectors, referred to as the line of response (LOR).

In order to completely sample an object, it is necessary for the detectors to cover 360◦. As a

result, detectors are typically arranged in a circular ring formation.

PET detectors often consist of a two dimensional (2D) array (or block) of scintillation

crystals, coupled to PMTs. A PET gantry contains multiple rings of block detectors. In the

case of 2D acquisition, events between conincident detectors, either in the same or closely

neighbouring crystal ring(s), are recorded to form a single plane. Septa made of lead or tung-

sten are used to separate rings in order that only events which occured between these crystal

rings are recorded. When perfoming three dimensional (3D) acquisition, the septa are re-

moved and events which occur between detectors lying in any combination of rings can be

recorded.

The acquired planes are often stored in sinograms. In a sinogram, LORs are are plotted as

a function of the angle of orientation against the displacement from the centre of the scanner.

The value at each point in the sinogram represents the number of events detected by the pair

of detectors which are associated with a given LOR. Each row of the sinogram is a projection

through the object at a particular angle. The set of all projections constitutes the sinogram

for a single plane. The sinograms from each plane are then reconstructed to generated a 3D

volume.

When the γ -rays are emitted, the detected γ -ray pairs may be either unscattered, scattered

or random. Unscattered (or true) γ -ray pairs are those where both γ -rays have reached the

detectors with neither having been scattered during transmission to the point of detection. If
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one or both γ -rays are scattered as they travel to the detectors, the LOR will no longer pass

through the point at which the annihilation occurred. Scattered pairs degrade image quality

as they cause an erroneous LOR to be recorded. The detection of random γ -ray pairs can

also occur when two photons from different annihilations reach the detectors at the same

time and therefore appear to be from the same event. Random events also cause an erroneous

measurement of the LOR.

Each detected pair of γ -rays is called a coincidence. PET images are formed from millions

of these events (counts). As the data is acquired, these counts are stored in sinograms (figure

2.2). Each projection represents the counts observed by pairs of detectors whose LORs are

parallel to each other. When acquiring in 2D mode, to form a 3D data set, each plane in the

axial direction is stored in a sinogram. The set of sinograms can then be used to reconstruct

a 3D volume (see section 2.1.5). Alternatively, data may be acquired in 3D, where coinci-

dences between detectors in different rings are recorded. The advantage of 3D over 2D is

that sensitivity is substantially increased. However, the amount of both scatter and random

coincidences also increases. Data acquired in 3D requires either a specific 3D reconstruction

algorithm or for the data to be rebinned for use with 2D reconstruction.
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Figure 2.2: Example of a PET sinogram from a single slice. The y-axis shows the angle of the
projection and x-axis is the distance from the centre of rotation, with r is the radius of the
scanner.

2.1.2 Attenuation

The annihilations that are of interest are those which occur within human tissue. PET relies

on the ability to detect coincident pairs of γ -rays. However, this requires both photons to
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penetrate through tissue and reach the detectors. Photons can be absorbed by tissue(s) and

other objects in the scanner field of view (FOV). This effect is known as attenuation. The

effects of attenuation can dramatically affect the quantitative accuracy of PET. Attenuation

correction (AC) is routinely applied in clinical practice and there are several approaches.

In PET, the attenuation along a LOR is independent of the depth of the annihilation.

This independence can be used to correct for attenuation in the form of a transmission scan.

The scan historically consisted of one or more external source(s) (typically 68Ge or 137Cs)

being rotated about the patient, within the FOV. These data are used to form an attenuation

map from which attenuation correction factors can be found. The correction factors are then

applied to the measured projections, producing an attenuation-corrected sinogram.

Computed Tomography (CT) is now almost exclusively utilised for AC. A CT scan gives

a quantitative measure of the attenuation coefficients of X-rays in tissue, given in Hounsfield

units (HU). The attenuation map can be derived from the CT by converting the HU to

suitable values for 511 keV. CT-based AC has advantages over rotating emission sources; it

is much faster (a few seconds compared to 15-20 minutes with sources) and has less noise

[Kinahan et al., 1998].

2.1.3 Poisson noise

Radioactive decay is a stochastic process. As a result, the number of counts observed in two

measurements will almost always be different. The number of counts is proportional to

both the acquisition time and the size of the voxels. This behaviour can be described by a

Poisson distribution. The relative noise amplitude in PET data is
p

n
n , where n is the number

of measured counts. Therefore, data acquired over a shorter time period will contain more

noise. Smaller voxel sizes result in fewer counts-per-voxel, also leading to increased noise. The

Poisson-distributed noise in the sinogram data will also affect the reconstructed volume, with

noisier projection data producing noisier reconstructions.

2.1.4 Dectectors

γ -rays are measured by the detectors of the PET scanner. A detector consists of scintillator

crystals coupled to a set of PMTs. The coupling of crystals and detectors can be config-

ured in different ways. Anger [1958] proposed that an array of PMTs be coupled to a sin-

gle crystal. This is the most common configuration in Single Photon Emission Computed

Tomography (SPECT). A block detector consisting of a 2D array of scintillator crystals, cou-

pled to PMTs [Casey and Nutt, 1986] is a common configuration in PET. The vast majority

of detectors contain PMTs although avalanche photodiodes (APDs) are beginning to be used
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in new scanners, especially in pre-clinical systems.

The size of the crystal also influences the spatial resolution of the scanner. The intrinsic

resolution of the PET scanner is related to the size of the detector. This intrinsic resolution

varies across the FOV. At the centre of the FOV the intrinsic resolution is usually assumed to

be half the detector size, whereas at the face of the detector (the edge of the FOV) the intrinsic

resolution increases to the size of the detector [Saha, 2010, p. 97].

2.1.5 Reconstruction

In order to produce a 3D image of activity, a reconstruction operation is required. Correc-

tions for attenuation, scatter and randoms are applied to the sinograms prior to reconstruc-

tion. The reconstruction is performed on the projection data contained in the sinograms. Fil-

tered Back Projection (FBP) can be used to reconstruct PET projection data. The algorithm

back-projects the activity over the LORs. When used to reconstruct PET data, streaking arte-

facts tend to occur due to the Poisson distributed noise in the data and the implicit assumption

in FBP of Gaussian noise [Schiepers, 2006, pp. 292–305].

Iterative reconstruction techniques allow the processes of image formation to be mod-

eled. Maximum Likelihood Expectation-Maximisation (MLEM) is an iterative algorithm that

updates an estimate of the reconstructed image by comparing the projections of the estimate

with the observed projection data. The ratio of the two is used to update the estimate and this

process is repeated until convergence or some stopping criterion is met. However, MLEM is

slow, with a single MLEM iteration taking roughly twice as long as an FBP reconstruction

[Schiepers, 2006, p. 295]. Hudson and Larkin [1994] proposed Ordered Subset Expectation

Maximisation (OSEM) as an approach to accelerate MLEM reconstruction. OSEM considers

a subset of the projection data at each iteration and has been shown to be computationally

more efficient compared to MLEM.

Filtering, applied either during the reconstruction (as in FBP) or post-reconstruction,

may degrade (increase) the resolution of the reconstructed images. A filter with a wide cutoff

can blur the reconstructed image, whereas a filter with a narrow cutoff may permit large

amounts of high frequency noise, resulting in visually unacceptable images. The choice of

filter depends partly on application (quantification vs. visual assessment), but different filters

will result in different reconstructed resolutions.

The studies used in this project consist of a mixture of data reconstructed using FBP and

OSEM. All phantom data were reconstructed with FBP. The clinical datasets were acquired

during multi-centre trials and were reconstructed according to the participating site’s imaging

protocol.
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2.1.6 Spatial resolution

The spatial resolution of the PET scanner is a combination of the factors described above.

The positron range, photon non-colinearity, detector size and reconstruction, all contribute

to the overall reconstructed spatial resolution. The resolution of the PET scanner (Rt ) is

given by [Cherry et al., 2003, p. 333]:

Rt =
q

R2
i +R2

p +R2
a +R2

r (2.1)

where Ri is the resolution component due to the detector size, Rp is the resolution compo-

nent due to the positron range, Ra is the resolution component due to the non-colinearity

of the photons and Rr is the resolution component due to the reconstruction. The spatial

resolution degrades the quantitative accuracy of the measured PET image. This work focuses

on the correction of PET images for PVEs, which are a phenomenon caused by the limited

spatial resolution of the scanner.

2.2 Partial volume effects

The quantitative accuracy of images in emission tomography is degraded by the limited spatial

resolution of the tomograph [Aston et al., 2002]. As discussed previously, the reconstructed

image resolution is limited by a number of factors. The mean positron range, non-colinearity

of γ -rays, detector size and reconstruction parameters, all affect the reconstructed resolution.

PET has a relatively poor resolution of between 5 and 6 mm FWHM and it is this poor spatial

resolution that causes PVEs. These figures for resolution are based on the clinical data used

in this work. Higher resolution brain imaging is reported with scanners such as the Siemens

ECAT EXCAT HR+.

The term “partial volume effect” actually refers to two effects that degrade the quanti-

tative accuracy. The first is the blurring due to resolution. The second, known as the tissue-

fraction effect, is related to the grid of voxels on which the image is sampled. The finite spatial

resolution causes a 3D blurring throughout the image. The blurring causes activity to spill-

out of and into neighbouring regions [Soret et al., 2007]. Counts are not ‘lost’, but simply

displaced from their true location due to the point-spread function (PSF) of the scanner. The

spilling-out and spilling-in of activity is not usually balanced, further complicating estimation

of the amount of PVE.

The degree to which an object is affected by PVEs also depends on its size. The max-

imum value of structures that have a spatial extent of less than 21/2 to 3 times the FWHM

will suffer from PVEs [Quarantelli et al., 2004] (see figure 2.3). When investigating neurode-
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generative dieases, these PVEs become important as apparent changes in signal can at least be

partially attributed to PVEs.
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Figure 2.3: An example of the effect of convolution with a Gaussian PSF (10.5mm FWHM).
The solid line represents the object before convolution and the dashed line represents the
object after convolution. Plot (a) shows the effect on an object of size 10mm. The object in
plot (b) is 30mm wide.

The effect of resolution can be thought of as a convolution of the true image with a 3D

PSF [Tohka and Reilhac, 2008]. The resolution within the PET FOV is spatially-varying,

that is, the size of the scanner PSF is different at distinct locations in the FOV. The PSF is

normally smallest at the centre of the scanner, increasing towards the detectors. The effects

of space variance tend to be more pronounced in the transaxial and radial vs. tangential than

the axial dimensions [Mawlawi et al., 2004]. For the purposes of PVC in PET, the PSF tends

to be approximated by an isotropic Gaussian.

The tissue-fraction effect is due to voxel size. PET images are sampled using a grid of

voxels. This sampling can result in multiple tissue types existing within a single voxel. Each

tissue type within a voxel may contribute differently to the tracer concentration. The value at

a given voxel with mixed tissue types becomes the mean activity for all types that are present.

Thus, the mean activity at the voxel does not necessarily describe the true tracer distribution

accurately.

PVC techniques have been proposed which seek to correct for PVEs due to the spatial

resolution. The tissue-fraction effect can only be accounted for with the inclusion of struc-

tural information from high resolution modalities such as CT or MRI [Aston et al., 2002]. A

selection of different proposed correction techniques are described in the following section.
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2.3 Approaches to partial volume correction

PVC approaches can either be included in the reconstruction or applied as a post-

reconstruction correction. These can then be further sub-divided into region of interest

(ROI)-based or voxel-based methods. In addition, some approaches are purely data-driven,

while others utilise information from structural imaging modalities. This section describes

PVC techniques that have been proposed for neurological applications.

2.3.1 Post-reconstruction PVC methods

2.3.1.1 Iterative deconvolution

Iterative deconvolution approaches are purely data-driven methods that correct for PVEs

caused by the spatial blurring. The Richardson-Lucy (RL) [Lucy, 1974, Richardson, 1972]

and van Cittert (VC) [van Cittert, 1931] are common deconvolution techniques. Both ap-

proaches are often used in the field of astronomy and more recently have been applied in PET

imaging [Teo et al., 2007, Tohka and Reilhac, 2006, 2008]. RL was proposed by Richardson

[1972] and independently by Lucy [1974], hence the name given to the algorithm. It uses

a Bayesian approach and assumes a Poisson noise model. A non-negativity constraint is also

required in order that a log-likelihood formulation can be derived [Tohka and Reilhac, 2008]:

`(t ) ∝
∑

x

�

f +(x)× log(t ⊗ h)(x)− (t ⊗ h)(x)
�

, (2.2)

f +(x) = max( f (x), 0).

where h is the scanner PSF, f is the observed image, and t is the true image. Expectation-

Maximisation (EM) is then used to maximise the log-likelihood with the following iterative

rule:

tk+1(x) = tk (x)
�

f +(x)

(tk ⊗ h)(x)

�

, (2.3)

t0(x) = f +(x).

where tk is the estimate of the deconvolved image at iteration k. This will converge to the

maxiumum likelihood solution.

The VC deconvolution is an iterative least squares formulation to the problem of image

restoration. Unlike the RL method, VC assumes that the noise process is Gaussian. When the

VC approach is applied to PET imaging, it tends to be the reblurred VC that is applied rather

than the classic VC. The VC technique uses a gradient decent approach to find the minimiser

of a least squares criterion. The iterative process is additive rather than multiplicative as is the
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case with RL. A full description of the VC method is given in section 3.2.1.2 (page 66).

However, as is discussed in greater detail in section 3.2 (page 65), deconvolution ap-

proaches suffer from noise amplification issues. The RL method is often prematurely termi-

nated at 10-12 iterations due to noise. This results in incomplete recovery. Noise suppression,

such as the inclusion of priors and regularisation have been applied during deconvolution

[Boussion et al., 2009, Dey et al., 2006, Nunez and Llacer, 1990, Rudin et al., 1992]. Over-

coming the noise amplification issues related to deconvolution remains a topic of research.

2.3.1.2 Meltzer’s method

Anatomical information from structural imaging can also be utilised for the purposes of PVC.

Patient-specific MRI or CT data can be registered to the emission data (or vice versa). Knowl-

edge of the anatomy, such as the the location of different structures, can then be used to

correct for PVEs. Videen et al. [1988] proposed a method for correcting a single target re-

gion, based on anatomical data. The approach corrects cerebral tissue for the effects of the

‘non-brain’ region. It is assumed that the non-brain region contains no activity. The correc-

tion is performed by convolving a binary mask of the cerebral tissue with the scanner PSF in

order to calculate the correction factors at each voxel. The observed PET image is then di-

vided by the correction factors on a voxel-by-voxel basis. This results in PVC of the cerebral

tissue only. The observed image is thought of as the union of two compartments, convolved

with a PSF:

fO (x) = [ fGM+W M (x)+ fNB (x)]⊗ h(x), (2.4)

where fO is the observed image, fGM+W M is uptake in the cerebral tissue, fNB is the non-brain

compartment and h is the PSF of the scanner. A binary map of the tissues is created:

p(x) =







1, if x is brain tissue

0, otherwise.
(2.5)

The amount of uptake in the non-brain compartment is assumed to be zero, so the equation

becomes:

fO (x) = [ fGM+W M (x)p(x)]⊗ h(x). (2.6)

The technique assumes that tissue concentration consists of small fluctuations about a larger

mean value [Meltzer et al., 1999], allowing the approximation:

fO (x)≈ fGM+W M (x)[p(x)⊗ h(x)], (2.7)
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The uptake values can then be found by rearranging equation 2.7 into the form:

fGM+W M (x)≈
fO (x)

p(x)⊗ h(x)
. (2.8)

The implementation reported by Videen et al. [1988] operated in 2D. Meltzer et al. [1990]

applied this approach in 3D and it has become known as Meltzer’s method, although it is

mathematically equivalent to that of Videen et al. [1988]. The drawback of this method is

that PVEs between GM and WM regions are not taken into account.

2.3.1.3 Müller-Gärtner

Meltzer’s method was extended to a three compartment model by Müller-Gärtner et al.

[1992]. The approach uses a registered MRI image that is segmented into GM, WM and

cerebro-spinal fluid (CSF). A single target region is corrected, typically the GM. The tech-

nique is performed by scaling the ‘background’ regions (WM and CSF) to an estimate of their

mean values, convolving thems with the PSF and subtracting them from the observed PET

image. This produces the recovery coefficients and the GM voxels are corrected using the

same step as Meltzer’s method. The approach is known as the Müller-Gärtner (MG) method.

The three compartment correction is given by the equation:

fGM (x) =
fO (x)− [CW M pW M (x)]⊗ h(x)− [CC SF pC SF (x)]⊗ h(x)

pGM (x)⊗ h(x)
. (2.9)

where fO is the observed image, fGM is uptake in the grey matter, pGM , pW M and pC SF are

masks (where p(x) ∈ [0,1]) of the GM, WM and CSF space, CW M is the estimated WM mean

value, CC SF is the estimated CSF mean value (usually assumed to be zero) and h is the PSF of

the scanner. The masks pGM , pW M and pC SF are typically defined as binary masks, although

it is be possible to use probabilstic masks which could account for PVEs in the MRI data.

When using probablistic masks each voxel must sum to less than or equal to 1 over the set of

masks. CW M is typically estimated from an eroded WM region thought to be relatively free

of PVEs, such as the centrum semiovale. It is necessary to erode the WM to ensure that the

CW M is estimate is not biased due to spill-over from other regions.

The MG correction produces a voxel-wise correction in GM voxels only. The images

can be difficult to interpret as it consists of the cortical ribbon, which is at most a few voxels

thick. For visual assessment, MG-corrected images are somtimes overlaid onto the registered

MRI data to provide the viewer with familiar anatomical references. Alternatively, a ‘false’

WM region can be added to the image, by applying the CW M value at every voxel in the pW M
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mask.

2.3.1.4 Geometric Transfer Matrix

Rousset et al. [1998a] proposed an MRI-based method that performs a volume-based cor-

rection which can correct for multiple regions. The Geometric Transfer Matrix (GTM)

technique requires that the MRI is parcellated (see section 2.4.2, page 41) into a set of non-

overlapping ROIs. Each ROI is assumed to contain uniform activity which can be described

accurately by the mean value within it. The mean value of each region is found and held in

a vector t of length N , where N is the number of ROIs. The fractional contribution of each

region to its neighbours is then calculated. This is performed in the following way: first the

binary mask of region pi is convolved with the scanner PSF ( p ′i = pi ⊗ h). The contribution

of pi into p j is calculated by summing the voxel values in p ′i belonging to the masked region

p j . The sum is then divided by the total number of voxels in p j to give the fractional con-

tribution ωi , j . The contributions are held as an N ×N matrix G, known as the Geometric

Transfer Matrix (GTM):

G =













ω1,1 ω1,2 · · · ω1,N
...

...
. . .

...

ωN ,1 ωN ,2 · · · ωN ,N













(2.10)

Each row (and each column) of the GTM should always sum to 1 in order to account for all

activity from a given region. Each element on the diagonal represents the spill-out of each

region, with each element being less than 1. Thus, the regional activity in the observed image

can be described by:













t1
...

tN













=













ω1,1 ω1,2 · · · ω1,N
...

...
. . .

...

ωN ,1 ωN ,2 · · · ωN ,N

























T1
...

TN













(2.11)

where T is the vector of true mean values. The true regional mean values are then found by

calculating:

T=G−1t. (2.12)

The GTM does not however produce an image and therefore is only useful when analysis

focuses on regional mean values. The MG is arguably easier to implement as it is performed

on a three-class segmentation rather than a more detailed parcellation required for GTM. Re-

gional uniformity is an assumption made by the GTM. Therefore, regions should be defined
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in such a way that this assumption can be considered appropriate. For example, different tis-

sues are contained in separate regions. As the GTM can correct for regional spill-over rather

than just between-tissue PVEs, including more regions in the GTM (ignoring registration and

segmentation errors) should improve the accuracy of the correction.

In theory, each voxel could be considered as a region. The result of performing the GTM

would produce the exact solution to the problem. This solution would be a PV-corrected

image. However, as the GTM is of size N ×N , the matrix is too large to invert and would

be ill-conditioned. Segobin et al. [2010] proposed a method that uses GTM as part of a RL

deconvolution and reported that the matrix became ill-conditioned when too many regions

were included.

The GTM, as originally described by Rousset et al. does not account for the spatial

variation in scanner resolution. Du et al. [2005] proposed the perturbated GTM in order to

apply the correction to SPECT data using OSEM. This was performed by adding small per-

tubations to the ROIs and then projecting and reconstructing both the original and perturbed

image, while accounting for the spatial resolution. The difference of the reconstructed images

will represent the desired distribution.

2.3.1.5 Modified Müller-Gärtner

A variation on the MG method has been proposed by Rousset et al. [1998b] which performs

the calculation of the WM mean value using an alternative approach. First a GTM correction

is performed on a set of regions. The set will normally consists of 3≤N �M regions, where

N is the number of regions and M is the total number of voxels. The value found for the

WM region is used as the mean value for the WM compartment during a MG correction.

This correction method is known as the modified Müller-Gärtner (mMG) [Quarantelli et al.,

2004] due to the alternative way the WM value is found. Note that while the GTM can

correct for multiple regions, the mean values are unused when performing the voxel-based

correction.

2.3.1.6 Multi-target correction

MG (and mMG) performs a voxel-based correction, but is unable to correct for multiple

regions. Whereas, GTM corrects for multiple regions, although cannot generate an im-

age. Erlandsson et al. [2006] reported a hybrid PVC technique referred to as Multi-target

correction (MTC). The method first calculates PV-corrected regional mean values using the

GTM approach. These mean values are then used to perform a voxel-based correction for
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multiple regions. The voxel-based correction step is given by the following equation:

fC (x)≈
N
∑

j=1

p j (x)

fO (x)−
∑

i 6= j

Ti pi (x)⊗ h(x)

p j (x)⊗ h(x)
. (2.13)

where fC is the corrected image, fO is the observed image, pi and p j are the masks of regions

i and j respectively, Ti is the PV-corrected mean value of region i calculated by equation 2.12

and h is the scanner PSF.

As MTC uses the GTM to obtain the mean values, the assumption of regional uniformity

is still made. Like the GTM, MTC requires parcellated MRI data and the parcellation should

reasonably satisfy the assumption of uniformity. However, the key difference is that MTC

produces an image. The results of MTC can be analysed in the image domain, providing the

ability to calculate image statistics that would otherwise by unavailable when performing the

GTM alone. A more general extension of this method is described in chapter 3.

2.3.1.7 Wavelet-based correction

An anatomy-based PVC technique that uses wavelets was originally proposed by Boussion

et al. [2006]. The method uses a wavelet transform to perform multi-resolution analysis. This

involves the incorporation of high-resolution anatomical information into the lower resolu-

tion PET image. The original proposal operated in 2D, although this was extended to 3D [Le

Pogam et al., 2008] in order to account for the 3D nature of PVEs. When there is a correla-

tion between the anatomical image and the structural image, the regions will be PV-corrected.

However, in situations where there is no correlation, for example, a defect that cannot be seen

on MRI but can with PET, the new method will not introduce artefacts, although at the same

time PVC will not occur either. This would result in an image where some regions may be

PV-corrected, while others may not be.

The wavelet method has been further modified to incorporate an atlas [Shidahara et al.,

2009] to segment the anatomy. The results suggest that the introduction of the atlas improved

quantification. The issue of a lack of correlation between modalities has not been addressed

and in the situation where structural information is not reflected in the functional data, the

authors state that artefacts will occur in the recovered image. They suggest however that this

situation is unlikely in brain imaging.

2.3.2 Reconstruction-based PVC methods

An alternative approach to PVC is to perform the correction inside the reconstruction as

opposed to a post-reconstruction step. This can be advantageous when modeling scanner
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resolution as this can be more complicated in the image domain. In addition, the noise in

the projection domain is known to be Poisson distributed. This is not the case in the image

domain. The remainder of this section describes some approaches to reconstruction-based

PVC.

2.3.2.1 Resolution recovery

Resolution Recovery (RR) is the process of including knowledge of the scanner response

function into the system matrix used for reconstruction [Comtat et al., 2008, Reader et al.,

1998]. It is possible to model the complete image acquisition process during the reconstruc-

tion and to include corrections for image degradation caused by effects such as: resolution

[De Bernardi et al., 2007], scatter, attenuation and patient motion [Carson et al., 2003]. Cor-

rection for the PSF can be achieved by modifying the projector. The forward projection is

computed and then the projections are convolved with the scanner PSF which is typically

approximated by a Gaussian.

Comtat et al. [2008]modelled the PSF as a space-invariant Gaussian. The results demon-

strated that modeling the resolution reduced the convergence rate of OSEM and increases

activity in small structures. The authors also stated that over-estimation of the PSF induces

Gibbs artefacts and that an under-estimated PSF is preferable. While incorporating knowl-

edge of the PSF into the reconstruction should eliminate PVEs, RR does not achieve perfect

recovery [Reader et al., 2003].

2.3.2.2 Anatomical priors

Anatomical priors have been included in the reconstruction in order to suppress noise.

Smoothing priors are commonly applied during iterative reconstruction for this purpose.

These have the effect of reducing the variance of voxels in a neighbourhood. Segmented (or

parcellated) anatomical data can be used to increase or decrease the smoothness constraint,

based on the location of voxels with respect to anatomical regions. A typical approach is to

relax the smoothness constraint near the borders of regions, while smoothing more through-

out the interior. These approaches often lead to pleasing qualitative results.

Bowsher et al. [1996] proposed a method for reconstructing emission data while also

segmenting it, using anatomical a priori information. This was achieved by using a Bayesian

approach where prior probabilities were modified depending on whether a particular segmen-

tation of a region was within boundaries observed in the anatomical segmentation. While this

method requires MRI segmentation, Bowsher et al. [2004] presented an algorithm that was

driven by the MRI intensity alone. The Bowsher prior encourages a larger degree of smooth-

ing in neighbourhoods of voxels where the MRI intensities are similar, evaluating a clique
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of MRI voxels when determining the smoothing constraint. The prior can produce visually

impressive images. However, little evaluation of the quantitative accuracy, or whether the

assumption that PET (or SPECT) activity relates to MRI intensities, has been carried out.

Bataille et al. [2007] applied a prior based on anatomical brain regions that were blurred

to compenstate for PVEs. This approach was originally proposed for whole-body recon-

struction [Comtat et al., 2002]. The technique was shown to perform similarly to the (post-

reconstruction) GTM method. The blurring of the labels was also shown to reduce the effects

of PET-MR mis-registration. The application of anatomical priors remains the focus of much

research, as the results of the reconstructions can be very non-linear, potentially affecting

quantitative accuracy. In addition, the reconstructed data often have spatially variant resolu-

tion, making the application of post-reconstruction PVC non-trivial.

2.3.2.3 PVC in the projection domain

A novel approach to PVC in SPECT was proposed by Erlandsson and Hutton [2010]. PVC

was performed in the projection domain, using anatomical information. The authors per-

form PVC using an ‘iterative’ FBP, which was later modified for OSEM reconstruction [Er-

landsson et al., 2011]. The algorithm calculates regional mean values based on the region

definitions of parcellated MRI data. A PVC step similar to that of Yang et al. [1996] is per-

formed in the projection space. The mean calculation, followed by PVC step is iterated until

convergence. This corrected projection data is then used within the reconstruction.

By applying the correction to the projections, the spatially-varying resolution in SPECT

can be accounted for. The OSEM version (OSEM-PVC) was compared to OSEM with RR.

Both were found to significantly improve contrast compared to standard OSEM. OSEM-PVC

was reported to have lower regional variability than with RR, due to the superior structural

definition provided by the anatomical data.

2.4 Image processing

Image processing is often a necessary pre-processing step in medical analysis. This may be

performed for the purposes of analysis or in order to apply corrections to an image. The

term image processing refers to a broad field of research, however this section focuses on the

topics of image registration and brain parcellation, as these are necessary to be able to perform

the PVC techniques described in this thesis.

2.4.1 Registration

Image registration is the process of geometrically aligning two or more images of the same

object measured at different times and/or using different instruments [Maintz and Viergever,
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1998, Zitova, 2003]. In terms of medical imaging, registration is applied to combine data

sources in order to improve the available information about a patient. Medical image reg-

istration is either intra-modality or inter-modality. Examples where intra-modality registra-

tion is necessary are: the alignment of dynamic PET frames to account for patient motion

[Andersson and Thurfjell, 1997], the comparison of pre- and post-operative images [Ferrant

et al., 2002] and monitoring disease progression [Scahill and Fox, 2007, Villemagne and Rowe,

2010].

Inter-modality registration is the task of aligning images from different imaging modali-

ties, for example PET and CT or PET and MRI. This may be performed for the purposes of

correcting one modality using the information of the other, such as CT-based AC [Kinahan

et al., 1998] or MRI-based PVC [Rousset et al., 2007] in emission tomography. Registration

can also be used to assess functional images in terms of their anatomy, improving the inter-

pretation of the functional data. This interpretation may either be visual, such as image fused

PET-CT or provide quantitative measures such as functional tumour volume in radiotherapy

planning.

The parameters that align one image to another by image registration is called a transfor-

mation. There are three types of transformation that are commonly applied in medical image

analysis: rigid, affine and non-rigid. The appropriate type of transformation to use depends

on what is being registered. Each transformation is briefly described below:

2.4.1.1 Rigid transformation

A rigid transformation allows the target image (the one being transformed) to be rotated and

translated only. This can be described using homogeneous coordinates [Foley et al., 1996,

Maintz and Viergever, 1998]:
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where x,y and z represent the 3D coordinates of the point to be transformed, tx , ty and tz

represent the translation to be applied each axis, Rx , Ry and Rz are rotation matrices around

the x-,y- and z-axis respectively and α, β and γ are the angles of rotation about the x-,y- and

z-axis respectively.

A rigid transformation is appropriate for applications where images of the same subject

are co-registered together, such as PET-PET frame registration.

2.4.1.2 Affine transformation

An affine transformation permits rotation and translation of the target image as in the rigid

case, but additionally the image may be scaled and/or sheared. Scaling is applied to a point in

the following way:
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where sx , sy and sz are the scaling factors to be applied in the x,y and z directions. Shearing

is typically applied when the some distortion is known to exist in one of the images, for

example geometric distortion in MRI images due to non-linear gradient fields [Caramanos

et al., 2010]. In matrix form, shearing can be applied in the following way:
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where kxy is the shear due to x along the y direction and kx z is the shear due to x along the z

direction, and so forth.

In the case of brain imaging, affine transformations can be used to perform inter-

modality registrations, such as PET to MR. It should be noted however that re-sampling

the target image to the same voxel dimensions as the reference image, and then performing a

rigid registration, will often suffice, assuming there is no distortion.
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2.4.1.3 Non-rigid transformation

Both rigid and affine transformations are global as they are applied to the complete image

space. A non-rigid (also referred to as elastic) transformation allows local warping of the tar-

get image in order to align it with the reference. Non-rigid transforms are non-linear and

therefore cannot be represented by a matrix. There are several ways that non-rigid trans-

formations have been parameterised, including B-splines [Modat et al., 2010, Rueckert et al.,

2006], statistical shape models [Cootes et al., 2004], and discrete cosine transformations [Ash-

burner and Friston, 1999]. The result of a non-rigid transformation is that the target image is

deformed to align with the reference image, while (normally) preserving topology. An exam-

ple use of non-rigid transformations is to warp subject images to a common template space

for the purposes of inter-subject comparison. For a review of the most widely used non-rigid

registration algorithms see Klein et al. [2009].

2.4.1.4 Optimisation schemes and cost functions

In order to accurately register two images, the parameters of the transformation, whether

rigid, affine or non-rigid, have to be determined. An optimisation scheme is required to

search for the parameters. These schemes typically operate on the result of a metric (or cost

function) based on the similarity of the transformed target image and the reference image.

Common optimisation techniques such as Powell [Powell, 1964] or Simplex [Dantzig, 1998]

can be applied to find these parameters. Often multi-resolution pyramids and/or multi-scale

methods are used in conjunction with an optimiser to reduce the search space and therefore

speed up convergence, while avoiding local minima [Maintz and Viergever, 1998].

The choice of cost function depends upon application. For intra-modality registration,

the sum of squared differences (SSD) or cross-correlation are often used [Zitova, 2003]. Both

these methods assume that the intensities in the target and reference images are in some way

correlated to one another. This assumption is not valid for inter-modality registration. For

example, the measured activity in a PET image may bear no relation to the MRI intensity

values. In this instance, cost functions based on statistical dependencies in the two images are

often applied. Mutual Information (MI), Normalised Mutual Information (NMI) and Cross-

correlation (CC) are commonly used for PET-MR and PET-CT registrations [Studholme

et al., 1999, Viola and Wells III, 1997].

2.4.1.5 Registration software used in this work

All PET-MR registrations in the work were performed using the software package Nifty Reg

(University College London, UK) [Modat et al., 2010]. The software is open source and
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can be downloaded from: http://sourceforge.net/projects/niftyreg/. The package

includes the applications reg_aladin and reg_f3d.

reg_aladin performs rigid and/or affine registrations using the intensity-based block

matching technique of Ourselin et al. [2001]. The algorithm has two stages. First, a displace-

ment field is computed by matching blocks between the target and reference image. The block

matching stage uses normalised CC to match corresponding blocks, given by the following

equation:

NCC(x, y) =
1

n− 1

∑

x

∑

y

(I (x, y)− Ī )(J (x, y)− J̄ )

σIσJ
(2.17)

where I (x, y) is a block in the target image, J (x, y) is a block in the reference image, Ī and

J̄ are the means and σI and σJ are the standard deviation (SD) of target and reference block

respectively.

Second, a trimmed least squares (TLS) regression is used to find the transformation that

provides the best fit to the displacement field. This process of block matching, followed by

TLS regression is then iterated until convergence. In addition, a multi-resolution approach

is also applied. The registration is first performed on down-sampled images that have been

Gaussian smoothed. The degree of smoothing is reduced as the algorithm iterates until the

final registration is performed using the original image resolution. For a full description of

the algorithm, see Ourselin et al. [2001, 2002].

reg_f3d is an accelerated version of the non-rigid B-spline registration technique pro-

posed by Rueckert et al. [2006]. Non-rigid registration (NRR) is not used during the pro-

cessing or analysis of data in this work, although a description of the algorithm is given for

completeness. An alternative method of analysis could have been applied using NRR to a

place subject scans in a common template space. However, this was not applied as the key

aim of this work is improving individual subject quantification rather than group analyses or

classification tasks.

The algorithm operates by moving a lattice of control points defined over the target

image. Displacing control points changes the mapping between the target image and the

reference image. The deformation field is represented as cubic B-splines [Rueckert et al.,

2006]. A cost function comprised of NMI and a penalty term, the bending energy, is used to

evaluate the accuracy of the mapping [Modat et al., 2010].
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The MI between two images I and J is calculated by [Zitova, 2003]:

M I (I , J ) = H (J )−H (J |I ) (2.18)

= H (I )+H (J )−H (I , J )

= H (I , J )−H (I |J )−H (J |I )

where H (I ) and H (J ) are the marginal entropies of I and J respectively. The marginal entropy

can be thought of as the uncertainty associated with a given image. H (I |J ) and H (J |I ) are the

conditional entropy, that is, a measure of what J does not explain about I , and what I does

not explain about J , respectively. H (I , J ) is then the joint entropy, or the uncertainty of both

I and J . NMI can then be defined as:

NMI=
H (I )+H (J )

H (I , J )
(2.19)

A higher NMI value implies that there is a greater degree of shared information between the

two variables. A conjugate gradient ascent optimisation scheme is applied to find the optimal

mapping between the target and reference. When the scheme has converged, the result is a

non-linear registration of the target to the reference image.

2.4.2 Anatomical parcellation

The anatomy-based PVC techniques described in this chapter require structural information

derived from MRI data. Parcellation is the process of dividing an image into a set of relevent

labels that describe the image in some way. In this context, the term ‘parcellation’ is used to

refer to the division of the brain into a set of anatomical labels, including the sub-division of

GM into multiple regions. Whereas, ‘segmentation’ refers to the labelling of GM, WM and

CSF as distinct regions only.

Parcellation of the MRI is a necessary step for the purposes of both PVC and analysis.

Manual parcellation is time-consuming, can suffer from intra- and inter-observer variability

and can result in parcellations that are more consistent in one axis than the others [Fischl

et al., 2002]. Parcellation can be achieved by registering the subject MRI to an atlas. Typi-

cally, an atlas consists of a structural image (usually MRI) and an associated (template) image

of anatomical labels, both in the same coordinate system. Registration to the atlas space is

normally performed between the subject scan and the structural image of the atlas. When

scans from different modalities exist for the same subject, they are usually co-registered to

each other before a single subject to atlas registration is performed. The registration is then
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propagated to the images of the other modalities. Figure 2.4 depicts how a PET image could

be analysed in a template space using rigid registration and NRR.

MR

Rigid reg.
PET to MR

PET TR(PET)

NRR
MR to AtlasAtlas MR

TN (MR) Propagate
NRR

TN (TR(PET))

PET analysisApply labelsAtlas labels

Figure 2.4: An example of how a subject PET image could be analysed in a template space
through MR-MR registration.

The atlas may either be based on the manual parcellation of an individual [Talairach

and Tournoux, 1988] or a probabilistic atlas derived from the anatomy of many subjects

[Evans et al., 1993, Mazziotta et al., 1995]. The advantage of individual atlases such as the

Talairach-Tournoux is that detailed anatomical labeling can be applied. However, anatomical

variability of subjects, particularly in those with some neurological abnormality [Thompson

et al., 1997], will result in parcellation errors. Whereas probabilistic atlases, being the product

of multiple subjects, reflect the most common features of the population, while losing the

finer anatomical detail.

More recently, multi-atlas approaches have been proposed for brain parcellation [Aljabar

et al., 2009, Fischl et al., 2002, Klein et al., 2005]. Voxels are classified depending on the labels

of multiple atlas images. The aim of this approach is to maintain the anatomical detail in the

individual atlas image, while reducing errors due to anatomical variability.

Klein et al. [2005] proposed an algorithm called Mindboggle which parcellates a MRI
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image according to the labels of (up to) 19 individual atlases. The voxels are classified by a

majority vote system, selecting a label at random when votes are tied. The authors reported

that the accuracy of parcellation significantly improved when multiple atlases were used.

Another multi-atlas approach was proposed by Aljabar et al. [2009] (see also Heckemann

et al. [2010]). A database of 275 manually segmented brains was created. The parcellation

of a new image was performed by first registering the MRI to the atlas space. The most

‘similar’ images from the database were then used to classify the voxels of the new image.

Two similarity measures were investigated by Aljabar et al. [2009]: an image-based metric

and age.

The image-based similarity measure used NMI. While NMI is often used for inter-

modality registrations, the authors felt that NMI is appropriate for comparing MRI images

from different subjects as contrast and intensity would vary across the cohort. 20 of the 275

atlases with the highest NMI values were used for the subsequent parcellation of the MRI

image. The accuracy of the parcellation when using atlases based on NMI was found to be

significantly better than random selection.

Selection based on age was also investigated. 20 of 224 atlases (age was unavailable for

51 subjects) with the closest age to that of the subject undergoing parcellation, were chosen.

Performance was similar to that of the image-based selection, although slightly inferior. The

authors report that the largest improvements in parcellation, when using age selection, were

seen in older subjects. This may be due to atrophy effects altering the appearance of the

imaging data.

2.4.2.1 FreeSurfer

The PVC techniques described in this work require parcellated MRI data. The data are also

required to perform regional analysis of the PET data. The FreeSurfer (FS) package (Martinos

Center for Biomedical Imaging, Harvard, MA, USA) [Fischl et al., 2002, 2004] is a suite of

automated software tools for analysing and visualising MRI data. FS is currently considered

state-of-the-art in terms of automated cortical parcellation [Desikan et al., 2006]. Although

FS is used throughout this work, it should be noted that the PVC methods described do not

rely on any one particular parcellation algorithm. As FS is used in all of the subsequent

experimental chapters, a brief description of the parcellation process is given below:

Pre-processing: First an affine registration is applied to place the MRI in Talairach space.

Initial volume labels are then assigned. An intensity correction is applied to the registered

MRI. A NRR between the intensity corrected image and Talairach atlas is then performed.
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Parcellation: The parcellation labels are modeled by a first order anisotropic non-stationary

Markov Random Field (MRF), created from manually segmented images. Information about

the spatial relationship between labels can be expressed as a function of their location in

addition to their local anisotrophy [Fischl et al., 2004]. The parcellation procedure operates

on both a probabilistic atlas defined by the MRF, which is independent of the subject, and

intensity values measured from the registered subject MRI.

At each point, the probability of a given label is calculated as the probability of that class

occurring in the atlas, multiplied by the likelihood of observing the measured MRI intensity

in that class. An initial segmentation is computed by assigning every point to the class with

the highest probability. A neighbourhood function is then calculated using the segmentation,

which re-estimates the probability for each point depending on the classification of neigh-

bouring points. The segmentation is recomputed using the new set of probabilities. This

process is repeated until the segmentation can no longer change. The complete derivation of

this process is given in Fischl et al. [2004].

The registration process performed on the subject MRI is invertible, therefore the par-

cellation can be propagated back to the original subject MRI space. The result is a detailed,

subject-specific parcellation. There are several hundred labeled regions in the parcellated im-

age. These are combined into a set of larger regions for the purposes of PVC and analysis.

The parcellation itself takes approximately 30 minutes, although it should be noted that the

complete FS processing pipeline takes roughly 24 hours (Intel Q8300 2.5 GHz, 4GB RAM)

per subject.

2.5 Alzheimer’s disease

2.5.1 Overview

AD is the most common form of dementia, characterised by progressive cognitive and func-

tional impairment, ultimately resulting in death. As the average age of the global population

increases, the prevalence of dementia is expected to continue rising, with an estimated 81 mil-

lion sufferers by 2040 [Sloane et al., 2002]. Early detection of AD, before clinical features

are apparent, is highly desirable. A patient with a reduction in cognitive ability, but not yet

meeting the criteria for AD, is often described as having Mild Cognitive Impairment (MCI).

This MCI state is believed by some to be the pre-clinical stage of AD. This has yet to be

conclusively proved, however, a large proportion of MCI subjects convert to AD within one

year [Drzezga et al., 2003], making the MCI population particularly interesting. The ability

to identify pre-clinical AD, also referred to as the prodromal phase [Jagust, 2008], is highly



2.5. Alzheimer’s disease 45

desirable from both a patient management perspective and for clinical trials assessing the effi-

cacy of disease modifying drugs such as anti-amyloid therapies [Aisen, 2002].

Definitive diagnosis of AD can currently only be made with the histopathologically con-

firmed presence of amyloid-β plaques and neurofibrillary tangles (NFTs). For neuroimaging

clinical trials, probable AD patients are typically screened by a neuropsychological battery.

The Mini Mental State Examination (MMSE) is often performed to give a measure of cog-

nitive function. In addition, the Clinical Dementia Rating (CDR) assessment can quantify

dementia severity. However, there are difficulties distinguishing pre-clinical AD from normal

ageing using neuropyschological testing alone. Thus, the imaging modalities of MRI, func-

tional Magnetic Resonance Imaging (fMRI) and emission tomography are being investigated

as potential solutions.

The ability to diagnose AD in vivo using non-invasive imaging modalities is currently

the focus of much research. MRI investigations have centered on cerebral atrophy. Analysis

of CSF changes has been shown to be potential biomarker [Shaw et al., 2009]. Volumetric

measurement of specific brain structures implicated in AD pathology, such as the hippocam-

pus and entorhinal cortex [Barnes et al., 2004, Fox and Schott, 2004, Frisoni et al., 1999, Jack,

1997, Juottonen et al., 1998, van de Pol et al., 2007], can discriminate between AD patients

and normal controls. Volumetric information has also been used to identify patterns of atro-

phy in MCI subjects that predict conversion to probable AD [McEvoy et al., 2009].

PET and SPECT have also been investigated for potential AD biomarkers. One of

the most extensively studied PET tracers is [18F]FDG [Foster et al., 2008, Ishii et al., 2001,

Mosconi et al., 2007, Yakushev et al., 2009]. A [18F]FDG biomarker is highly desirable be-

cause it is the most widely available PET ligand. Tracers that can image amyloid-β plaque

aggregation in vivo are also now available.

2.5.2 Atrophy in AD

Cortical atrophy is a feature of normal ageing [Fox and Schott, 2004]. GM and WM losses

have been found to correlate with age [Resnick et al., 2003]. Resnick et al. found atrophy rates

of 2.4± 0.4 and 3.1± 0.4 c m3 per year for GM and WM volumes, respectively. However, AD

patients are known to exhibit increased global rates of atrophy when compared to healthy

control (HC) subjects [Thompson et al., 2003]. Atrophic changes associated with AD are

believed to occur early [Frisoni et al., 1999] and before clinical features are present. MRI

studies have shown that atrophy can be identified in the medial-temporal lobe, in particular

the hippocampus and entorhinal cortex [Frisoni et al., 1999, Jack, 1997, Jack et al., 2005]. It is

interesting to note that there is little [11C]PIB uptake in these regions [Li et al., 2008], which
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may be due to the existence of NFTs rather than plaques and/or could be caused by PVEs

due to atrophy.

Atrophy in AD is thought to begin in the temporal and limbic cortices, spreading into

the frontal and finally the occipital lobe [Singh et al., 2006]. The sensorimotor cortices tend

to be spared during the progression of atrophy. In addition, the course of cortical atrophy

in both healthy ageing and AD has been found to be asymmetric in the two hemispheres

of the brain [Frisoni et al., 2007, Thompson et al., 2003], with atrophy occurring first in

the left hemisphere. [18F]FDG scans of AD patients have indicated a similar pattern, with

hypometabolism in the temporal and parietal lobes and posterior cingulate, with subsequent

deficits in frontal areas. The sparing of the sensorimotor corticies has also been observed with

amyloid PET [Villemagne et al., 2011a].

As previously discussed, the degree of PVE is related to size of the structure. Atrophy

causes a loss of tissue and therefore reduces the spatial extent of brain structures, particularly

in cortical GM. The PVEs due to atrophy are likely to be more severe in AD subjects than

controls. This suggests that PVC should be applied to brain PET images when investigating

neurodegenerative disorders that have an atrophic component.

2.5.3 Amyloid

Alois Alzheimer first discovered the presence of amyloid plaques in 1907. It is these amyloid

plaques that are believed to define AD. The amyloid cascade hypothesis [Hardy and Hig-

gins, 1992] suggests that the deposition of amyloid-β peptides, in the form of plaques, is the

prime event in AD pathogenesis. Plaque aggregation is believed to then be followed by synap-

tic dysfunction, neurodegeneration, cognitive and functional decline and ultimately death.

Pathologically, AD is identified by extracellular plaques and intracellular tangles formed of

phosphorylated tau protein, called NFTs.

The amyloid cascade hypothesis is the most widely accepted model of AD pathogenesis

and while much research supports this hypothesis, the model may be a simplification of the

complicated relationships between ageing, amyloid-β aggregation and tau deposition [Weiner

et al., 2010]. High amyloid burden has been observed with [11C]PIB in cognitively normal

elderly subjects [Klunk et al., 2004] and it remains unclear as to what this means. While

plaque burden may imply that a subject is at risk of developing AD, burden itself does not

necessarily imply memory impairment [Aizenstein et al., 2008]. While amyloid may (or may

not) be the root cause of AD, imaging amyloid burden in-vivo could prove to be a useful

diagnostic tool.

The accumulation of amyloid-β is know to begin before the clinical indicators of AD
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are present [Braak and Braak, 1995, Lȧngström, 2007]. The first amyloid PET tracer was

[11C]PIB [Klunk et al., 2004], developed by the University of Pittsburg. Klunk et al. mod-

ified an amyloid-binding histological dye called thioflavin-T to create the tracer. [11C]PIB

exhibits a high-binding affinity to amyloid-β plaques in GM regions and non-specific binding

in WM. Quantification of amyloid burden is possible and this has been shown to discrim-

inate HC from AD subjects [Boxer et al., 2007, Kemppainen et al., 2006, Pike et al., 2007,

Rowe et al., 2007]. While [11C]PIB appears to be a robust when separating HC and AD

groups, MCI groups tend to exhibit a bi-modal distribution [Li et al., 2008]. Some MCI sub-

jects exhibit high levels of amyloid burden when imaged with [11C]PIB, while others appear

normal.

More recently, fluorine-labelled amyloid tracers have been undergoing evaluation. Gen-

eral Electric (GE) are assessing [18F]flutemetamol [Vandenberghe et al., 2010b], which is

chemically very similar to [11C]PIB, where the carbon has been replaced with fluorine.

[18F]florbetaben [Barthel et al., 2011] is currently being evaluated by Bayer and Avid Radio-

pharmaceuticals have developed [18F]florbetapir [Clark et al., 2011]. As opposed to carbon-

based tracers, fluorine-labelled ligands do not require an on-site cyclotron and are preferable

as the tracers can then be used at centres other than specialised research PET facilities. This

at least partly influenced the decision to perform amyloid PET scans in the Alzheimer’s Dis-

ease Neuroimaging Initiative (ADNI) Grand Opportunities trial [Weiner et al., 2010] with

[18F]florbetapir. Amyloid PET imaging is considered an important area of research into the

development of treatments to slow down or halt the progression of AD.

2.6 Emission tomography in AD

Emission tomography modalities have been extensively investigated in order to find suitable

biomarkers for AD. In terms of PET, this section focuses on [18F]FDG and amyloid tracer.

The SPECT tracer, [99mTc]-HMPAO is also reviewed. [18F]FDG is tracer used extensively

in PET for many clinical applications including, but not exclusive to, neurological imaging.

Whereas, amyloid agents are specifically designed to label amyloid-β plaques in the brain,

implicated in AD pathogenesis.

2.6.1 Single Photon Emission Computed Tomography

It has been suggested that brain perfusion imaging with SPECT could differentiate between

AD patients and controls [Jagust et al., 2001]. Studies with [99mTc]-HMPAO SPECT have

identified hypoperfusion in the temporal and / or parietal lobes as a strong indicator of AD.

Jagust et al. [2001] performed a [99mTc]-HMPAO study with clinically diagnosed AD pa-
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tients and age-matched normal controls. The images were visually inspected by experts for

hypoperfusion. The authors reported that SPECT imaging improved the sensitivity of a di-

agnosis of probable AD by 7-8%, to 92% and doubled the sensitivity when clinical diagnosis

of ‘possible AD’ had been given.

The performance of SPECT when compared with other modalities appears to be lower

[Messa et al., 1994]. Messa et al. compared hypoperfusion using [99mTc]-HMPAO with hy-

pometabolism using [18F]FDG PET, reporting that significant hypoperfusion and glucose

hypometabolism occur in cases of suspected early AD. Abnormalities were found to be sig-

nificant in the parietal and temporal regions with [99mTc]-HMPAO. Frontal, parietal and

temporal lobe abnormalities were observed with [18F]FDG. Messa et al. report that the

detection rate of abnormalities with [18F]FDG and [99mTc]-HMPAO were 100% and 90%

respectively. However, it should be noted that a high-resolution SPECT scanner (8.4mm

FWHM resolution) was used for the study, which may account for the high detection rate.

Imran et al. [1999] applied voxel-based analysis to [99mTc]-HMPAO images of AD and

HC subjects. Cerebral blood flow was compared with psychiatric evaluation scores. Patients

were diagnosed as probable AD according to the standard diagnostic criteria. Disease sever-

ity was then assessed using MMSE and CDR. Voxel-based analysis was carried out using

Statistical Parametric Mapping (SPM). The authors found parieto-temporal abnormalities,

consistent with those of Messa et al. [1994]. However, the authors also report that the ab-

normalities were larger on the left side. This could be due to greater volume losses in the

left hemisphere [Thompson et al., 2003], as discussed earlier. The hypoperfusion of the left

parietal region was found to correlate strongly with age, MMSE scores and CDR.

The spatial resolution limits the achievable results with SPECT. Brain SPECT is addi-

tionally limited by the tracer kinetics of the ligand used. In addition, SPECT images suffer

from large PVEs due to the resolution. Although SPECT is a lower cost technology, most

research in this field is now carried out using PET.

2.6.2 FDG PET

PET imaging with [18F]FDG has been researched extensively [Foster et al., 2008, Ishii et al.,

2001, Kono et al., 2007, Mosconi et al., 2007] in the search of AD biomarkers, [18F]FDG

PET describes cerebral glucose metabolism and has been shown to detect early changes in

AD patients [Foster et al., 2008].

The degree of hypometabolism in a [18F]FDG image has been shown to correlate with

disease progression. However, the metabolic changes during the early stages of the disease

can be difficult to discriminate from the normal effects of ageing [Ishii et al., 2006, Sakamoto
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et al., 1997]. The metabolic change could also be either too small to detect and/or confounded

by PVEs.

[18F]FDG has been applied in the discrimination between dementias. Fronto-temporal

dementia (FTD) and AD can be difficult to differentiate clinically [Foster et al., 2008] as

both dementias follow a similar path of decline. The patterns of metabolism found in both

dementias with [18F]FDG are quite different. In AD, the posterior temporoparietal cortex

and posterior cingulate are affected, whereas in FTD, it is the frontal lobes, anterior temporal

and anterior cingulate that display hypometabolism [Foster et al., 2007].

Drzezga et al. [2003] performed a longitudinal study using [18F]FDG in AD, MCI

and HC groups. 36% of subjects diagnosed as MCI at baseline converted to AD within

one year. Statistical analysis of the baseline scans of MCI converters found significant dif-

ferences in the temporoparietal and posterior cingulate regions when compared to controls.

Hypometabolism in the posterior cingulate of non-converting MCI subjects also tended to

significance compared to controls. Observations of further prefrontal hypometabolism were

made when assessing the follow-up scans of converters. This study is particularly interesting

as the authors claim that it is possible to delineate the abnormal regions at baseline, predicting

which subjects will convert to AD.

2.6.3 Amyloid PET

With the advent of new PET ligands that can image amyloid-β plaques in-vivo, research in

this field has now focused on amyloid PET imaging. [11C]PIB was developed by the Univer-

sity of Pittsburg [Klunk et al., 2004]. It is currently the most extensively studied radioligand

for the imaging of amyloid-β plaques in AD patients. [11C]PIB has been shown to be both

highly sensitive and specific for AD diagnosis [Price et al., 2005, Rowe et al., 2007], as opposed

to [18F]FDG which exhibits high sensitivity but lower specificity [Edison et al., 2007].

Studies using [11C]PIB report that binding is robust in the vast majority of AD subjects

[Kemppainen et al., 2006, Klunk et al., 2004, Rowe et al., 2007]. [11C]PIB uptake is high in

the prefrontal and lateral temporoparietal cortex, posterior cingulate and precuneus [Klunk

et al., 2004, Rowe et al., 2008]. Low uptake can be seen in the medial-temporal lobe and

sensorimotor cortex [Rowe et al., 2008]. However, Rowe et al. [2007] found no correlation

between the [11C]PIB uptake and the onset of cognitive decline or MMSE scores. AD subjects

tend to exhibit increased [11C]PIB binding regardless of disease severity [Rowe et al., 2007].

In terms of multimodality imaging systems, Archer et al. [2006] and Jack et al. [2009]

have both shown that there is a correlation between cerebral atrophy and [11C]PIB uptake,

making a diagnostic system using both [11C]PIB and MRI plausable. Also, Price et al. [2005]
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report that [11C]PIB uptake inversely correlates with [18F]FDG glucose metabolism in areas

such as the parietal cortex.

PVC is not regularly applied, despite the likelihood of large PVEs being present in dis-

eased subjects. Bourgeat et al. [2010] did perform PVC as part of a study into the relationship

of amyloid burden and hippocampal atrophy. They applied a mMG correction and found a

significant relationship between [11C]PIB uptake in the inferior temporal lobe and hippocam-

pal volume. The authors do however perform the same analysis on the data without PVC and

state that the results are broadly similar.

Mormino et al. [2008] applied Meltzer’s method for PVC. Strong correlations between

episodic memory deficits and [11C]PIB uptake were found. However, when normalised for

intercranial volume, [11C]PIB uptake was found to no longer be correlated with memory

deficits. The authors suggest that it is amyloid-β deposition that induced volume loss in the

hippocampus.

Fluorine-labelled amyloid tracers are now being assessed. Rowe et al. [2008] have investi-

gated the use of [18F]florbetaben, which binds to plaques with an uptake distribution almost

identical to that of [11C]PIB. The authors report that the dynamic range of [18F]florbetaben

is lower than [11C]PIB. However, even with reduced range, the discrimination of AD sub-

jects from controls and from FTD subjects was acheived with an accuracy similar to that of

[11C]PIB.

Clark et al. [2011] performed a study with [18F]florbetapir in 29 subjects (in-vivo) for

which post-mortem amyloid-β immunohistochemistry was later available. The authors re-

port 96% agreement between the visual interpretation of the [18F]florbetapir images and

immunohistochemistry results. This study shows that the compound is clearly binding to

amyloid-β. However, the diagnostic and prognostic value, as with all amyloid tracers, re-

mains unclear.

[18F]flutemetamol was compared to [11C]PIB by Vandenberghe et al. [2010b]. The

main purpose of the study was to evaluate the efficacy of blinded visual reading with

[18F]flutemetamol. High sensitivity and specificity (93.1% and 93.3% respectively) was

observed when classifying AD and HC subjects as either amyloid-positive or amyloid-

negative. The secondary purpose of the investigation was to evaluate the agreement between

[18F]flutemetamol and [11C]PIB for a sub-set of the cohort (AD: n = 20; MCI: n = 20) who

had undergone PET scans with both tracers.

Linear regression analysis found strong agreement between the two tracers in cortical

regions in both subject groups. The authors state that the observed activity in the WM was



2.6. Emission tomography in AD 51

higher in [18F]flutemetamol images than [11C]PIB. This is believed to be due to different

washout characteristics of the two ligands. No PVC was applied in the study, although the

differences in WM uptake could potentially affect results due to varying degrees of spill-over.

It should be noted that [18F]flutemetamol, [18F]florbetaben and [18F]florbetapir all exhibit

higher WM signal than [11C]PIB.

2.6.3.1 Longitudinal assessment

Amyloid tracers have been shown to discriminate between AD and control subjects with

high sensitivity and specificity. As previously discussed, amyloid deposition occurs before

AD manifests clinically. Longitudinal studies have been reported which show increases in

tracer uptake over time for AD and MCI groups [Villemagne et al., 2011b]. Resnick et al.

[2010] also observed greater longitudinal decline in subjects with high amyloid-β deposition.

Villemagne et al. [2011b] performed mMG PVC and noted 30% increases in GM signal after

correction. However, they also report that the longitudinal percentage increases in uptake

were similar to that of the uncorrected data. The authors do suggest that while PVC did not

change the conclusions of the study, it may be necessary in extended longitudinal studies.

2.6.4 Quantitaive analysis of amyloid PET

This section explains how quantitative analysis of amyloid PET data has been performed in

the literature. The two most common approaches are graphical analysis and the calcluation

of ratio images. Reference is made to [11C]PIB, although the approaches are also applicable

to the fluorine-labelled amyloid tracers.

2.6.4.1 Graphical analysis

The binding of [11C]PIB to fibrillar amyloid-β deposits in GM is believed to be specific

and reversible [Mintun et al., 2006]. Graphical analysis is a technique that is often used in

PET quantification. These methods typically use either arterial blood sampling or an image-

derived input function. As arterial sampling is invasive, an image-derived input function is

desirable. Reversible uptake can be analysed through Logan plot analysis [Logan et al., 1996].

The cerebellar GM is a commonly selected reference region for amyloid PET analysis

[Li et al., 2008]. It is chosen because the cerebellar GM exhibits little fibrillar amyloid plaque

aggregation [Klunk et al., 2004], even in the late stages of disease, although diffuse deposits

have been observed in in vitro studies [Braak and Braak, 1991, Joachim et al., 1989, Larner,

1997].

The Logan plot is a graphical analysis tool used to derive the Distribution Volume Ratio

(DVR) based on the integral transformation of time-activity curves (TACs) of the target and
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reference regions [Logan, 2000]. Price et al. [2005] validated Logan analysis for [11C]PIB

PET by comparing the results of graphical analysis to compartmental modeling using an

artertial input function. The ratio was calculated from 35-90 minutes post injection. This

was found to give stable results in ROIs and produce robust parametric images.

2.6.4.2 Ratio images

An alternative approach to the quantification of [11C]PIB PET images is to calculate a ratio

image based on the uptake in a reference region, using late scan frames. The amyloid tracer

signal is thought to be stable from around 40 minutes post-injection. These ratio images

are calculated by dividing the image on a voxel-basis by the mean (or median) uptake in the

reference region. The images are referred to as standardised uptake value ratio (SUVR) images.

This approach has been regularly applied to [11C]PIB data [Bourgeat et al., 2010, Fripp et al.,

2008, Kemppainen et al., 2006, Lopresti et al., 2005, Mormino et al., 2008].

The advantage of this approach over the Logan analysis is that the scan time is relatively

short (20 - 30 minutes), as opposed to a dynamic 90 minute acquisition required for Logan

analysis. There is some debate about the ideal duration and start time. For example, Kemp-

painen et al. [2006] used a 60 to 90 minute scan, Bourgeat et al. [2010] used a 40 to 70 minute

protocol and Mormino et al. [2008] chose a 50 to 70 minute acquisition. Similar scan times

have been used for [18F]flutemetamol quantification [Vandenberghe et al., 2010b]. The ratio

image approach is used throughout this work as it is straight-forward to apply and dynamic

data was not available for the multi-centre clinical datasets.

2.7 Discussion

PET images suffer from a degrading phenomenon known as the partial volume effect. This

chapter has introduced PVEs and associated PVC techniques in the context of PET imaging.

Various approaches to PVC exist. Data-driven techniques are desirable as anatomical infor-

mation is not always available outside of a research context. The performance of iterative

deconvolution methods tends to be inferior to those based on anatomy. The limiting factor

with deconvolution-type approaches appears to be noise amplification, and noise suppression

techniques continue to be investigated.

The anatomical data from high resolution modalities such as MRI has been utilised for

the purposes of PVC. Quantitative accuracy of brain PET can be significantly improved by

the application of anatomy-based PVC methods. They do however possess some potential

disadvantages. The PVC techniques rely on registration and segmentation methods. Errors

in either or both will degrade the PVC performance. In addition, most methods make as-
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sumptions about the regional uniformity of PET uptake. This assumption may be invalid for

some tracers and depends on how the regions are defined. Errors in the quantification of small

structures due to PVEs are known to be large in brain PET [Soret et al., 2007]. PVC is a step

that is often overlooked and rarely applied in clinical practice. Improvements in registration,

segmentation and image reconstruction make PVC feasible.

PET tracers that can image amyloid-β plaques in-vivo may provide useful biomarkers for

detecting and monitoring AD. PVEs may obfuscate these biomarkers, especially in subjects

with severe tissue loss. Atrophy, along with amyloid-β deposition, is a hallmark of AD.

Reduction in the size of a structure will result in more severe PVE. Longitudinal studies in

particular could be affected as increasing amyloid deposition could be attenuated by the effects

of atrophy. This thesis reports investigations into PVC techniques to improve quantitative

accuracy for single scans and longitudinal studies.
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Chapter 3

Evaluating partial volume correction

techniques using phantom data

This chapter describes the evaluation of PVC strategies in amyloid brain PET using digi-

tal phantom data. Section 3.1 describes a comparative study of four PVC techniques. The

performance of three anatomy-based techniques and a data-driven approach, the VC decon-

volution, are assessed. Section 3.2 describes a further investigation into improvements to the

VC deconvolution through the use of filters and priors.

3.1 Assessing the performance of partial volume correction tech-

niques

PET suffers from PVEs which degrade the quantitative accuracy of the images. PVC tech-

niques have been proposed that aim to reduce the influence of PVEs and thereby improve

quantitative accuracy. This study evaluates the performance of four PVC approaches: the

MG method, an extension to MG known as mMG, region-based voxel-wise (RBV) correction

and the VC iterative deconvolution.

The MG approach [Müller-Gärtner et al., 1992] is an anatomy-based technique that per-

forms a voxel-wise correction using MRI data (see section 2.3, page 29 for a full description).

The MG method assumes regional uniformity in WM and CSF compartments, correcting the

GM for PVEs only. Rousset et al. [1998b] proposed an alternative method for estimating the

WM mean value used during the MG correction that uses the GTM [Rousset et al., 1998a].

This alternative is referred to as the mMG. The third anatomy-based method that is evaluated

in this study is RBV correction [Thomas et al., 2011]. It performs a voxel-wise correction

for multiple regions, based on parcellated MRI data. In addition to the anatomy-based meth-

ods, the VC deconvolution is a data-driven approach that has recently been proposed for use

in PET imaging [Teo et al., 2007, Tohka and Reilhac, 2008]. The remainder of this section
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Figure 3.1: Example of a simulated [18F]flutemetamol SUVR image of the AD phantom.
Images were normalised using the cerebellar GM and are shown on a scale of 0 to 4 for the
ground truth (top row) and 0 to 2.5 after the application of a 6.7 mm Gaussian PSF (bottom
row).

investigates the performance of these PVC techniques using simulated amyloid PET images.

3.1.1 Materials and methods

3.1.1.1 Phantom images

Digital phantom datasets were created to evaluate the performance of the PVC techniques.

The images were generated using the parcellated MRI from an AD subject and a HC sub-

ject. Ten AD-like distributions and ten control-like distributions were generated using PV-

corrected SUVR from subject scans. The ten AD-like distributions were applied to the parcel-

lated regions of the AD subject MRI (referred to as the ‘AD phantom’), with the ten normal

distributions applied to the control subject MRI (subsequently referred to as the ‘HC phan-

tom’). The images were then convolved with a Gaussian PSF of 6.7 mm FWHM. An example

of one of the AD phantom images can be seen in figure 3.1.

3.1.1.2 Region-based voxel-wise correction

The MTC technique (section 2.3.1.6, page 33) was modified, using a similar approach to that

of Yang et al. [1996]. This method is referred to as RBV [Thomas et al., 2011]. As with

MTC, RBV utilises parcellated MRI data to perform a voxel-wise correction for multiple

regions. Regional mean values (T) are calculated using the GTM (section 2.3.1.4, page 32),

which are then used for the voxel-wise correction. The correction step in equation 2.13 (page
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34) is instead given by:

fC (x) ≈ fO (x)
�

s(x)

s(x)⊗ h(x)

�

, (3.1)

s(x) =
∑

i=1..N

[Ti pi (x)].

where s is a piece-wise constant image of the regional mean values found by the GTM. The

ratio of s to the convolution of s with the PSF (s ⊗ h) are the correction factors required to

correct the observed PET image fO . When fO is multiplied by the correction factors, the

result is a PV-corrected image almost identical to that produced by MTC.

The modification to the correction step was proposed for two reasons. First, it is more

straight-forward to implement than MTC as the convolution of each region mask by the

PSF, calculated during the GTM step, does not need to be stored for reuse in the voxel-wise

correction. Second, the RBV formulation is less susceptible to large edge effects that could be

caused by noise in the image. In the noiseless case, RBV and MTC produce identical results.

However, when noise (other than the spatial resolution blurring) exists in the observed PET,

it is possible that at a given voxel the denominator in the correction step could be very small

on the region edge. This situation could result in a very large corrected voxel value. As MTC

corrects on a region-by-region basis, this would be more likely to occur.

RBV is evaluated in this section and then used throughout this work as it provides the

ability to correct for multiple compartments, while producing an image for both visual and

quantitative assessment.

3.1.1.3 Partial volume correction

Four approaches to PVC were evaluated: VC, MG, mMG and RBV correction, where MG

and mMG are variations on the same technique. The VC approach is a data-driven technique

that operates on the PET data alone. The three other techniques require anatomical infor-

mation typically provided by segmented MRI data. RBV correction was performed with the

same regions as those used to create the phantom images. Binary masks of the GM, WM and

CSF were generated from the parcellated MRI. These segmentations were produced for the

purposes of MG and mMG correction. The four PVC methods were applied assuming a reso-

lution of 6.7 mm, matching the resolution of the phantom images. In addition, the sensitivity

of RBV correction to errors in the measure of the PSF was carried out as a separate analysis.

The AD phantom was corrected with RBV correction using 4.7 - 8.7 mm at increments of

0.2mm. The frontal, parietal, cingulate and sub-cortical white matter (SWM) were assessed in

terms of mean RC. These regions were chosen as the GM regions tend to exhibit high uptake
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in AD subjects, with the frontal and parietal regions exhibiting severe atrophy effects in the

AD phantom image. SWM was also assessed as this region would be likely to demonstrate

under- and over-correction for GM spill-over effects.

3.1.1.4 Analysis

Regional analysis was performed on the PV-corrected and -uncorrected images. Regions were

evaluated in terms of their mean values. The regional mean values were recorded using a

10% trimmed mean. The trimmed mean is found by removing the highest and lowest 5%

of voxel values and then recalculating the mean over the remaining elements. The ratio of a

given regional mean to the ground truth (the true value in the phantom) is called the recovery

coefficient (RC). A RC of 1 indicates perfect recovery. A value of greater than 1 is observed in

over-corrected regions, with values of less than 1 in under-corrected regions. The coefficient of

variation (CoV) was calculated for each ROI as the standard deviation divided by the trimmed

mean. The inter-subject CoV is denoted as CoVs . All images were analysed using FSL v4.1

(FMRIB, Oxford University, UK).

3.1.2 Results

Reductions were observed in all cortical GM regions of both phantoms. These reduction are

caused by PVEs. The AD phantom exhibited more severe reductions in cortical regions than

the HC phantom due to atrophy. The RC in cortical regions of the HC phantom was >0.75,

compared to the AD phantom which exhibited RC as low as 0.52.

Errors reduced when the four PVC techniques were applied. However, bias was observed

in the hippocampus of the AD phantom. Both of the MG techniques induced a positive

bias in the hippocampus. The MG method produced a bias of +11.7% and +8.1% with the

mMG approach. The bias was a result of spill-over from neighbouring GM regions. The

performance of the four PVC algorithms is shown in terms of mean RC across the group for

the HC phantom (figure 3.2) and the AD phantom (figure 3.3).

The MG methods also induced a small positive bias in the cerebellar GM of the AD

phantom. The same bias was not observed in the HC phantom. RBV correction produced

the most accurate results with an absolute error of less that 0.5% in all GM regions, for both

of the phantoms. The MG and mMG methods performed similarly with absolute errors in

the HC phantom of 0.9% and 1.1%, respectively. When applied to the AD phantom, the MG

approaches produced absolute errors of 3.0% (MG) and 4.4% (mMG). The VC deconvolution

technique improved recovery compared to the uncorrected data, although performance was

lower than that of the anatomy-based methods. For the AD phantom, an absolute error of
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22.5% remained after correction using the VC deconvolution.

The inter-subject variability is shown in figures 3.4 and 3.5. An increase in CoVs was ob-

served for all PVC techniques. When applying RBV correction the CoVs was almost identical

to that of the ground truth. This observation suggests that the phantom images are accurately

corrected by RBV correction and that an increase in the CoVs is not a PVC-induced error.

The results of the effects of PSF measurement errors on RBV correction can be seen in

figure 3.6 in terms of FWHM against RC. Under-estimation of the PSF resulted in incomplete

correction for PVEs. This can be seen in the over-estimation of SWM and under-estimation

in the GM regions. When applying the correct PSF, RBV correction results in near perfect

recovery in all regions. The cortical GM (frontal and parietal) were more sensitive to PSF

errors than the cingulate. This is probably due to the thickness of cortical GM being less than

or equal to the FWHM of the PSF and therefore suffering larger PVEs. At 6.2mm (0.5mm

less than the true resolution), the RC is 0.95 for the cortical GM. This reduces to 0.92 at

5.7mm (1mm less).

3.1.3 Discussion

Digital phantom simulations of [18F]flutemetamol PET data were used to evaluate the perfor-

mance of PVC techniques. The simulations show that PVEs cause large quantification errors.

These errors are particularly high in the AD phantom where the GM signal is attenuated due

to the effects of atrophy.

The application of PVC resulted in a more accurate quantification of activity in cortical

GM regions. In all GM regions other than sub-cortical GM, the CoVs was lower in the

blurred images compared to the ground truth. This apparent reduced variability is due to

WM spill-over effects creating a smaller spread in the inter-subject variability.

The results show that RBV was the most accurate of the PVC methods, correcting for

both atrophy and spill-over between multiple regions. The MG techniques rely on the as-

sumption of regional uniformity. This assumption results in an inability to compensate for

intra-regional PVEs.

Given that RBV appeared to out-perform the other PVC methods in idealised conditions

(perfect registration, segmentation and PSF estimation), the sensitivity of RBV correction to

errors in the measure of the PSF was carried out as a separate analysis. The spatial resolution

increases by about 1mm, from 1cm to 10cm off-centre when estimated for the GE Discovery

ST using the National Electrical Manufacturers Association (NEMA) NU 2-1994 protocol

[Mawlawi et al., 2004]. Given that the cortex (assuming the brain is in the centre of the

FOV) is probably between 6-8cm from centre, the assumption of a space invariant PSF for
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Figure 3.6: The effect of errors in the PSF measurement when performing RBV correction.
The correct resolution is 6.7mm.

RBV correction probably results in a bias of no more than 5%. When compared to the -40%

errors, without PVC, this assumption is acceptable.

The difference between the results of the MG and mMG methods are due to the esti-

mated WM value used for the purposes of PVC. The mMG relies on GTM for the WM mean

value estimation. The GTM in turn assumes regional uniformity. This assumption is valid for

control subject and relatively small differences were observed between the two MG methods

in the HC phantom. In AD subjects, cortical GM uptake can vary greatly throughout the

cortex, with areas such as the occipital lobe and the sensorimotor cortex exhibiting visibly

less uptake than regions such as the frontal lobe. This inhomogeneity causes a positive bias

in the WM estimate produced by the GTM, leading to a larger negative bias in GM regions

when applying the mMG rather than MG. The MG approach exhibits lower inter-subject

variability which appears desirable. However, as this a phantom study, with a known ground

truth, the lower variability was actually due to a smaller SD about an incorrect mean value

(RC 6= 1).

The VC deconvolution approach improved recovery when compared to the uncorrected

data, although the correction was not as accurate as the anatomy-based methods. This is

likely to be due to the iterative process terminating prematurely. The early termination of

the process resulted in incomplete recovery. The selection of a different stopping criterion
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or alternative α value would produce difference results. The chosen parameters were based

on the work of Tohka and Reilhac [2008]. However, as deconvolution-based approaches are

known to greatly increase noise [Boussion et al., 2009], especially at high iteration numbers,

realistic parameters were chosen for the VC approach.

The observed bias in the AD phantom hippocampus using the MG techniques can be

attributed to intra-regional PVEs caused by spill-over from adjacent ‘hot’ GM regions, namely

the amygdala and parahippocampal gyrus. The hippocampus tends to exhibit relatively low

uptake even in AD subjects, whereas high uptake can be observed surrounding GM regions.

The MG methods are unable to correct for spill-over between regions of the same tissue type,

resulting in the observed hippocampal bias. In terms of recovery in the hippocampus, the

mMG method appears to produce a lower error than the MG technique. The mMG actually

over-corrects the surrounding WM, reducing the effect of the uncompensated GM-GM spill-

over.

The digital phantoms were realistic in terms of both tracer distribution and anatomy.

Uptake patterns observed in clinical data were used to generate the phantom datasets. The

anatomical information was provided by the structural MRI of a healthy control and AD

subject who were diagnosed by clinical evaluation. The phantoms were limited in the sense

that other sources of error were not accounted for. No attenuation, scatter or randoms sim-

ulations were applied and no reconstruction or post-processing was included. In addition,

no registration or segmentation errors were included. The aim of this phantom study was to

evaluate the performance of PVC techniques in idealised conditions.

3.1.4 Conclusion

This phantom study has shown that PVC improves the quantitative accuracy of amyloid

PET distributions. RBV correction achieved the most accurate recovery in all regions. The

increase in inter-subject variability after PVC is genuine and should be expected when PVC

is applied to clinical data. Both MG methods performed well for cortical GM regions. A

positive bias was induced in the hippocampi of AD-like distributions when correcting with

the MG and mMG. This was due to the methods’ inability to account for spill-over from

adjacent GM regions. The differences between the MG and mMG have been shown to be a

result of the WM mean value estimates. The MG approach is more appropriate than mMG

when a 3 compartment correction is applied to amyloid PET data. However, RBV correction

out-performs both methods, although requiring a more complex segmentation to achieve this.

The VC technique was inferior when compared to the anatomy-based methods.
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3.2 Evaluating filters and priors for van Cittert deconvolution

This study describes investigations into the use of filters and priors as part of the VC de-

convolution approach to PVC. Section 3.2.1 provides background information about decon-

volution and the associated noise amplification issues. The motivation for evaluating these

modifications is given in section 3.2.2. The approach used to generate appropriate phantom

data is described in section 3.2.3. This is followed by a description of the methods applied

(section 3.2.4). The remaining sections describe results (section 3.2.5) and provide a discus-

sion (section 3.2.6) and conclusions (section 3.2.7) from the findings of this study.

3.2.1 Background

The VC technique is a data-driven image restoration technique proposed by van Cittert

[1931]. It has been applied extensively in the field of astronomy and more recently has been

proposed for PVC in PET imaging [Teo et al., 2007, Tohka and Reilhac, 2006, 2008]. The

approach aims to iteratively deconvolve an image that has been degraded by a known PSF.

However, deconvolution techniques are known to amplify noise as they iterate [Boussion

et al., 2009]. The noise amplification occurs because deconvolution is an ill-posed problem

[Tohka and Reilhac, 2008]. The remainder of this section describes why deconvolution prob-

lems are ill-posed:

3.2.1.1 The ill-posedness of deconvolution problems

During image formation, an object t undergoes a convolution operation (Ch ), which is de-

pendent on the PSF h and is a continuous operation:

t
Ch−→Ch t = t ⊗ h, (3.2)

The observed image i is then assumed to be:

i = t ⊗ h. (3.3)

t can be recovered from i by applying the inverse of the convolution operator:

t
C−1

h←− i . (3.4)

However, the measured image ĩ is actually i perturbed by noise. The similarity of ĩ to i does

not imply that the inverse operators are similar:

ĩ ' i 6⇒C−1
h

ĩ 'C−1
h

i . (3.5)
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The inverse operators are discontinuous and this is why deconvolution is an ill-posed prob-

lem. The appropriate inverse operator for ĩ may be very different from that of i . This issue

affects inverse problems in general [Natterer, 2001, pp. 85–101].

3.2.1.2 The reblurred van Cittert

As described in section 2.3.1.1 (page 29), the reblurred VC is a least squares approach to the

problem of image restoration. The true object t is estimated by finding the minimiser of the

least squares criterion:
∑

x
‖ i(x)− (t ⊗ h)(x) ‖2 (3.6)

A gradient decent approach to minimising 3.6 can be applied using the iterative rule:

tk+1(x) = tk (x)+α(h ⊗ (i − tk ⊗ h))(x) (3.7)

t0(x) = i(x).

where α ∈ [0,2] is the step at each iteration, used to ensure convergence. Equation 3.7 can

then be rewritten as:

tk+1(x) = tk (x)+α(∇Ψ(x)) (3.8)

Ψ(x) = (i − tk ⊗ h)(x)

t0(x) = i(x).

The reblurred VC seeks the tk that minimises the gradient, leading to the generalised

inverse solution. In this case, the generalised inverse will always be discontinuous [Natterer,

2001, p.86]. Due to its iterative nature a termination criterion is usually employed. Tohka

and Reilhac [2006] propose the following criterion:







Æ

∑

x (tk+1(x)− tk (x))
2

Æ

∑

x i(x)2







< 0.01 (3.9)

3.2.2 Motivation

A data-driven approach to PVC in PET is desirable from a clinical perspective as patient-

specific structural information is not necessarily available outside of a research context. As

described in the previous section, methods such as the VC deconvolution suffer from noise

amplification issues. It has been suggested that the iterative process could be terminated pre-

maturely, before the noise has degraded the image too much. However, premature termina-
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tion tends to lead to incomplete recovery, as seen in the PVC performance study (section 3.1,

page 54). The motivation behind this investigation is to evaluate whether the use of filters and

priors can dampen the effects of noise amplification, allowing higher iteration numbers to be

reached and therefore improved recovery achieved.

3.2.3 Digital phantom image generation

This section describes the generation of phantom PET images, used to assess the performance

of PVC techniques throughout this work. Section 3.2.3.1 explains the motivation behind the

image generator. How the image generator operates is described in section 3.2.3.2. A set of

example images created with the image generator are shown in section 3.2.3.4. The image

generator is summarised in section 3.2.3.5.

3.2.3.1 Motivation

PET images are degraded by number of factors as the image is formed. These include the

effects and associated corrections for attenuation, scatter, the detection of random events, in

addition to positron range, non-colinearity and the random nature of radioactive decay. The

noise in the sinogram data generated by these factors propagates into the reconstructed image.

Therefore, simply adding Poisson distributed noise to a digital phantom in the image domain

is not realistic in terms of the observed noise in PET.

In order to evaluate the performance of PVC techniques with phantom data under real-

istic conditions, it is necessary to simulate noise. To achieve this it is necessary to generate

data that are subjected to the same sources of noise which occur during PET image formation.

The phantom image generator described in the remainder of this section includes the effects

of attenuation, scatter and randoms, along with applying Poisson noise in the projection do-

main. Addition of simplified models and corrections for attenuation, scatter and randoms to

simulate PET images results in a more realistic estimate of noise than merely convolving an

image with a PSF in the image domain.

3.2.3.2 Methods and materials

The generator requires a labeled anatomical image, a CT image of the same anatomy, a set of

uptake values to be associated with the labeled image and a measure of the spatial resolution.

Images are generated with a uniform resolution throughout the FOV, as the effects of the

spatially varying PSF are relatively small across the cortex. Each of these inputs can be derived

from real or phantom data. The phantom images used in this work (section 3.2 and chapter

5) were all created from actual MRI and CT data, with uptake distributions typical of that

observed in clinical data. All images were stored in Neuroimaging Informatics Technology
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Initiative (NIfTI) file format. The uptake distribution to be simulated, for a label image with

N regions, is held in a comma separated variable (CSV) file with N rows; one row per region,

with one value per row. The spatial resolution is measured in mm.

3.2.3.3 Data generation

The process for generating the phantom images from the given input data is shown in figure

3.19. Figure 3.20 focuses specifically on the noise process. Each stage has been assigned a label

in the figures, subsequent references in the text relate directly to these labels.

1. CT to MR registration: The CT is registered to the T1-weighted MRI data using a

rigid registration. The registration was performed using the reg_aladin application,

which is part of the Nifty Reg package (see section 2.4.1.5, page 39). The result of

the registration T (C T ) is then used for further processing. Figure 3.7 displays the CT

image as an overlay on the MRI after registration has been performed.

0

1500

(a) (b )

Figure 3.7: Axial (a) and sagittal (b) images of CT overlayed on T1-weighted MRI after rigid
registration. Colour bar relates to the CT data.

2. MR parcellation: The MRI data are parcellated into regions that will then be used to

represent the uptake distribution in the PET data. In the case of real MRI data, the FS

package was used for parcellation. The detailed FS parcellation was then reduced to a

smaller number of volumes using the region definitions provided in appendix D. An

example of the parcellation and region reduction can be seen in figure 3.8

3. Create PET distribution: The activity distribution is created from the contents of the

CSV file. The value at each row of the file is placed at every location defined by the

mask of the associated region (figure 3.9). All regions have uniform activity.

4. Convolve PET distribution: The activity distribution from the previous step is then



3.2. Evaluating filters and priors for van Cittert deconvolution 69

Figure 3.8: Parcellation of MR data using FreeSurfer, combined into a reduced number of
regions.

0

3.5

Figure 3.9: A simulated activity distribution before the noise model has been applied. Cere-
bellar GM normalised SUVR values are simulated and shown on a scale of 0 to 3.5.

convolved by an isotropic Gaussian with a FWHM specified as the measure of the spa-

tial resolution. The effect of the convolution on the activity distribution can be seen in

figure 3.10a.

5. Convolve CT image: The registered CT image is also convolved by a Gaussian with

the specified spatial resolution (figure 3.10b).

6. Forward projection of the PET: The convolved PET image is then forward projected.

Each axial slice is projected over a set of angles using the radon transform. Figure 3.11

shows the result of forward projecting the PET slice shown in 3.10a.

7. Forward projection of the CT: The convolved CT image is also forward projected in

the same manner as the PET.

8. Application of noise: Figure 3.20 depicts how the noise is applied to the sinogram data.

The sinogram is first degraded by noise sources (8a - 8e). The effects of randoms (8f),
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(a) (b )

Figure 3.10: The convolution of PET distribution (a) and CT (b) with an isotropic Gaussian
(5mm FWHM).

Figure 3.11: The forward projection of a convolved PET image slice.

scatter (8g) and attenuation (8h) are then removed. The process produces a sinogram

that has in effect had attenuation, scatter and randoms correction applied.

(a) Adding attenuation:

A map of the attenuation is created from the CT data. To calculate the appropriate

factors from the given CT, the following formula was used:

ρ(x)′ = exp
�

(ρ(x)− 1000)×
0.096

1000
× v
�

(3.10)

where ρ(x) is a voxel in the CT image and v is the voxel size in cm. The attenuation

coefficient of water at 511 keV is 0.096 cm−1 and this was the value assumed in the

above equation. The subtraction of 1000 is applied to account for the CT data being

stored as an unsigned integer. Equation 3.10 is used to create a map of attenuation.

The PET projections are then divided on a voxel-wise basis by the attenuation map

to apply the effect of attenuation (figure 3.12).
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(b) Attenuation map
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(c) Attenuated PET

Figure 3.12: The effects of applying attenuation to the PET sinogram. A line profile through
the radial axis of the PET sinogram in figure 3.11 is shown in (a). The associated line profile in
the attenuation map can be seen in (b). The result of applying the attenuation map is shown
in (c).
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Figure 3.13: A line profile through the centre of the 2D scatter function.
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Figure 3.14: A line profile showing the effect of adding 25% scatter to the PET sinogram.

(b) Adding scatter:

A suitable scatter function was found experimentally, based on the measurements

of Bergström et al. [1983]. The selected scatter function is monoexponential (figure

3.13). The function was defined as a 2D function. This was convolved with the 2D

parallel projections. A fraction of the result of this convolution, in this case 25%,

was added to the attenuated PET sinogram. The application of scatter in the same

line profile can be seen in figure 3.14.

(c) Adding randoms:

To simulate the detection of random coincidences, a 5% random fraction was added

to the PET sinogram. This was performed by calculating the sum of the sino-

gram and then dividing 5% of the sum by the total number of voxels, producing a

‘randoms-per-voxel’ value. This value was added to every location in the sinogram
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(figure 3.15).
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Figure 3.15: A line profile showing the effect of adding a 5% random fraction to the PET
sinogram.

(d) Scale to count level

The PET sinogram is now re-scaled to the total count level. If the count level is not

specified when the generator is called, a count level of 1e8 is assumed.

(e) Adding Poisson noise

After the image has been scaled, Poisson distributed noise is added to the sinogram

data (figure 3.16). This was performed using the MATLAB function poissrnd,

which is part of the Statistics Toolbox. It is important that the Poisson noise be

added after scaling because, as discussed earlier, the amount of noise is proportional

to the number of counts.
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Figure 3.16: A line profile showing the effect of Poisson noise added to a PET sinogram. The
image was scaled to 5.4e8 counts.
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(f ) Randoms correction

The random fraction is ‘corrected’ by subtracting the same ‘randoms-per-voxel’

value from the sinogram as found in stage 8c.

(g) Scatter correction

The scatter is also ‘corrected’ by removing the same scatter distribution that was

applied to the sinogram in stage 8b.

(h) Attenuation correction

The sinogram is then multiplied by the attenuation map found in stage 8a. This has

the effect of ‘correcting’ for the attenuation. Once all three corrections have been

applied, the process of adding noise to the sinogram is complete (figure 3.17).

Figure 3.17: A single slice of the PET sinogram after the application of the model.

9. Applying a Hanning filter:

The Hanning filter (or window) is given by the equation:

wn =
1

2

�

1− cos
�

2π
n

N − 1

��

(3.11)

where n is the current point and N is the length of the filter. This is a low-pass filter,

which removes high frequency noise. A 2D Hanning window was calculated, and this

was applied to the parallel projections in the Fourier domain. The result applying the

filter to the noisy PET data can be seen figure 3.18.

10. Back projection:

The filtered sinograms are finally reconstructed using FBP with a ramp filter. Figure

3.21 shows the back projection of the sinogram displayed in 3.18. All subsequent pro-

cessing of the phantom data is then performed in the image domain.
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Figure 3.18: A single slice of the PET sinogram after the application of the Hanning filter.

3.2.3.4 Example output images

The following two figures show the same activity distribution having been generated at two

separate count levels. Figure 3.21 shows the an axial slice of a reconstructed image at 5.4e8

counts. A reconstruction at 2.7e8 counts can also be seen in figure 3.22.

3.2.3.5 Summary

This section has described the process used to create phantom data containing realistic noise.

The generated data are used throughout the remainder of this thesis to evaluate PVC tech-

niques and as a test bed during algorithm development (section 5.2). The effects of atten-

uation, scatter, randoms and radioactive decay have been taken into account. The image

generator does not directly simulate positron range or the non-colinearity of γ -rays, although

this is implicit in the resolution parameter. The spatial resolution has been assumed to be uni-

form throughout the PET FOV. In reality, this assumption is incorrect, however the effects

of space variance in brain PET are relatively small across the cortex, as is discussed in sections

3.1.2 and 3.1.3, and was therefore deemed acceptable for the purposes of phantom generation.

Monte-Carlo simulations using applications such as GATE [Schmidtlein et al., 2006] or

PET-SORTEO [Reilhac et al., 2004] would be a more accurate approach for generating real-

istic phantom data, although they are restricted to the modeled scanner geometry. The aim

of the image generator is to facilitate the creation of phantom data where the activity distri-

bution and noise level can be easily changed. In addition, as FBP is used for reconstruction,

the reconstructed resolution is known, making it straight-forward to evaluate PVC technique

performance.
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Figure 3.19: Overall system diagram of the process used to generate phantom images.
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Figure 3.20: System diagram of the process used to generate noise in the phantom sinograms.
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Figure 3.21: Example output of the phantom image generator at 5.4e8 counts.

Figure 3.22: Example output of the phantom image generator at 2.7e8 counts.

3.2.4 Materials and methods

3.2.4.1 Dataset

A set of images were generated using the brain PET image generator (section 3.2.3, page 67).

Ten noise realisation were created of an AD-like [11C]PIB distribution. A count level of 5.4e8

was used to simulate a 30 minute [11C]PIB acquisition [Vandenberghe et al., 2010b]. Figure

3.23 shows one of the ten images used during this study.

3.2.4.2 Methods

Two modifications to the VC method were evaluated in this study. The first was to apply ad-

ditional Gaussian smoothing to the measured image before performing the standard reblurred

VC. The additional smoothing is then accounted for in the PSF used for deconvolution. This

extra smoothing is subsequently referred to as VC-smooth. The measured image i is smoothed

by a further 2mm. As Gaussian FWHMs add in quadrature, to achieve a smoothing of 8mm

total in an image with an initial resolution of 6mm resolution, a PSF (h ′) with a FWHM of
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Figure 3.23: An example of an AD-like [11C]PIB phantom SUVR image. Images were nor-
malised using the cerebellar GM and are shown on a scale of 0 to 3.

5.29mm is required:

Æ

(6+ 2)2− 62 = 5.29

Equation 3.7 then becomes:

tk+1(x) = tk (x)+α(∇Ψ(x)) (3.12)

Ψ(x) = (i ′− tk ⊗ h)(x)

i ′(x) = (i ⊗ h ′)(x).

In this study all VC-smooth images have an additional smoothing of 2mm applied.

The second modification is the inclusion of the Huber prior in the deconvolution, re-

ferred to as VC-prior. The aim of including the prior is to reduce the noise as the deconvolu-

tion iterates, while not penalising edges. The prior penalises edges in the image less strongly

than, for example, a Gaussian prior. The Huber function [Huber, 1981] is given by the equa-

tion:

ρ(z,β) =







z2 if |z |<β

2β|z | −β2 otherwise
(3.13)
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Figure 3.24: A plot of the Huber function for several β values.

It is quadratic about the centre and linear at the tails. The Huber function requires the pa-

rameter β. Large β values cause more smoothing at the edges, whereas small values smooth

less. Figure 3.24 shows the Huber function for β values of 0.05, 0.1, 0.25 and 0.5. The value

of the prior (H ) is calculated over a 3× 3× 3 neighbourhood:

H =
∑

x

∑

j∈N (x)

ρ(|tx − t j |) (3.14)

To include the Huber prior, into the VC deconvolution we first rewrite the least squares

criterion (equation 3.6) to be:

∑

x
‖ i(x)− (t ⊗ h)(x) ‖2+ γH (x) (3.15)

where H is the Huber prior and γ controls the influence of the prior. The iterative rule

(equation 3.7) then becomes:

tk+1(x) = tk (x)+α(∇Ψ(x)) (3.16)

Ψ(x) = (i − tk ⊗ h)(x)+ γ ×H (tk )(x)

t0(x) = i(x).

The parameters forβ and γ were both set to 0.1 when evaluating the performance of the VC-

prior deconvolution. The choice of parameters was found experimentally using preliminary

data. The chosenβ and γ values were selected in order to produce images which were visually
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distinct from the standard VC method, while not introducing artefacts.

3.2.4.3 Analysis

Analysis was performed in terms of mean RC and mean regional coefficient of variation

(CoVr ). The RC and CoVr were both calculated using 10% trimmed mean values (see sec-

tion 3.1.1.4, page 57). The reblurred VC, VC-smooth and VC-prior were evaluated for the

10 simulated [11C]PIB images. The α parameter was set to 1.5 for all methods according the

work of Tohka and Reilhac [2008]. The termination criterion (equation 3.9) was set to 0.001

and the maximum number of allowed iterations was 30.

3.2.5 Results

The images at 30 iterations of the VC deconvolution are shown in figure 3.25. All three VC de-

convolution methods increased recovery in cortical GM regions compared to performing no

PVC, with the largest increases observed in the the left frontal region. An increase of 21.5% in

recovery was observed using VC, 17.7% with VC-prior and 10.7% using VC-smooth. Figure

3.26 shows the mean RC for the frontal, parietal and temporal lobes across noise realisations.

At 30 iterations, no cortical regions had achieved complete recovery (RC = 1).

The CoVr for the frontal, parietal and temporal lobes are reported in figure 3.26. Noise

amplification was observed as each of the deconvolution methods iterated. Figure 3.27 shows

the recovery versus CoVr for 30 iterations of the left frontal and right parietal regions. The

VC exhibited the highest CoVr of the three, with VC-smooth being the lowest.

Figure 3.28 shows the recovery versus noise curve for the SWM. The RC in the SWM

is greater than 1 due to spill-over from GM. The RC reduces as the deconvolution iterates.

Reducing from 1.38 to 1.29 with VC, 1.38 to 1.31 with VC-prior and 1.41 to 1.35 with VC-

smooth. After 30 iterations the SWM is still much greater than 1 and therefore positively

biased. The increased RC in the initial image with VC-smooth is due to the pre-smoothing

causing further PVEs.

VC-prior exhibited similar performance to VC but with a lower recovery and also lower

noise. Quantitatively, the performance of the VC-prior was similar to that of VC in terms of

both recovery and noise. Visually, the VC-prior images appeared smoother than VC, as can

be seen in figure 3.25. The VC-prior deconvolution also appears to converge more quickly

than VC and can be observed in the later iterations in both figures 3.27 and 3.28.

3.2.6 Discussion

The VC method, and deconvolution approaches in general, are known to suffer from noise

amplification problems. In order to prevent noise destroying the recovered image, these ap-
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(a) Uncorrected (b) VC

(c) VC-prior (d) VC-smooth

Figure 3.25: An axial slice from one realisation after 30 iterations. Images were normalised
using the cerebellar GM and are shown on a scale of 0 to 3, without PVC (a), van Cittert (b),
VC with a Huber prior (c) and VC with additional pre-smoothing (d).

proaches are often terminated prematurely, leading to incomplete recovery. This study has

used realistic phantom data to evaluate methods for reducing the amplification of noise dur-

ing the VC deconvolution. A [11C]PIB distribution was simulated, with analysis focusing on

improvement to cortical GM regions, as these areas are of clinical interest.

Two different noise suppression approaches were evaluated, VC-smooth and VC-prior.

Lower noise was observed for both of the applied methods compared to the standard VC.

However, this lower noise tended to be coupled with lower recovery. At 30 iterations, none

of the deconvolved images had achieved complete recovery. The highest observed mean RC in

cortical GM regions was found in right insula (VC: 0.83; VC-prior: 0.81; VC-smooth: 0.79).

All other cortical regions had a RC of less than 0.8 irrespective of the applied technique. This

suggests that in terms of recovery, 30 iterations is too early a point at which to stop. However,

as can be seen in figure A.4 (appendix A, page 171), complete recovery is not acheived even at

high numbers of iterations, suggesting that there is a limit to the recovery achievable with the

VC technique. The VC-prior achieved similar, although lower, levels of recovery compared

to the VC method. For example, recovery in the left frontal region VC-prior was 3.3% lower

than VC. In the same region, VC-smooth was 9.2% lower than VC. The reduced recovery



3.2. Evaluating filters and priors for van Cittert deconvolution 83

L. frontal R. frontal L. parietal R. parietal L. temporal R. temporal
0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8
R

ec
ov

er
y

co
ef

fic
ie

nt
(R

C
)

L. frontal R. frontal L. parietal R. parietal L. temporal R. temporal
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

C
oe

ffi
ci

en
to

fV
ar

ia
tio

n
(C

oV
r)

VC VC-prior VC-smooth Uncorr.

Figure 3.26: The performance in terms of recovery coefficient (top) and regional coefficient
of variation (bottom) of the van Cittert (VC), VC with a Huber prior (VC-prior) and VC with
additional pre-smoothing (VC-smooth). The RC without PVC (Uncorr.) is also shown.
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Figure 3.27: Recovery versus noise plots of the left frontal (top) and right parietal (bottom)
regions for iterations 1 to 30. Single points indicate the initial start point before deconvolu-
tion.
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Figure 3.28: Recovery versus noise plot of the sub-cortical white matter for iterations 1 to 30.
Single points indicate the initial start point before deconvolution.

observed with VC-smooth is due to the additional pre-smoothing causing further reductions

in cortical GM regions and therefore requiring higher iteration numbers to reach similar levels

of recovery.

Noise increases were observed over 30 iterations for each of the methods applied. These

increases were highest with VC, with VC-smooth producing the lowest CoVr of the three

techniques. Again, assessing the left frontal region, the average CoVr observed at 30 iterations

was 0.18 with VC, 0.17 with VC-prior and 0.15 when VC-smooth was applied. As the region

had an initial CoVr of 0.11, this is an increase of 63.6%, 54.5% and 36.5% respectively. For

VC (and perhaps VC-prior), the noise increase at 30 iterations is already at a point where the

images begin to degrade qualitatively.

Both VC-smooth and VC-prior have the effect of smoothing the image, so while the

voxel variance is reduced, the overall PVE has not been completely corrected. By its nature,

VC-smooth increases the degree of PVE and this is most easily observed in the SWM (figure

3.28) where an increase of 2.2% was observed in the initial image (t0) of VC-smooth. The

large RC values seen in the SWM are caused by spill-over from the high cortical GM uptake.
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As the images are deconvolved, the RC in the SWM reduces closer to 1. This is to be expected

as GM spill-over is corrected for. However, although reduced, the SWM is still over-estimated

(RC > 1) after deconvolution, again suggesting incomplete recovery due to early termination.

The performance of VC-prior was similar to that of VC. In cortical regions, lower re-

covery was observed with VC-prior, as was a lower CoVr . It is the γ parameter that affects

how much the estimated image is smoothed during the deconvolution. The chosen γ value of

0.1 was found experimentally with lower values resulting in negligible changes to the images.

Higher γ values produced smoother images although ring-like artifacts were visible for values

of more than 0.5. Severe artifacts were observed for γ ≥ 1 and caused the deconvolution to

diverge.

Similarly, the size of the PSF used to pre-smooth the images in VC-smooth was found

by experimentation. The value of 2mm was selected because the images were visually less

noisy and preliminary tests indicated that the pre-smoothing did not severely degrade the

recovery in cortical GM. Once applied to the entire dataset, VC-smooth achieves lower levels

of recovery compared to the other techniques, although this is coupled with markedly lower

noise increases. However, iterating the VC-smooth technique beyond 30 iterations (data not

shown) resulted in similar recovery and similar noise levels to VC and VC-prior, indicating

that with more iterations the VC-smooth tends to a similar solution as the other methods.

The parameters chosen for the noise suppression and the deconvolution itself influence

the observations of this study. The deconvolution parameters were based on that of Tohka

and Reilhac [2008]. These may not be optimal for this application but were not investigated

further in this study. The main issue with deconvolution techniques appears to be the noise

amplification rather than the iterative scheme. As recently discussed, the parameters used

for the Huber prior and the pre-smoothing also affected the results. Different priors may

be more suited for deconvolving amyloid PET data although this is beyond the scope of this

study. In summary, while deconvolution approaches are desirable from a clinical perspective,

as there is no requirement for anatomical information, the attainable recovery in cortical GM

is considerably lower than anatomy-based methods. The noise suppression techniques applied

in this study did not notably improve the performance of VC.

3.2.7 Conclusion

The performance of the VC deconvolution was shown to be inferior to that of anatomy-

based approaches in section 3.1. This study has evaluated the use of noise suppression with

the VC deconvolution in an attempt to improve the performance of the method. Realistic

simulations of [11C]PIB PET data were used to investigate two approaches, VC-smooth and
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VC-prior, and were compared against the standard reblurred VC. Reductions in noise were

observed with both approaches, however this tended to be coupled with a reduction in re-

covery. Neither approach resulted in notable improvements compared to the standard VC.

While different choices in parameters would have determined a different set of observations,

the results suggests that there is a limit to the degree of recovery that can be achieved with

VC.

Cortical GM regions in normal subjects are usually no more than 7mm thick. In dis-

eased subjects with atrophied brains, the cortex may have a thickness of only a few mm. As

the cortical thickness is equal to or less than the spatial resolution of the scanner, it is likely

that deconvolution approaches may never reach full recovery even with the aid of noise sup-

pression. The VC deconvolution may be more suited to applications where the target object

is larger, such as striatal imaging or oncology.
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Chapter 4

Comparing partial volume correction

techniques using clinical data

This chapter describes the application of PVC to clinical amyloid PET data. Section 4.1

reports the effects of PVC on the quantification of a [18F]flutemetamol cohort using two

PVC techniques. The reproducibility of [18F]flutemetamol is evaluated in section 4.2. In

section 4.3 a comparison between two amyloid tracers, [11C]PIB and [18F]flutemetamol, is

reported. The comparison evaluates alternative reference regions for image normalisation in

combination with PVC.

4.1 Quantitative analysis

The quantitative accuracy of PET images is degraded by PVEs. The displacement of activity

between neighbouring regions causes quantification errors. These errors may obscure the

patterns of neurogenerative diseases, such as AD, that can be observed with amyloid PET

ligands. Accurate quantitative assessment of these tracers is desirable for the purposes of

tracking disease progression [Waragai et al., 2009] and also to evaluate potential new therapies

[Chow et al., 2010].

AD is characterised by progressive atrophy and ventricular expansion. The volume losses

in brain structures due to the destructive process of atrophy, in particular the cortical GM

regions, cause these structures to be more severely affected by the PVE. In the presence

of atrophy, apparent signal changes can at least be partially attributed to PVEs. Atrophy

attenuates the true signal in the region. PVC aims to correct for this effect although it is not

routinely applied during the quantification of amyloid PET images, despite diseased subjects

often exhibiting widespread cortical atrophy.

This study investigates the effects of PVC on amyloid PET quantification in a clinical

cohort, applying RBV correction and the mMG.
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4.1.1 Materials and methods

4.1.1.1 Subjects

The cohort used in this study consisted of 72 subjects from a multicentre clinical trial (see

Vandenberghe et al. [2010b] for details). Each subject underwent a [18F]flutemetamol PET

scan and T1-weighted MRI. The PET scans were acquired over 30 minutes (6× 5-min frames),

with acquisition commencing 85 minutes post-injection. Two subject were excluded from the

analysis. The MRI cortical parcellation stage failed in the case of one AD subject. A HC

subject was also excluded due to abnormally high levels of amyloid uptake.

The subjects were all classified by clinical evaluation as either AD (n = 26), MCI (n = 20)

or HC (n = 24). The control group was further sub-divided into elderly healthy control

(eHC) and young healthy control (yHC). The threshold used to divide the control group

was 65 years of age. There were 10 participants in the eHC group and 14 yHC subjects. The

median (range) ages of the AD, MCI, eHC and yHC groups were 71.3 (26.9), 70.9 (25.9), 73.7

(10.9) and 43.8 (33.9), respectively.

4.1.1.2 Image acquisition

The data were acquired at three sites. The first centre acquired PET data using a Siemens

Biograph 16, the second centre used a Siemens ECAT Exact HR+, with the third centre

using a GE Advance. Each centre employed different PET image reconstruction algorithms.

OSEM was used at the first, with analytical reconstruction being performed at the other two

sites.

4.1.1.3 Point-spread function estimation

The PVC techniques RBV correction and mMG require a measure of the PSF. The PSF

was measured at each centre using a Radiology Support Devices (Radiology Support Devices

Inc, Long Beach, California, USA) striatal brain phantom. 10MBq of [18F]FDG (8kBq/ml)

was used to fill the main chamber of the phantom. The right putamen was filled with 16

kBq/ml and the right caudate with 8 kBq/ml. Images were acquired for 30 minutes. Recon-

struction was performed in 2-D with attenuation, scatter, randoms and dead-time corrections

applied. Images were then post-smoothed with a Gaussian of between 3 and 5mm FWHM.

The between-center variability in activity ratios between the putamen insert to the main

chamber was estimated to be approximately 5% [Vandenberghe et al., 2010b]. The FWHM

was estimated by finding the best fit between the reconstructed image of the striatum and the

phantom convolved with a Gaussian PSF. Values were found to be 5.3mm for the first centre,

6.3mm for the second and 6.7mm at the third centre.
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4.1.1.4 Image processing

Region definition: A parcellated subject MRI is required to perform the PVC. The par-

cellation of each scan was performed using the FreeSurfer (FS) package (see section 2.4.2.1,

page 43). From the detailed FS parcellation, a mask image consisting of 14 volumes of

interest (VOIs) was generated for each subject. The VOIs consisted of 10 GM regions and

4 other regions. The GM volumes consisted of the frontal, central, parietal, temporal, oc-

cipital, cingulate, insula, sub-cortical GM (caudate, putamen, thalamus, amygdala, pallidum),

hippocampi and cerebellum. The 4 other VOIs consist of SWM, cerebellar WM, the brain

stem and ventricular and CSF space.

The VOIs were defined to parcellate the brains into either clinically relevant regions such

as the frontal, parietal and temporal lobes or areas that could suffer from large PVEs such as

the occipital lobe. An additional central lobule, consisting of the pre-, para- and post-central

gyrus was also included as this area is though to be relatively spared in AD until late stages

of the disease [Braak and Braak, 1995]. The central lobule is also surrounded by ‘hotter’ GM

regions (in AD-like patterns of uptake) and was thought to potentially suffer severe PVEs.

For a complete list of the FS labels used to generate the mask images see appendix D.1. In

addition, a three-class tissue segmentation mask (GM, WM and CSF) was generated from the

FS labels on a per-subject basis for the purposes of the mMG correction.

Registration: Each of the 5-minute PET frames were rigidly registered together. The regis-

tered frames were then added together to create a 30-minute sum image. A rigid registration

was performed using a block-matching based technique [Ourselin et al., 2001] between the

subject PET and subject MRI. Subsequent image processing and analysis was performed in

the subject MRI space.

PVC and normalisation: The PVC techniques, RBV correction and mMG were performed

using the PET data and the region masks. The FWHM of the PSF used for PVC was ap-

plied according to the centre from which the scan was acquired. The scans (corrected and

uncorrected) were normalised using the cerebellar GM as a reference region. Images were

normalised using FSL v4.1 (FMRIB, Oxford University, UK). After normalisation, these im-

ages are referred to as SUVR images. All subsequent analysis was performed on these SUVR

images.

4.1.1.5 Data analysis

Images were analysed in terms of regional mean SUVR values, using regions defined at the par-

cellation stage. Non-GM regions were not evaluated for the mMG as this correction method

operates on GM voxels alone. To reduce the effects of outliers, a 10% trimmed mean value
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was calculated for each region. The CoVs was calculated across subjects within a group. The

intra-regional variability (CoVr ) was calculated, averaged across groups. The image analy-

sis was performed using FSL v4.1. Statistical analysis was undertaken in SPSS v17.0 (SPSS,

Chicago IL.) and G*Power 3 (Institut für Psychologie, Christian-Albrechts-Universität Kiel,

Kiel, Germany). Where statistical comparisons failed to reach significance, the Minimum De-

tectable Difference (MDD) was calculated, given by the effect size the test was powered to

identify at 80% and a p < 0.05 (unless otherwise stated) multiplied by the pooled SD of the

two groups.

4.1.2 Results

4.1.2.1 SUVR analysis

The application of PVC significantly increased SUVR values in cortical regions. The largest

increases were observed in AD subjects. Figure 4.1 shows SUVR images of one AD subject

with and without PVC applied. Visually, there is a noticeable improvement in the contrast

between the GM \WM border when compared with the uncorrected data. SUVR values,

with and without correction, for the frontal lobe, parietal lobe and hippocampi can be seen

in tables 4.1, 4.2 and 4.3 respectively.

Uncorrected mMG RBV
AD 2.07 ± 0.35 (0.17) 2.99 ± 0.63 (0.21) 3.24 ± 0.73 (0.22)
MCI 1.56 ± 0.41 (0.27) 2.03 ± 0.83 (0.41) 2.20 ± 0.96 (0.43)
eHC 1.21 ± 0.15 (0.12) 1.35 ± 0.24 (0.17) 1.41 ± 0.26 (0.18)
yHC 1.16 ± 0.08 (0.07) 1.26 ± 0.19 (0.15) 1.31 ± 0.22 (0.17)

Table 4.1: Effect of PV-correction on frontal lobe SUVR [mean ± SD (CoVs )].

Uncorrected mMG RBV
AD 2.02 ± 0.31 (0.15) 2.95 ± 0.62 (0.21) 3.26 ± 0.72 (0.22)
MCI 1.55 ± 0.38 (0.25) 2.02 ± 0.88 (0.44) 2.22 ± 1.03 (0.46)
eHC 1.20 ± 0.07 (0.06) 1.25 ± 0.08 (0.06) 1.31 ± 0.09 (0.07)
yHC 1.21 ± 0.07 (0.06) 1.30 ± 0.19 (0.14) 1.36 ± 0.22 (0.16)

Table 4.2: Effect of PV-correction on parietal lobe SUVR [mean ± SD (CoVs )].

Of the two PVC methods, RBV correction resulted in the largest changes to cortical

SUVR values. The parietal lobe exhibited the greatest changes of the assessed regions. In AD

subjects, the parietal lobe increased 61.4% after RBV correction, with mMG the observed

increase was 46.0%. The MCI group displayed increases of 43.2% using RBV correction and

30.3% after the mMG. In the control group, increases in SUVR with RBV correction was

9.2% in the eHC group and 12.4% in the yHC. When applying mMG, the control group
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Uncorrected mMG RBV
AD 1.35‡ ± 0.16 (0.12) 1.49? ± 0.22 (0.15) 1.36† ± 0.21 (0.16)
MCI 1.24 ± 0.14 (0.11) 1.31 ± 0.14 (0.11) 1.23 ± 0.13 (0.11)
eHC 1.28‡ ± 0.07 (0.05) 1.26? ± 0.08 (0.06) 1.27† ± 0.10 (0.08)
yHC 1.33 ± 0.07 (0.05) 1.21 ± 0.10 (0.08) 1.22 ± 0.11 (0.09)

Table 4.3: Effect of PV-correction on hippocampal SUVR [mean± SD (CoVs )].
‡Two-tailed,

unpaired Wilcoxon rank-sum test between AD and eHC not significant at 0.05 threshold
( p = 0.37). ?Two-tailed, unpaired Wilcoxon rank-sum test between mMG-corrected AD and
eHC highly significant at 0.05 threshold ( p < 0.004). †Two-tailed, unpaired Wilcoxon rank-
sum test between RBV-corrected AD and eHC not significant at 0.05 threshold ( p = 0.27).

showed increases of 4.2% and 7.4% for the eHC and yHC respectively.

The two PVC methods were also compared in terms of CoVs . Overall the RBV correc-

tion exhibited higher values for CoVs than the mMG. It should be noted that similar results

were reported in the phantom experiments in section 3.1.3 (page 63), where this behaviour

was thought to be caused by GM spill-over inducing a bias in the WM estimate. This could

explain the apparent difference between the CoVs for RBV and mMG in this study.

The CoVr was also assessed for PV-uncorrected, mMG and RBV correction. A lower

CoVr was observed using RBV correction in GM regions than in the uncorrected data or

when using mMG. The lower CoVr suggests that regions corrected with RBV are more

uniform than mMG or when no PVC has been applied. The only exception to this was in

the hippocampus, where CoVr increased after PVC. The mean CoVr values for the frontal,

parietal and hippocampal regions can be seen in tables 4.4, 4.5 and 4.6.

Uncorrected mMG RBV
AD 0.13 ± 0.04 0.17 ± 0.02 0.11 ± 0.01
MCI 0.21 ± 0.07 0.19 ± 0.03 0.11 ± 0.01
eHC 0.24 ± 0.02 0.20 ± 0.06 0.11 ± 0.02
yHC 0.24 ± 0.03 0.23 ± 0.05 0.12 ± 0.03

Table 4.4: Regional coefficient of variation (C oVr ) for the frontal lobe [mean ± SD].

Uncorrected mMG RBV
AD 0.14 ± 0.03 0.18 ± 0.02 0.11 ± 0.01
MCI 0.19 ± 0.06 0.19 ± 0.03 0.11 ± 0.01
eHC 0.22 ± 0.02 0.21 ± 0.04 0.10 ± 0.01
yHC 0.22 ± 0.02 0.23 ± 0.04 0.12 ± 0.03

Table 4.5: Regional coefficient of variation (C oVr ) for the parietal lobe [mean ± SD].
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Uncorrected mMG RBV
AD 0.13 ± 0.03 0.27 ± 0.04 0.18 ± 0.03
MCI 0.12 ± 0.02 0.25 ± 0.03 0.15 ± 0.02
eHC 0.11 ± 0.02 0.26 ± 0.02 0.15 ± 0.01
yHC 0.14 ± 0.03 0.29 ± 0.06 0.17 ± 0.04

Table 4.6: Regional coefficient of variation (C oVr ) for the hippocampus [mean ± SD].

Figure 4.1: SUVR images of an AD subject with and without PVC, overlaid on T1-weighted
MRI. The PV-uncorrected images (left), mMG-corrected images (centre) and RBV-corrected
images (right) are shown, normalised to cerebellar GM.

4.1.2.2 MCI subjects

Higher variability was observed in the cortical regions of the MCI group than either the AD

or control groups. The MCI group has a bimodal distribution in cortical brain regions. MCI

subjects tend to present with either an AD-like or control-like distribution. The existence

of bimodal distributions in MCI populations has been previously reported [Li et al., 2008].

MCI subjects are often classified as being either amyloid-positive or amyloid-negative. This

classification is usually achieved by setting a SUVR threshold of between around 1.45 and 1.6
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on a cortical region.

In order to derive a threshold for this cohort, a composite cortical SUVR value was found

for each subject by averaging the mean values of the frontal, parietal, temporal and cingulate

regions. The cortical SUVR values of the eHC and AD group were used to perform k-means

cluster analysis. The threshold was then defined as being the average distance between the

centres of the clusters. Without PVC, a threshold of 1.6 was found. When RBV correction

was applied, this threshold increased to 2.3. The PV-corrected and -uncorrected threshold was

applied to the MCI cohort. 11 subjects were classified as amyloid-negative and the remaining 9

as amyloid-positive. Both thresholds bisect the MCI group into a bimodal distribution when

applied to their respective datasets. The distribution of subjects by their composite cortical

values can be seen in figure 4.2.

Figure 4.2: Cortical SUVR values (average of frontal, parietal, temporal and cingulate regions)
of each subject with RBV correction and without PVC.

4.1.2.3 The hippocampus

Cortical GM values increased when both PVC approaches were applied. Although the two

techniques produced different regional mean values, for cortical GM the two methods fol-

lowed the same trend of large increases in AD subjects, some increases in the control group,
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with MCI subjects exhibiting one or the other. The two methods did disagree with respect to

the hippocampus. A small, less than 1% increase was observed in the mean SUVR of the AD

group with RBV correction. However, the mMG method produced a 10.4% increase in the

same group.

Paired Wilcoxon signed-rank tests were performed between the corrected and uncor-

rected SUVR values. The small increase with RBV correction was not found to be significant

( p = 0.85) at the p < 0.05 threshold. The difference between the corrected and uncorrected

hippocampal SUVR values with mMG was highly significant ( p < 0.001). The difference be-

tween the two PVC methods for AD subjects was also tested and was found to be significant

( p < 0.001). In the MCI group, mMG resulted in a 5.7% increase in the hippocampus, com-

pared to a 0.8% decrease with RBV correction. Statistically significant differences between

the AD and eHC groups were only observed when applying the mMG technique (see table

4.3).

4.1.3 Discussion

The effects of PVC were evaluated using a [18F]flutemetamol dataset from a multicentre clin-

ical trial. Degradation in the quantitative accuracy of brain PET by PVEs is influenced by

scanner resolution and the degree of atrophy. Subjects with higher amyloid burden suffer

from large quantification errors due to PVEs. The key finding of this study is that cortical

GM regions are severely affected by PVEs. Spill-over from other tissue types and losses to

the background are the main causes of PVEs in the cortical GM. However, this study also

confirmed observations of within-tissue PVEs, made in the previous chapter during the phan-

tom study (see section 3.1.3, page 60), that GM regions can suffer from PVEs due to spill-over

from other GM regions. This condition was observed in the hippocampi. The RBV correc-

tion technique was earlier shown to correct for PVEs of this type, while the MG approaches

induced biases. The same behaviour has been observed in this study using clinical data and

suggests that RBV is superior to the mMG when faced with within-tissue variability.

Large increases in cortical SUVR values, particularly in AD subjects were observed after

PVC. This trend was also observed in the phantom study (section 3.1) and suggests that the

increases are genuine findings. Increases tended to be larger when applying RBV correction

as opposed to the mMG correction. Again this was seen in the phantom study and it can be

inferred that the RBV correction represents the true cortical uptake more accurately than the

mMG approach.

The mMG relies on the GTM method to estimate the mean WM value for the purposes

of the MG correction. The GTM relies on the assumption that each subregion is uniform.
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When applying a 3-compartment mMG, as is performed here, the WM estimate is biased

by spill-over from the (non-uniform) GM compartment. A positive bias in the WM causes a

reduction in cortical GM values due to over-correction of the WM compartment. In addition,

variability between WM regions has also been observed. This is covered in detail in section

4.3 (specifically in 4.3.2.1, page 109). WM variability also appears to affect the accuracy of the

mMG.

Inter-subject variability (CoVs ) increased for all cortical GM regions after PVC. At first

this may seem counter-intuitive as one might expect clinical groups to be more tightly dis-

tributed after correction. However, it appears that correcting for PVEs, and therefore more

accurately representing the true distribution in each region of a subject, increases the inter-

subject variability. This behaviour was observed in the previous phantom study and appears

to be a genuine finding rather than a PVC-induced error.

The PV-corrected inter-voxel variability (or CoVr ) is affected by two factors. First, the

CoVr may decrease due to a reduction in regional bias. Second, an increase may be observed

due to noise amplification. The measured CoVr is a combination of these two factors. Re-

ductions in CoVr within cortical GM regions when applying RBV correction implies that

the correction does not significantly increase noise and reduces variability in cortical regions.

When applying the mMG approach, similar or increased variability was observed compared

to PV-uncorrected data. This increase is likely to be due to biases induced by and inability to

correct for within-tissue variability.

The MCI group were classified as amyloid-positive or amyloid-negative based on a cor-

tical SUVR threshold. The threshold increases (+44%) after PVC has been applied. Given

the large increases in cortical SUVR values, it is unsurprising that the threshold changes. The

‘amyloid status’ of all subjects remained constant irrespective of PVC. While the change in

threshold is not important in the sense that it does not appear to improve discrimination be-

tween subject groups, it is important to state that the appropriate threshold should be applied

depending on whether or not PVC has been performed. As can be seen in figure 4.2, applying

the wrong threshold would result in the misclassification of subjects.

The key objective of this thesis was to evaluate whether PVC improves quantitative ac-

curacy rather than improving discrimination. It is hoped that accurate PVC may reveal subtle

changes in longitudinal studies. The application of PVC could be particularly important as

temporal signal changes could be masked by PVEs. This masking of changes may occur if sig-

nal increases are coupled with atrophy. The effects of atrophy can attenuate the signal causing

the activity to appear static. Section 5.5 addresses the issue of longitudinal tracking in greater
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detail.

The earlier phantom study identified the hippocampus as an area that appeared to suffer

from PVEs from neighbouring GM regions. As mentioned previously, the mMG is unable to

correct for PVEs within a tissue class. In this study, a statistically significant difference in the

AD group was found after mMG correction. This was not observed with RBV correction.

In addition, a significant difference between the eHC group and the AD group was only

observed after mMG was performed.

In AD, the hippocampi are surrounded by hot GM regions, in particular the parahip-

pocampal gyrus. The observed increase when applying mMG is likely to be from uncompen-

sated spill-over from this region. Previous studies based on pathology have shown that there

are low levels of amyloid burden in the hippocampus [Braak and Braak, 1995], despite being

one of the first areas to exhibit atrophy on MRI. This appears to be an erroneous bias induced

by the mMG correction.

Comparisons between the AD and eHC groups did not reach significance when testing

hippocampal SUVR values for the uncorrected data and the RBV-corrected data. The MDD

was calculated for both tests and found to be 0.15 and 0.20, respectively. The difference in

means between the groups for the uncorrected data was 0.07 and 0.09 in the case of the RBV-

corrected. As the group difference is consistent across both datasets, this may suggest that

the tests were underpowered in this instance. The comparison of the uncorrected and RBV-

corrected AD group was also not significant (MDD=0.09) with a difference in means of 0.01.

4.1.4 Conclusion

This study has shown that large increases in cortical SUVR values are observed when PVC is

applied to amyloid PET data. This is inline with the previous findings of the phantom study.

RBV correction has been shown to reduce intra-regional variability, suggesting that regions

are more uniform after RBV correction.

The mMG approach has been shown to suffer from between-compartment and within-

compartment variability. This approach uses assumptions about regional uniformity which

appear to be unsuitable for amyloid PET. GM uptake can vary greatly within a subject,

particularly in diseased states. This study has shown that GM variability can induce biases

when performing mMG correction.

Increases in inter-subject variability after PVC were observed for both RBV correction

and mMG. The increase is believed to be a genuine result of correcting for PVEs, and more

accurately reflects the true amyloid distribution in the subject scans. RBV correction was

shown to outperform the mMG as it can account for variability within tissue compartments.
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The improved quantification provided by RBV correction may improve discrimination and

longitudinal tracking.
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4.2 Assessment of reproducibility using clinical data

This section reports the evaluation of PVC in a clinical reproducibility dataset. The study

investigates the quantitative reproducibility of [18F]flutemetamol data. Quantification was

assessed through regional analysis of uncorrected and RBV-corrected data.

4.2.1 Materials and methods

4.2.1.1 Subjects

A subset of the cohort that were part of the clinical trail [Vandenberghe et al., 2010b] de-

scribed in section 4.1.1 underwent two [18F]flutemetamol PET scans. The second scan was

performed for five of the subjects within a 7-day interval (13 days in one subject). In addition,

a T1-weighted MRI scan was acquired for all subjects at baseline only. The five subjects had

been clinically diagnosed as meeting the criteria for AD. MCI or control data were unavail-

able in this instance.

4.2.1.2 PET acquisition

The clinical trial involved several imaging sites (see section 4.1.1.2, page 89). The scans be-

longing to this subset were performed at one site. The PET data were acquired using Siemens

ECAT Exact HR+. All PET data reconstructed using FBP. A reconstructed resolution of

5.3mm FWHM was measured by the method described in section 4.1.1.3, page 89.

4.2.1.3 Image processing

Region definition: The T1 MRI data for each subject was processed using FreeSurfer (FS) (see

section 2.4.2.1, page 43). The FS parcellation was used to create a region mask consisting on 34

VOIs. The region definitions can be found in appendix D.3. The GM volumes consisted of the

frontal, central, parietal, temporal, occipital, anterior cingulate, posterior cingulate, insula,

precuneus, sub-cortical GM (caudate, putamen, thalamus, amygdala, pallidum), hippocampi

and cerebellum. All GM regions, with the exception of the sub-cortical GM and cerebellar

GM, were split into separate regions for the left and right structures. The frontal, parietal

and temporal regions were further sub-divided into inferior, superior, and in the case of the

temporal lobe, medial regions. The four other non-GM VOIs consist of SWM, cerebellar

WM, the brain stem and ventricular and CSF space.

Registration: As previously described in section 4.1.1.4, the PET frames were rigidly regis-

tered together to form a sum image. The block matching technique of Ourselin et al. [2001]

was applied to perform a rigid registration between the sum image and the T1 MRI. The reg-

istration of the first and second PET scans to the MRI were performed independently. Image

processing and data analysis was subsequently performed in the MRI space.
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Partial volume correction: RBV correction was performed on the PET data using the par-

cellated brain masks. A space-invariant Gaussian PSF of 5.3mm FWHM was assumed for the

purposes of PVC when performing RBV.

PET normalisation: The 10% trimmed mean of activity in the brain stem was used to nor-

malise the PV-corrected and uncorrected PET data (see section 4.3). Image normalisation was

performed in MATLAB. The brain stem normalised images are referred to as SUVR images.

However, it should be noted that in amyloid PET imaging the term SUVR typically relates

to cerebellar GM normalisation. All image analysis was performed on the SUVR images.

4.2.1.4 Analysis

The SUVR images for both the RBV-corrected and uncorrected data were evaluated through

regional analysis. 10% trimmed mean SUVR values were calculated in each ROI. The CoVr

was also computed to demonstrate the effects of PVC in terms of regional variance. Results

were reported for the precuneus, SWM and a composite cortical region comprising of frontal,

central, parietal and temporal regions. The average SUVR across the group, for the two scans,

was calculated for each ROI. The same calculation was also made for the CoVr . The repro-

ducibility of the two scans per subject was assessed through a repeated measures analysis of

variance (ANOVA) on the SUVR values of the composite region. All analysis was performed

in MATLAB.

4.2.2 Results

Large increases in cortical SUVR values were observed after RBV correction was applied. An

average increase of 27.6% across the group, for the first scan (+28.3% for the second scan),

was observed in the composite cortical region after RBV correction (figure 4.3). All cortical

GM regions exhibited an increase in the average SUVR (table 4.7) after RBV correction. The

SUVR increases observed in the precuneus can be seen in figure 4.4. Reductions in SWM

SUVR values after RBV correction were also found (figure 4.5). The percentage difference

(table 4.7) in SUVR values between scans for all regions was less than±3% when uncorrected

for PVEs and less than ±5% after RBV correction.

Reductions in the CoVr after RBV correction, were observed in the majority of cortical

GM regions (table 4.8). The largest average reduction (-25%) after PVC, when averaging CoVr

across the two scans, was observed in the left central region. As well as reductions after PVC

in the subject CoVr , the SD of the group CoVr also tends to decrease and is consistent across

scans. This behaviour can be observed in figures 4.3, 4.4 and 4.5 for the composite region,

precuneus and SWM respectively.
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A repeated measures ANOVA was performed between the SUVR values of the two scans

in the compostite cortical region. The null hypothesis was that SUVR values did not differ

significantly between scans at the p < 0.05 threshold. For the uncorrected data the result was

not significant, F (1,4) = 0.92, p = 0.39. The RBV-corrected were also tested and did not reach

significance: F (1,4) = 0.81, p = 0.42. Therefore, the null hypothesis could not be rejected,

suggesting that the SUVR values are reproducible and that RBV correction does not degrade

the reproducibility.
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Figure 4.3: Graphs of SUVR and CoVr in composite cortical region, for both scans, without
PVC (left column) and with after RBV correction (right column). SUVR is shown in the top
row and CoVr in the bottom row.

4.2.3 Discussion

This study has investigated the reproducibility of quantitative measurements with

[18F]flutemetamol. The objective was to evaluate whether [18F]flutemetamol quantifica-

tion was reproducible without PVC and when applying RBV correction. The reproducibility

of this cohort has already been assessed by Vandenberghe et al. [2010b] without PVC. How-
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Figure 4.4: Graphs of SUVR and CoVr in the precuneus (left and right), for both scans,
without PVC (left column) and with after RBV correction (right column). SUVR is shown
in the top row and CoVr in the bottom row.

ever, the comparison reported here was specifically to evaluate the effects of PVC on the

reproducibility of [18F]flutemetamol.

The results of RBV correction were first compared against the uncorrected data. As

expected, large increases in cortical SUVR values were observed when RBV correction was

applied. The increases were consistent across subject scans, with SUVR values being within

5% of each other across scans, for all regions. This is in agreement with the results of Van-

denberghe et al. [2010b] and suggests that the [18F]flutemetamol signal is very reproducible,

with or without PVC. SWM SUVR reductions were also observed after PVC and, as previ-

ously discussed, are likely due to correction for GM spill-over effects. Again, the reductions

in SWM were consitent between scans, before and after PVC.

CoVr was also assessed in the comparison of uncorrected and RBV-corrected data. While

CoVr is of less interest in terms of reproducibility, as external factors such as injected dose and
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Figure 4.5: Graphs of SUVR and CoVr in the sub-cortical white matter (left and right), for
both scans, without PVC (left column) and after RBV correction (right column). SUVR is
shown in the top row and CoVr in the bottom row.

positioning, will affect the measurement, the values are reported in this study as they show

that RBV correction results in consistent reductions in CoVr . Most cortical GM regions

exhibited marked reductions in CoVr . However, for example, large increases (> 40%) in the

insula were observed after PVC. This may be a genuine finding, or an indication that the

parcellation is inappropriate at that point. The CoVr also increased in the hippocampus.

This behaviour has been previously discussed and can be seen in table 4.6, page 93.

Repeated measures ANOVAs were performed between SUVR values of the composite

cortical region for the uncorrected scan pairs and the RBV-corrected scan pairs. These were

calculated to assess whether there was a significant difference between the scans of a sub-

ject. Neither the uncorrected nor RBV-corrected data exhibited a significant difference across

scans. This suggests both that [18F]flutemetamol SUVR values are reproducible and that RBV

correction does not degrade the reproducibility of cortical SUVR values.
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In summary, this study has shown that [18F]flutemetamol uptake is reproducible across

scans and agrees with the results of Vandenberghe et al. [2010b] who analysed the same co-

hort, albeit it using a different methodology. RBV has also been shown to reduce regional

variability, while maintaining the reproducibility of the SUVR values. This suggests that

PVC can and should be applied to longitudinal amyloid PET studies as it improves quantifi-

cation.
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Region PET 1 PET 2 % diff. RBV 1 RBV 2 % diff.

Left sup. frontal 1.05 1.06 1.02% 1.34 1.36 1.53%
Left inf. frontal 1.08 1.07 -0.75% 1.37 1.36 -0.78%
Right sup. frontal 1.08 1.07 -0.72% 1.39 1.38 -0.76%
Right inf. frontal 1.10 1.08 -1.71% 1.41 1.38 -2.06%
Left central 0.88 0.89 1.72% 1.09 1.12 2.87%
Right central 0.92 0.91 -1.09% 1.15 1.13 -1.29%
Left precuneus 1.09 1.10 0.25% 1.42 1.42 0.22%
Right precuneus 1.08 1.08 0.52% 1.37 1.38 1.06%
Left inf. parietal 1.00 1.01 1.63% 1.29 1.32 2.26%
Right inf. parietal 1.04 1.03 -0.87% 1.34 1.33 -1.03%
Left sup. parietal 0.97 0.98 1.32% 1.28 1.31 1.76%
Right sup. parietal 0.99 0.98 -0.41% 1.30 1.29 -0.42%
Left sup. temporal 1.01 1.01 0.97% 1.30 1.32 1.53%
Right sup. temporal 1.01 1.00 -1.89% 1.27 1.24 -2.29%
Left mid. temporal 1.00 1.03 2.71% 1.28 1.33 4.04%
Right mid. temporal 1.05 1.03 -1.73% 1.34 1.31 -2.12%
Left inf. temporal 0.92 0.91 -0.52% 1.09 1.08 -0.76%
Right inf. temporal 0.88 0.86 -1.49% 1.02 1.00 -1.97%
Left occipital 0.76 0.77 1.28% 0.83 0.85 2.06%
Right occipital 0.77 0.77 0.71% 0.84 0.85 1.29%
Left ant. cingulate 1.07 1.07 0.20% 1.29 1.30 0.75%
Right ant. cingulate 1.04 1.04 0.12% 1.25 1.25 0.32%
Left post. cingulate 1.06 1.03 -2.33% 1.28 1.24 -2.94%
Right post. cingulate 1.03 1.03 -0.65% 1.24 1.23 -0.60%
Left insula 1.00 1.01 0.39% 1.06 1.07 0.66%
Right insula 1.04 1.01 -2.11% 1.11 1.08 -2.56%
Deep GM 0.96 0.96 0.56% 0.90 0.90 1.05%
Left hippocampus 0.69 0.71 2.19% 0.63 0.66 4.73%
Right hippocampus 0.68 0.68 -0.24% 0.62 0.62 0.07%
Sub-cortical WM 1.06 1.05 -0.07% 0.84 0.83 -0.17%
Cerebellar WM 0.96 0.96 -0.24% 0.95 0.95 -0.35%
Cerebellar GM 0.48 0.48 0.46% 0.42 0.43 0.81%
CSF 0.40 0.40 -0.58% 0.16 0.15 -2.21%
Brain stem 1.00 1.00 0.00% 1.00 1.00 0.00%

Table 4.7: SUVR values for each ROI, without PVC (second and third columns) and after
RBV correction (fourth and fifth column). The percentage difference (% diff.) is given be-
tween the scans in the third column for uncorrected data and the sixth column after RBV
correction. The average values were calculated across across the group for each scan.
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Region PET 1 PET 2 % diff. RBV 1 RBV 2 % diff.

Left sup. frontal 0.14 0.13 -2.13% 0.11 0.11 1.79%
Left inf. frontal 0.12 0.11 -4.13% 0.11 0.11 -0.66%
Right sup. frontal 0.14 0.13 -2.60% 0.12 0.12 -0.43%
Right inf. frontal 0.11 0.11 0.99% 0.12 0.11 -1.95%
Left central 0.14 0.14 0.38% 0.11 0.10 -0.84%
Right central 0.14 0.13 -2.18% 0.11 0.11 -2.59%
Left precuneus 0.12 0.12 3.04% 0.10 0.10 0.39%
Right precuneus 0.15 0.14 -5.22% 0.12 0.11 -7.07%
Left inf. parietal 0.14 0.14 4.02% 0.11 0.12 3.63%
Right inf. parietal 0.12 0.12 0.90% 0.11 0.12 1.78%
Left sup. parietal 0.14 0.15 3.41% 0.11 0.11 2.19%
Right sup. parietal 0.14 0.14 0.03% 0.12 0.12 1.94%
Left sup. temporal 0.12 0.11 -2.06% 0.11 0.10 -1.23%
Right sup. temporal 0.11 0.11 -5.42% 0.11 0.11 -2.96%
Left mid. temporal 0.11 0.11 -2.32% 0.11 0.11 -0.78%
Right mid. temporal 0.09 0.09 -0.23% 0.12 0.12 -2.41%
Left inf. temporal 0.16 0.17 5.53% 0.16 0.17 5.26%
Right inf. temporal 0.18 0.18 1.19% 0.18 0.18 -0.74%
Left occipital 0.20 0.20 -0.25% 0.17 0.17 -0.72%
Right occipital 0.19 0.19 -1.19% 0.18 0.17 -2.33%
Left ant. cingulate 0.10 0.09 -5.49% 0.11 0.11 2.50%
Right ant. cingulate 0.12 0.12 -0.46% 0.11 0.11 -3.22%
Left post. cingulate 0.09 0.09 -0.61% 0.10 0.11 10.67%
Right post. cingulate 0.12 0.11 -5.18% 0.11 0.11 2.79%
Left insula 0.09 0.09 -0.01% 0.13 0.13 -0.75%
Right insula 0.08 0.08 8.15% 0.13 0.13 1.02%
Deep GM 0.18 0.18 -1.22% 0.14 0.13 -3.07%
Left hippocampus 0.12 0.12 -3.45% 0.16 0.15 -6.86%
Right hippocampus 0.13 0.13 -3.76% 0.18 0.17 -5.32%
Sub-cortical WM 0.13 0.13 -0.53% 0.09 0.10 0.96%
Cerebellar WM 0.20 0.19 -2.69% 0.13 0.12 -5.83%
Cerebellar GM 0.27 0.26 -2.24% 0.18 0.18 -2.73%
CSF 0.38 0.38 1.59% 0.23 0.23 3.71%
Brain stem 0.16 0.16 -1.38% 0.12 0.12 -3.80%

Table 4.8: CoVr values for each ROI, without PVC (second and third columns) and after RBV
correction (fourth and fifth column). The percentage difference (% diff.) is given between the
scans in the third column for uncorrected data and the sixth column after RBV correction.
The average values were calculated across across the group for each scan.
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4.3 Amyloid PET normalisation

Amyloid PET scans are typically normalised using the mean value found in the cerebellar

GM. The region is thought to be relatively free of fibrillar amyloid plaques, even during the

late stages of AD [Klunk et al., 2004, Lopresti et al., 2005]. Amyloid plaques have however

been observed in the cerebellar GM for certain variant forms of the disease [Verkkoniemi

et al., 2001], leading Koivunen et al. [2008] to report SUVR values using the cerebellar GM

and the pons as reference regions. Wong et al. [2010] chose WM reference regions to perform

the normalisation of [18F]FDDNP images.

A comparison between [11C]PIB and [18F]flutemetamol has been previously reported

by Vandenberghe et al. [2010b]. This section reports an investigation into alternative ref-

erence regions for image normalisation using the [11C]PIB and [18F]flutemetamol data col-

lected during the same clinical trial. The interaction of PVC with the choice of reference

region is also assessed. In addition, WM regions are compared with and without PVC for

both tracers. The regional analysis was undertaken to evaluate as to whether WM uptake is

homogeneous or not as this is an important assumption of some PVC techniques.

The aims of this study are to compare [11C]PIB and [18F]flutemetamol, evaluate WM

regions and assess the performance of alternative reference regions, while demonstrating these

relationships with appropriate PVC.

4.3.1 Materials and methods

4.3.1.1 Subjects

This study uses a subset of the subjects belonging to the clinical cohort described in section

4.1.1.1 (page 89). The WM analysis reported in section 4.3.2.1 (page 109) is performed on

[18F]flutemetamol data alone. All subjects in the AD (n = 26) and HC (n = 24) group are

included in the WM analysis.

As part of the same clinical trial, all MCI subjects (n = 20) and the majority of AD

subjects (n = 20) underwent an additional [11C]PIB PET scan [Vandenberghe et al., 2010b].

Therefore, the comparison between the two tracers and the evaluation of alternative reference

regions is restricted to the MCI and AD subject group.

4.3.1.2 Image processing

All images were processed in the same manner as described in sections 4.1.1.2 to 4.1.1.4. A

greater number of regions were included in the brain mask to reduce potential errors due to

lateralisation of uptake. The number of GM regions was increased from 10 to 20, bringing

the total number of regions to 24. The 20 regions represent the same anatomical structures as
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the set described in section 4.1.1.4, but sub-divided into the left and right hemispheres. The

full list of FS labels are provided in appendix D.2.

4.3.1.3 Partial volume correction

The aim of this study is to investigate WM regions, alternative reference regions and evaluate

the interaction of PVC. It is necessary to apply a PVC technique that can accurately correct

multiple regions. The study in the previous section (4.1) showed that the performance of

RBV was superior to that of the mMG. The mMG is also restricted to correcting the GM

compartment only. Therefore, RBV was the only PVC applied during this study.

4.3.1.4 Data analysis

SUVR values were calculated for all segmented regions using a 10% trimmed mean value.

Left and right regions were combined for the purposes of analysis in order to compare the

results with that of Vandenberghe et al. [2010a]. The SD across subjects in a group was

also calculated. The [18F]flutemetamol WM analysis was carried out using cerebellar GM

normalisation. The SWM and cerebellar white matter (CWM) were evaluated through SUVR

analysis and also by linear regression.

Both SUVR and linear regression analysis were performed for the [11C]PIB \

[18F]flutemetamol comparison. The MCI group was sub-divided into amyloid-positive

(n = 9) and amyloid-negative (n = 11) groups. The division was carried out using the

SUVR threshold as described in section 4.1.2.2 (page 93). All images were normalised and

analysed using MATLAB R2010b (Mathworks, Natick, M.A., USA). Statistical analysis was

performed in MATLAB and G*Power. Where the MDD was calculated, a power of 90% and

p < 0.01 was assumed. The linear regression analysis was performed between the [11C]PIB

and [18F]flutemetamol SUVR for all 40 subjects, for each of the three reference regions under

evaluation. The assessed regions were the cerebellar GM, SWM and brain stem.

In the tracer comparison, the differences in CWM and SWM were reported in terms of

a cerebellar WM to sub-cortical WM ratio (WMR), defined as:

WMR=
cerebellar WM

sub-cortical WM
(4.1)

The WMR was calculated using the non-normalised images of each subject, with and without

PVC, for both tracers. The mean WMR and SD across subjects within a group was calculated.

The results of the linear regression were reported in terms of the slope of the line (m), corre-

lation coefficient (r ) and the normalised standard error of the estimate (NSEE) was calculated
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using the sum of square errors normalised to the mean of the data. The N SEE is defined as:

N SEE =
1

x









q

∑N
i=1 (yi − ŷi )

2

N − 2









(4.2)

where yi is the [11C]PIB value, ŷi is the predicted value, N is the number of points (N = 40)

and x is the mean of the [18F]flutemetamol values.

4.3.2 Results

4.3.2.1 [18F]flutemetamol white matter analysis

SUVR analysis was performed on the WM regions of the SWM and CWM. As previously

described in section 4.1.1.1 (page 89), the HC group was originally sub-divided into elderly

and young subjects. Wilcoxon rank-sum tests were performed between the eHC and yHC

groups to establish if there was any WM differences within the control group. Tests were

performed between the groups for both the SWM and CWM. No significant difference at the

p < 0.05 threshold was found for either region (SWM: MDD =0.11; CWM: MDD =0.07).

As a result, the controls were considered as a single group for the WM analysis.

Trimmed mean SUVR values were calculated in both WM regions for the AD and HC

groups. These values can be seen in table 4.9. The CWM values were consistent across the

groups before and after correction. Wilcoxon signed-rank tests were highly significant ( p <

0.001) between the regions without PVC. SWM exhibited higher SUVR values than CWM

in the AD subjects. This pattern was reversed in control subjects.

When RBV correction was applied, both subject groups had a higher CWM than SWM

SUVR. No significant ( p > 0.05) difference was found between the AD and HC group, for

either region, after PVC. However, Wilcoxon signed-rank tests between the regions of both

subject groups exhibited highly significant differences ( p < 0.001).

Uncorrected RBV

Cerebellar
WM

AD 1.96± 0.16 2.30± 0.30
HC 1.98± 0.13 2.35± 0.23

Sub-cortical
WM

AD 2.17± 0.22 2.01± 0.32
HC 1.78± 0.09 2.01± 0.22

Table 4.9: White matter SUVR values [mean ± SD] in AD and control groups, with and
without RBV PV-correction.

In addition to an SUVR analysis of the WM regions, a linear regression analysis was per-

formed for RBV-corrected and the uncorrected data. The results can be seen in figure 4.6.
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A much stronger relationship between SWM and CWM was observed after RBV correction.

The correlation coefficient increased from 0.51 to 0.82 for the HC group and from 0.37 to

0.89 for the AD group. The changes in correlation coefficient were compared using the Z̄∗2
test for differences between dependent correlations proposed by Steiger [1980]. The increases

in correlation coefficient after PVC were highly significant ( p < 0.001) for both groups. Be-

fore PVC, the HC and AD groups appear distinct. After RBV correction, this distinction

disappears, and suggests that disease has no influence on the true signal in WM. The higher

SWM values in the AD group are due to PVEs as they are not observed in the PV-corrected

data.

4.3.2.2 [11C]PIB and [18F]flutemetamol comparison

All cortical GM regions exhibited strong agreement during linear regression analysis between

[11C]PIB and [18F]flutemetamol SUVR values. Figure 4.7 shows the linear regression analysis

of the composite cortical region, for each reference region, with and without PVC. The

agreement was observed for each of the three reference regions, irrespective of whether PVC

had been applied. In WM regions, the weak agreement between the two tracers was further

reduced after PVC (see figure A.1, page 167). The results of the linear regression analysis are

shown in table 4.10. The RBV-corrected and uncorrected SUVR images of both tracers from

an AD subject are shown in figure 4.8.

In terms of reference regions, the brain stem produced the lowest N SEE values (table

4.11) after PVC, suggesting that of the three regions, brain stem normalisation resulted in the

strongest agreement between the tracers. Assessing the slopes of the lines, both cerebellar

GM and brain stem normalisation were consistent before and after RBV correction. SWM

normalisation exhibited greater changes in slope when comparing the uncorrected with the

RBV-corrected data.

Further F-tests were performed on the N SEE values. The N SEE2 values were evaluated

for each pair of reference regions (cerebellar GM vs. SWM, cerebellar GM vs. brain stem and

SWM vs. brain stem), with and without PVC. For the uncorrected data, comparison of the

cerebellar WM to both the brain stem (F(1,39) = 6.61) and SWM (F(1,39) = 12.96) achieved

significance at the p < 0.05 threshold. Given the lower N SEE values of the brain stem and

SWM, this suggests that these reference regions result in stronger agreement between the two

tracers. The comparison of brain stem to SWM did not reach significance. When assessing the

RBV-corrected data, only the comparison between cerebellar GM and the brain stem reached

significance (F(1,39) = 5.76). This suggests that PVC makes the three reference regions become

more similar to each other, at least in terms of their spread about the regression line. The
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‘dissimilarity’ in the PV-uncorrected reference regions may therefore be logically attributed

to PVEs.

4.3.2.3 Effects of PVC on the white matter ratio

Further to the initial investigation of WM regions using [18F]flutemetamol (section 4.3.2.1).

The CWM and SWM regions were analysed for the MCI and AD subjects that had both

[11C]PIB and [18F]flutemetamol scans. The WM regions were analysed in terms of WMR

values. The results for both tracers, with and without PVC, can be seen in figure 4.9 for the

AD, amyloid-positive and amyloid-negative groups.

For there to be no difference between the CWM and SWM across the cohort, a mean

WMR = 1 would be expected. This null hypothesis was evaluated using Wilcoxon signed-

rank tests for each clinical group, for each tracer, with and without PVC. The hypothesis

was rejected in all tests and was highly significant ( p < 0.01). The AD and amyloid-positive

group exhibited WMR< 1, with all amyloid-negative subjects displaying a WMR> 1. When

RBV-correction was applied, all groups had an average WMR> 1.

Wilcoxon rank-sum tests were used to compare the clinical groups to each other. A

significant ( p < 0.01) difference between the amyloid-negative group and the amyloid-positive

and AD groups was found in both tracers when PVC had not been applied. When RBV

correction was applied, this difference remained significant. This was further investigated

using the PV-corrected SUVR values normalised to the brain stem, rather than the WMR.

No significant differences were found in the SWM for either tracer. Uptake in the CWM was

found to be higher in the amyloid-negative group. The brain stem normalised CWM values

can be seen in figure 4.10. Wilcoxon rank-sum tests were performed using the cerebellar

WM SUVR values. Tests between amyloid-positive and amyloid-negative subjects were not

significant at the p < 0.01 threshold ([11C]PIB: p = 0.095, MDD=0.09; [18F]flutemetamol:

p = 0.015, MDD=0.09). Significance was also not found between the amyloid-negative and

AD subjects ([11C]PIB: p = 0.016, MDD=0.07; [18F]flutemetamol: p = 0.069, MDD=0.09).

The WMR was also compared between tracers for each group, with and without PVC.

Wilcoxon signed-rank tests were performed, assuming a threshold of (p < 0.01). Without

PVC the amyloid-negative group showed no significant difference ( p = 0.15, MDD=0.08).

However, significant differences were observed for both the amyloid-positive and AD group

(amyloid-positive: p = 0.0007; AD: p = 0.002). When RBV correction was applied, no sig-

nificant difference between tracer was observed for any subject group (amyloid-negative: p =

0.47, MDD=0.09; amyloid-positive: p = 0.26, MDD=0.10; AD: p = 0.024, MDD=0.06).
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Reference region

Cerebellar GM Sub-cortical WM Brain stem

Uncorr. RBV Uncorr. RBV Uncorr. RBV

Composite 0.018 0.024 0.005 0.017 0.007 0.010
Frontal 0.019 0.025 0.007 0.021 0.008 0.013
Parietal 0.018 0.023 0.007 0.020 0.008 0.014
Temporal 0.016 0.021 0.007 0.020 0.008 0.013
Post. cingulate 0.020 0.027 0.006 0.015 0.008 0.011
Ant. cingulate 0.021 0.028 0.005 0.015 0.009 0.011
Occipital 0.012 0.015 0.011 0.033 0.013 0.029
Deep GM 0.015 0.020 0.007 0.018 0.007 0.011
Hippocampi 0.011 0.012 0.011 0.023 0.012 0.020
Cerebellar WM 0.009 0.012 0.006 0.007 0.004 0.005
Brain stem 0.010 0.012 0.006 0.008 - -
Sub-cortical WM 0.016 0.014 - - 0.009 0.008
Cerebellar GM - - 0.021 0.027 0.019 0.025

Table 4.11: The normalised standard error of the estimate (N SEE ) for the [11C]PIB and
[18F]flutemetamol SUVR comparison using three reference regions, with (RBV) and without
(Uncorr.) partial volume correction.

4.3.3 Discussion

4.3.3.1 [18F]flutemetamol white matter analysis

The WM signal observed in amyloid PET images is thought to be non-specific uptake, with no

disease-related component [Vandenberghe et al., 2010b]. This study has investigated whether

CWM uptake is the same as SWM. The comparison was carried out using the AD and HC

groups of the [18F]flutemetamol dataset. CWM activity was consistent across the subject

groups before and after PVC. The increase in CWM after RBV correction is likely to be a

result of correction for spill-over into the background. When PVC has not been applied, the

SWM uptake in AD subjects (see table 4.9) is higher than in the HC group. After correction

this difference is no longer observed and the SWM of AD subjects actually reduces. Given

that the difference between groups ceases to exist after PVC, it is likely to have been caused

by PVEs due to spill-over from ‘hot’ GM regions.

Comparisons between the AD and HC groups for both WM regions failed to reach sig-

nificance after PVC. The MDD was calculated as 0.22 for both comparisons, with a difference

in means between the groups of 0.05 for the CWM and 0.00 for the SWM. Given that a larger

difference (0.39) was observed in the uncorrected SWM, these negative results add further

weight to the belief that WM uptake has no disease component associated with it.

The difference between the CWM and SWM is of particular interest in terms of PVC.
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Techniques such as the MG approaches, operate on the assumption that WM can be consid-

ered to be a uniform region. The MG method would therefore estimate activity based on the

average of the CWM and SWM values. As previously discussed, in subjects with high amy-

loid burden, cortical GM spill-over appears to increase SWM activity. This over-estimation of

SWM would lead to lower cortical GM values. As a consequence of this, CWM is also over-

estimated, resulting in a negatively-biased cerebellar GM region. When used as a reference

region, the cerebellar GM would have the effect of increasing cortical GM values. Therefore,

the differences between WM regions may cause both increases and decreases in cortical GM

values of subjects with high amyloid burden. The over-estimation in SWM depends on the

amount of spill-over from cortical GM. This means the degree of over-estimation is depen-

dent on the ratio of cortical GM to WM rather that the magnitude of the cortical GM. The

greater the signal ratio between the two, the larger the over-estimation will be.

In subjects with low amyloid burden, cortical GM spill-over does not affect SWM. How-

ever, when applying MG in this situation, the CWM results in an average of the two regions,

which causes an over-estimation of the SWM. The CWM then becomes under-estimated, cre-

ating a positively-biased cerbellar GM. As a reference region, the use of the cerebellar GM

would result in reduction in cortical GM values. Further phantom experiments (as described

in section 3.1.1.1) were carried out to test this hypothesis. Variability in the WM was applied

according to the regional differences observed in this study. The results can be seen in ap-

pendix A (figures A.2 and A.3). The mMG method resulted in further under-estimations in

cortical GM regions of between 3% and 5%. A positive bias (+6%) in cerebellar GM can also

be observed.

4.3.3.2 [11C]PIB and [18F]flutemetamol comparison

The findings of WM variability prompted the further investigations in this study. As the

cerebellum is susceptible to biases when inappropriate PVC techniques are applied, we evalu-

ated alternative reference regions. The comparison between [18F]flutemetamol and [11C]PIB

was carried out to reproduce the WM findings in another tracer, evaluate potential reference

regions and also investigate the effects of PVC. The cerebellar GM, SWM and brain stem

were evaluated as reference regions. The brain stem was selected due to the ease of delineation

compared to the pons. The results of using the pons as a reference region from a previously

published study [Vandenberghe et al., 2010a] were highly comparable to the results of this

study, suggesting that both regions are similar, with non-specific uptake.

Linear regression analysis was performed between [11C]PIB and [18F]flutemetamol.

These tracers showed strong agreement in the cortical GM regions for all three reference re-
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gions. In the PV-corrected data, brain stem normalisation produced the lowest N SEE values.

Stronger agreement between tracers was observed when using SWM compared to cerebellar

GM. However, the slopes change after PVC, when using SWM as the reference region. This is

to be expected, as SWM is severely affected by PVEs, especially in subjects with high amyloid

burden.

In order for SWM to be applied as the reference region, either PVC would have to be

applied or a reference volume would have to be defined such that it was not affected by PVEs.

For example, a spherical or ellipsoidal volume in the centrum semiovale could be defined for

this purpose, assuming the boundaries of the volume are at a distance of at least three times the

FWHM of the scanner PSF from the cortex and ventricles. When applying either brain stem

or SWM normalisation, the slopes of the line deviate from unity (m 6= 1). It would therefore

be necessary to find tracer-specific correction factors to ensure that data from multi-centre,

multi-tracer trials were comparable.

Weaker agreement between the two tracers was observed in WM regions and reduced

further after PVC was applied. This observation is understandable if WM uptake is really

non-specific. The higher WM signal seen with [18F]flutemetamol compared to [11C]PIB is

believed to be a result of differing washout characteristics [Vandenberghe et al., 2010b]. The

initial correlations in WM between the two tracers could be a GM spill-over PVE.

The previously discussed differences between CWM and the SWM were further evalu-

ated in the subjects that had both [18F]flutemetamol and [11C]PIB. The finding that CWM

is hotter than SWM was confirmed for both tracers. [18F]flutemetamol is known to have a

higher WM signal than [11C]PIB, but the differences between the regions were observed irre-

spective of overall WM differences between the tracers. The ratio of the CWM to the SWM

does not appear to have any clinical relevance in itself. The inter-regional differences become

important when PVC is to be applied. Assuming that WM is uniform when performing PVC

could introduce biases in the quantitative analysis of regions that are clinically relevant, such

as cortical GM.

4.3.3.3 Effects of PVC on the white matter ratio

The inter-regional differences were analysed using the WMR. Wilcoxon signed rank tests on

the WMR were highly significant, irrespective of clinical group or tracer type. This result

suggests that the uptake in the CWM is different to that of the SWM. As can be seen in figure

4.9, before PVC the AD and amyloid-positive subjects have higher SWM uptake than CWM

uptake (WMR< 1) for both [11C]PIB and [18F]flutemetamol, with amyloid-negative subjects

exhibiting the opposite characteristics (WMR > 1). When RBV correction was applied, all
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subject groups had a WMR > 1. The same observation was made between AD and HC

subjects in [18F]flutemetamol alone and has now also been observed in the [11C]PIB dataset.

The subject groups were compared using unpaired Wilcoxon rank-sum tests to evaluate

whether there existed a between-group difference in WMR values. A significant difference was

observed between the amyloid-negative group and the other subject groups. This remained

significant at the p < 0.01 threshold after PVC. Further investigation was undertaken using

the brain stem normalised SUVR values instead of the WMR (figure 4.10). When RBV correc-

tion was applied, no significant differences were found between groups for either the CWM

or SWM SUVR values. However, the CWM SUVR was higher in the amyloid-negative group

for both [18F]flutemetamol and [11C]PIB. While the CWM SUVR did not reach significance

at the p < 0.01 threshold, three of the four comparisons were less than 0.05. It is this higher

CWM value in amyloid-negative subjects that gave rise to the group difference in WMR. As

the SWM differences do not remain significant after PVC has been applied, it suggests that

the (uncorrected) SWM differences are due to PVEs from GM. As SWM appears consistent

across subject groups it suggests that SWM uptake is non-specific and does not reveal any

information about disease state.

All of the statistical comparisons of the CWM and SWM SUVR values failed to reach

significance. The MDD was calculated for both regions and was found to be between 0.07 and

0.10 for all tests. The difference between group means was less than the MDD for each test.

However, some group mean differences were close to the MDD. For example, when compar-

ing the CWM between the [11C]PIB SUVR values of the amyloid-negative and AD groups,

the mean difference was 0.06, with a MDD of 0.07. There could be subtle differences between

clinical groups in WM regions, although the small sample sizes of the amyloid-negative and

-positive group have prevented this from being detected.

A comparison of the WMR between [18F]flutemetamol and [11C]PIB, across groups,

was carried out. Paired Wilcoxon signed-rank tests showed significant differences between

[18F]flutemetamol and [11C]PIB in amyloid-positive and AD subjects when PVC was not

applied. The [11C]PIB WMR tended to be lower than [18F]flutemetamol. No significant

difference in WMR was observed between tracers for any subject group once RBV correction

was performed. The WMR increase after RBV correction is a result of PVC for cortical GM

spill-over.

The MDD was calculated for the negative statistical comparisons between the two trac-

ers. The amyloid-negative group exhibited a mean difference across tracer of 0.02, with a

MDD of 0.09. The amyloid-positive also failed to reach significance, with a mean difference
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of 0.04 and a MDD of 0.10. However, in the AD group, a mean difference between tracer

of 0.05 was observed (MDD=0.06). While this negative result may be due to sample size,

it is unlikely that there is a difference between [11C]PIB and [18F]flutemetamol for the AD

subjects alone.

4.3.4 Conclusion

This study has shown that differences in activity exist between the CWM and SWM. The

difference was first identified in AD and HC subjects using [18F]flutemetamol. The finding

was subsequently confirmed in a [11C]PIB dataset. These differences have implications for the

application of PVC in amyloid PET imaging. RBV correction was used to show that SWM

uptake has no disease-specific component in either [11C]PIB or [18F]flutemetamol. After

correction, CWM uptake was shown to be consistently higher than the SWM, irrespective of

clinical group, or tracer.

PVC techniques which assume uniformity in WM, such as the MG and mMG, may

induce biases due to erroneous estimation of WM used during the PVC. A method that

corrects for spill-over from multiple regions is necessary to accurately correct amyloid PET

images as they contain both regional GM and WM variability. In particular, the effects of

inaccurate correction in the CWM are likely to affect the accuracy of cerebellar GM as a

reference region.

An investigation of alternative reference regions has been carried out in this study, evalu-

ated through a comparison of [18F]flutemetamol and [11C]PIB. Brain stem normalisation in

combination with PVC was found to produce the strongest agreement between the tracers for

cortical GM regions. In terms of tracer agreement, SWM was also superior to the cerebellar

GM, although this can be partially attributed to PVEs from cortical GM spill-over.

In summary, WM variability in amyloid PET images mandates that a PVC technique,

such as RBV, should be applied. This is particularly important if a target reference region

could be affected by PVC-induced biases. Brain stem appears preferable to the cerebellar

GM for the purposes of normalisation as it has been shown to improve agreement between

[11C]PIB and [18F]flutemetamol, maintains clinical group separation and is arguably easier

to segment than the cerebellar GM.
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Figure 4.6: Scatter plots of sub-cortical WM against cerebellar WM without PV-correction
(top) and after RBV correction (bottom). Images were normalised to the cerebellar GM.
Controls are marked as green circles and AD subjects as blue crosses. The solid green lines
represent the line of best fit in the control group, with the dashed blue line representing the
AD group.



4.3. Amyloid PET normalisation 119

0 1 2 3
0

0.5

1

1.5

2

2.5

3

[1
1
C
]P
IB

Uncorrected

0 1 2 3 4
0

1

2

3

4

RBV

0 0.5 1 1.5
0

0.5

1

1.5

[1
1
C
]P
IB

0 0.5 1 1.5 2
0

0.5

1

1.5

2

[18F]flutemetamol

[1
1
C
]P
IB

0 1 2 3
0

0.5

1

1.5

2

2.5

3

[18F]flutemetamol

0 1 2 3
0

0.5

1

1.5

2

2.5

3

3.5

(f)(e)

(b)(a)

(d)(c)

y = 1.12676x+0.01500

y = 1.48826x – 0.16126

y = 1.34561x+0.11988

y = 1.0021x – 0.00440

y = 1.49786x – 0.05108

y = 1.0097x+0.09600

Figure 4.7: Scatter plots of mean [18F]flutemetamol SUVR and mean [11C]PIB SUVR for
the composite cortical region of AD (black circles), amyloid-positive (white squares) and
amyloid-negative (black crosses). Plots a and b show cerebellar GM normalisation, c and d
are normalised to sub-cortical WM and plots e and f are normalised using the brain stem.
a, c and e are uncorrected for PVEs. RBV correction is shown in b, d and f. The solid line
represents the line of best fit. The dashed line is the line of identity.
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Chapter 5

Segmentation-modifying partial volume

correction

This chapter describes the development and application of a novel anatomy-based PVC tech-

nique that iteratively modifies the MRI parcellation to fit the PET data. The technique is

called segmentation-modifying partial volume correction (SMPVC). The motivation behind

the technique is given in section 5.1. The algorithm development is described in section 5.2.

Performance is then evaluated using phantom data (section 5.3), [18F]flutemetamol repro-

ducibility data (section 5.4) and [11C]PIB longitudinal data (section 5.5). Conclusions are

then given in section 5.6.

5.1 Motivation

Most anatomy-based PVC techniques make an assumption of regional uniformity. Region

definitions are typically based on parcellations of structural imaging data. These regions do

not necessarily represent regions of uniform uptake in the PET data. Using a set of region

definitions that poorly describe the PET distribution will induce bias, particularly at region

borders. This has previously been demonstrated when applying the MG to AD subject scans

(section 3.1).

For example, amyloid PET imaging is an area where there is likely to be some discor-

dance between the PET and parcellated MRI data. Braak and Braak [1991] state in their

pathological AD study that during the early stages of the disease, considerable inter-subject

variability was observed in terms of the distribution of amyloid plaque. Whereas, amyloid

deposition in the late stages of the disease followed fairly constant pattern. As a result, the

authors were only able to define three stages (A, B and C) of amyloid deposition, as opposed

to the six stages that could be defined for the accumulation of NFTs. The first stage of amy-

loid deposition, stage A, consists of low density amyloid deposition, predominantly in the
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inferior frontal, parietal and occipital lobes. By stage B, all cortical areas, with the exception

of the sensorimotor cortex exhibit amyloid deposition. By the final stage, amyloid plaques

are observed in almost the entire cortex as well as sub-cortical GM structures. In effect, the

cortex appears to fill-up with amyloid. The “scattered amyloid deposits” [Braak and Braak,

1991], of the earlier stages of AD are unlikely to lie on distinct anatomical boundaries. As

this example shows, the ability to define regions in a way that more accurately represents the

PET distribution is desirable from a PVC perspective.

RBV correction

RBV correction is able to account for variability within tissue types, although errors may

still exist in a sub-region. While it is clear that different tissue compartments should be de-

fined as separate regions, the appropriate approach to sub-dividing these compartments is less

obvious. This is especially the case for GM in AD subjects undergoing amyloid PET imag-

ing. RBV correction relies on the assumption that the PET distribution within a parcellated

region is uniform. As discussed above, it is unlikely that areas of amyloid PET uptake (or

hypometabolism in [18F]FDG) will correspond exactly with anatomically derived regions.

Applying RBV correction with region definitions that do not satisfy this assumption will

cause errors in the region, especially at boundaries and also in neighbouring regions such as

sub-cortical WM. Conversely, if the regions can be defined in order to satisfy the uniformity

assumption, RBV correction will accurately perform PVC.

Hyper-plane PVC

The anatomy-based PVC methods described so far in this thesis make an assumption of uni-

formity in one or more of the regions. Hyper-plane partial volume correction (h-PVC) [Er-

landsson and Hutton, 2011] allows every region to contain a gradient in one direction. The

technique uses the same correction step as given by equation 3.1. Each region is represented

by its mean value and a 3D vector which represents the gradient measured from the observed

PET image. During the formation of the image used to calculate the correction factors, the

value of each voxel is calculated as the product of the regional mean value and the gradient at

that point. The voxel-wise correction is then performed in the same manner as RBV.

Preliminary results using SPECT phantom data [Erlandsson and Hutton, 2011] indicate

that h-PVC would more accurately correct for PVEs if a gradient were to exist in the uptake

of a region. While the assumption of a gradient may not be valid, the notion of fitting some

function to a region may prove to be better than assuming uniformity. h-PVC was applied

to striatal SPECT data, although the concept may also be appropriate for correction in the
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cortex. Like RBV, h-PVC still relies on a suitable region definition based on MRI data. While

h-PVC does not assume uniformity, it does assume that the region defined by the MRI con-

tains an activity distribution that can be described by a gradient and therefore its performance

is still reliant on the anatomical definition.

Changing the region definitions to better fit the observed PET data will result in a more ac-

curate PVC, reducing intra-regional bias. In this chapter, a novel algorithm is proposed which

iteratively modifies the initial anatomical parcellation to find the optimal set of regions. This

optimisation is driven by the PV-corrected PET data. The current implementation oper-

ates on the assumption of regional uniformity, although could also be applied to h-PVC. This

new technique has the additional benefit of providing a parameter of functional volume change

which may be useful for longitudinal studies.

5.2 Algorithm development

This section describes the process undertaken during development of SMPVC. Two algo-

rithms are reported, the first was designed as a voxel-based method, the second is a surface-

based approach. The aim of both is to alter the underlying segmentation that is used to

perform PVC. The voxel-based and surface-based approach are given here in order to demon-

strate the evolution of SMPVC. The goal of SMPVC is to find a set of regions which reduces

the global regional variance in an image. SMPVC is performed as a post-reconstruction PVC

technique that uses a MRI parcellation as a starting point, evolving the region definitions,

given the observed PET data. Both algorithms are described in the remainder of this section

in chronological order.

5.2.1 Voxel-based SMPVC

SMPVC was first designed as a voxel-based method. The concept was to extend the RBV

correction by iteratively modifying region boundaries and calculating changes to regional

variability based on estimates of PV-corrected voxel values. The technique operates as follows:

first, RBV correction is performed using the initial MRI and PET data. Regional values for

the mean and variance are calculated based on the RBV-corrected PET data. All voxels that

lie on GM to GM boundaries are then subjected to analysis.

5.2.1.1 Label swapping

Each edge voxel is treated in turn and becomes the target voxel. The label of the target voxel

is swapped for the label of the neighbouring voxel. Where there exists more than one neigh-

bouring GM region, the assigned swap label becomes the label which is the mode of GM

voxels in the 3×3×3 neighbourhood surrounding the target voxel. When a tie exists between
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candidate neighbours, a swap label is chosen at random.

Once the label has been swapped, the neighbourhood surrounding the target voxel is

evaluated to ensure that the label change has not resulted in a disconnection of any GM re-

gions. If a disconnection has occured, the label of the target voxel is returned to its original

value and no further evaluation of that voxel is performed. A further connectedness constraint

is placed on the target voxel, which defines the number of voxels of a particular label that

must exist in the 3×3×3 neighbourhood. The number of voxels belonging to the same label

as the chosen swap label (m) is calculated. If m is less than the connectedness constraint, the

original voxel label is restored and processing of that voxels is stopped.

The connectedness constraint is used to ensure that region surfaces remain intact, with

the constraint being relaxed from 18 voxels down to 6 voxels as the algorithm iterates. The

values for constraint were found experimentally. Strictly speaking, the initial value for the

connectedness constraint of 18 could have been set to 25 (3×3×3 - target - neighbour). How-

ever, this results in several iterations of the algorithm where very few voxels can be changed

and is therefore computationally inefficient. The lower value of 6 was chosen as a minimum

connectedness (mmi n) to ensure that all voxels were at least 6-connected to their region. This

is to prevent regions ‘breaking-up’ as the algorithm iterates, although it restricts the changing

of voxels in areas where the anatomy is very thin. The mmi n value of 6 is therefore a trade-off

between maintaining region integrity and allowing the flexibility to modify regions.

5.2.1.2 Voxel value estimation

All voxels that successfully meet the criteria for swapping in terms of their label are then

evaluated according to an estimate of their PV-corrected PET value. To calculate the PV-

corrected value of a voxel, it is necessary to perform PVC. However, to calculate a complete

RBV correction in order to evaluate a single voxel (or set of voxels), over multiple iterations, is

very computationally expensive. With thousands of edge voxels to evaluate, as is the case with

a parcellated brain image, directly calculating the PV-corrected voxel value by performing a

complete PVC becomes intractable. Therefore, an approximation of the voxel value, given its

new label, is made. The calculation of the new value is performed using the estimates of the

RBV-corrected regional mean values. The process is described below.

For the purposes of explanation, the equation for RBV correction (equation 3.1, page 56) is

given here:

fC (x) ≈ fO (x)
�

s(x)

s(x)⊗ h(x)

�

, (5.1)



5.2. Algorithm development 126

s(x) =
∑

i=1..N

[Ti pi (x)].

where Ti is the regional mean value of i calculated by the GTM, pi is the mask of region i , s

is a piece-wise constant image of the regional mean values, h is the PSF of the scanner, fO is

the observed PET image and fC is the corrected image. Equation 5.1 is then re-written as:

fC (x) = fO (x)
�

s(x)

b (x)

�

, (5.2)

b (x) = s(x)⊗ h(x).

For a voxel x, let u be the index of the voxel’s original label and v the index of the new label.

The images s and b are then updated with an approximation of their values if the membership

of the target voxel had actually been swapped:

s(x)′ = s(x)+ (Tv −Tu )δ(x), (5.3)

b (x)′ = b (x)+ (Tv −Tu )δ(x)⊗ h.

where Tu and Tv are the regional mean values calculated by the GTM. The approximated

PV-corrected voxel value can then be computed by:

f ′C (x)≈ fO (x)
�

s ′(x)

b ′(x)

�

(5.4)

5.2.1.3 Acceptance criterion

A label swap is accepted for a particular voxel x if the value f ′C (x) reduces the global variance

over the set of regions. This is calculated using a region-based cost function, using the global

variance before and after f ′C (x) is applied. The measure of global variance (GV) for an image

f is given by:

GV ( f ) =
∑

i=1..N





�

σ2
i ( f )/µi ( f )

�

pni ( f )



 (5.5)

where i is an index to the region label, N is the number of regions, σ2
i is the variance, µi is

the mean and ni is the total number of voxels belonging to region i . The difference made to

the global variance by swapping voxel x is then calculated by:

∆GV =GV ( f ′C )−GV ( fC ) (5.6)
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A negative value for ∆GV indicates that swapping voxel x from label u to label v reduces

the variance across the set of regions. Voxel changes that result in a negative ∆GV value are

therefore accepted as valid voxel changes. To reduce computation time required to calculate

∆GV , the mean, variance and size of the regions are computed using an online variance

calculation [Knuth, 1998, p. 232]. This means that the region properties are updated as

voxels are changed rather than being recomputed every time. However, the value of ∆GV is

likely to be very small, especially when the regions being modified are large and is sensitive

to noise. The noise sensitivity will be discussed later in the section.

5.2.1.4 Iterative scheme

Once all edge voxels have been evaluated, a full RBV correction is performed using the

modified mask. ∆GV is calculated between the original fC and the modified image f ′C . If

∆GV < 0 then the changes to the mask are accepted and fC is set to equal f ′C . The voxel eval-

uation process starts again based on the new corrected image and the new mask. If∆GV ≥ 0,

the changes are rejected. In this case, the connectedness criterion is decremented by 1. The

process is terminated if either the connectedness criterion becomes less than mmi n or 200

iterations have been performed. Once the stopping criterion has been met, a final RBV cor-

rection is performed on the original PET image, using the current mask.

5.2.1.5 Preliminary evaluation

Initial tests were carried out by performing voxel-based SMPVC on digital phantom data.

These data were generated using the image generator described in section 3.2.3 (page 67). A

full description of the phantom dataset is given in section 5.3 as the same dataset was later used

to evaluate the surface-based version of SMPVC. In brief, a parcellation error was introduced

into the mask image used for the purposes of PV-correcting the PET.

Ten noise realisations of an AD-like [11C]PIB distribution were evaluated. For some

realisations, the voxel-based SMPVC approach would correctly modify the region mask until

it was very similar to the ground truth. The boundaries tended be ragged, but this was to be

expected given that the correction is based on the changing individual pixels. However, in

four of the ten realisations, the voxel-based technique failed to correct the boundary error. Of

these, three exhibited a ‘tearing’ where two regions move against each other, resulting in long

strands at the region boundary. The tearing can be seen in figure 5.1.

The other realisation that failed to correct properly was due to an infinite loop caused

by a pattern of voxel changes that would repeat until the maximum number of iterations was

exceeded. Both the tearing and looping can be attributed to voxel noise sensitivity. The same

phantom was tested without noise (other than the resolution blurring) and these effects were
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Error Truth SMPVC

Figure 5.1: An example of tearing observed when applying the voxel-based SMPVC. Images
are of the parcellated brain mask. The mask error (left), the ground truth (centre) and result
of voxel-based SMPVC (right) are shown. The frontal region is shown in green, central region
in purple, WM in red and parietal in yellow.

not observed. It was felt that modifying region surfaces, rather than individual voxels along

the surface, would be less sensitive to noise. This led to the development of the surface-based

approach detailed in the next section.

5.2.2 Surface-based SMPVC

The noise sensitivity of the voxel-based approach led to the reformulation of SMPVC which

modifies boundary surfaces rather than voxels. The core concept of iteratively fitting regions

according to the observed PET data remains, although the surface-based approach contains

notable differences. The key changes between the voxel- and surface-based approaches are the

PVC technique used internally by the algorithm and how the boundary changes are evaluated.

5.2.2.1 Iterative Yang partial volume correction

Voxel-based SMPVC relies on the RBV correction, that in itself is not particularly compu-

tationally demanding and can be performed in a few minutes. However, when evaluating

thousands of voxels, the overhead quickly becomes very large. This led to the approximation

of voxel changes, which while considerably faster to calculate, are less accurate than complete

RBV correction.

The computationally intensive part of RBV is the calculation of corrected mean values

using GTM. Whereas, the voxel-wise correction step of Yang et al. [1996] is quick to calculate.

The previously discussed projection-based PVC method of Erlandsson and Hutton [2010]

(section 2.3.2.3, page 36) uses an iterative PVC approach based on the Yang method. This

correction is referred to as iterative Yang (iY). The iY correction was applied in the projection

domain, although later h-PVC was performed using iY in the image domain. Due to the

lower computational cost of iY, this technique was selected for PVC inside the surface-based
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SMPVC. iY is described by the equation below:

fk+1(x) = fP ET (x)
�

sk (x)

sk (x)⊗ h(x)

�

, (5.7)

sk (x) =
∑

i=1..N

[Ti pi (x)],

Ti =
1

ni







∑

j∈pi

fk j






,

f0 = fP ET .

where fP ET is the observed PET image, pi is the binary mask of region i , ni is the total

number of voxels in i and Ti is the mean value of region i at iteration k. sk is a piece-wise

constant image of the regional mean values and fk is the PV-corrected image at iteration k.

The iY method typically converges in 3 - 5 iterations, producing a PV-corrected image faster

than if the GTM were used for the calculation of the mean values. Not needing to calculate

the GTM also makes iY arguably easier to implement than RBV.

5.2.2.2 Surface evolution

The surface-based SMPVC uses a fast marching level set method [Sethian, 1996] to evolve

region boundaries. The purpose of fast marching methods is to track a moving boundary

which moves according to a known speed function. This approach has advantages over other

methods that rely on control points to define surface meshes in that there are fewer problems

in terms of the preservation of topology.

Fast marching methods are a special case of the more general level sets [Sethian, 2001],

in that fast marching methods are monotonic and therefore only move ‘forward’. This makes

fast marching methods very quick compared to other numerical methods, however their sim-

plicity may make them unsuitable for some applications. For the purposes of SMPVC, where

the aim is to evolve a region boundary a short, constrained distance, fast marching methods

were deemed acceptable.

The fast marching method operates by evolving a surface according to the speed function

and recording the amount of ‘time’ it takes the surface boundary to propagate to a particular

point. The method is initialised with a set of seed points which define the surface to be

evolved. In this instance the output is an image where each voxel represents the time taken

for the surface to reach it.

The output image consists of zeros at the seed points, with larger values at voxels where

the boundary took longer to reach them. The voxel value is referred to as the crossing time.
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A new region can then be defined by applying a binary threshold for a desired crossing time.

The crossing time at a particular voxel depends on the speed function. In this instance, the

speed function is an image and commonly referred to as a speed image.

T0

T1

T2

Figure 5.2: An illustrative example of how the initial boundary of an object (crossing time
T0) could propagate at crossing times T1 and T2.

In the case of SMPVC, the boundary to be propagated is that of a particular brain region.

The speed image is defined according to the regional image statistics from the PV-corrected

PET data. More specifically, when evolving the surface of region i , the mean of region i (µi )

is used as input to a modified sigmoid function. The function is linear transformation that is

necessary, first because the fast marching filter of the Insight Segmentation and Registration

Toolkit (ITK) expects the speed image to contain values of between 0 and 1 and second to

encourage faster surface propagation in regions that are more similar to each other. The

surface moves faster in areas of the speed image that are equal to 1 and slows down where the

image tends to 0. The function (φ) used to calculate the speed image is:

φ(x) = 1− |Ψ(x)− 0.5|, (5.8)

Ψ(x) =





1

1+ e−
x−β
α



 ,

α =
�2×µi

6

�

,

β = µi .

where µi is the iY-corrected PET mean value in region i and φ is the value assigned in the

speed image. The value of φ as a function of the percentage difference from µi can be seen in

figure 5.3.

In the current implementation, the surface evolution is constrained to GM regions only.

Additionally, GM regions are restricted to their respective hemispheres. During initial tests
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Figure 5.3: The modified sigmoid function (equation 5.8) used to compute the speed image.

of the voxel-based approach, regions such as the cingulate could spread from one hemisphere

to another. While it is feasible that inter-hemispheric region definitions may reduce the global

variance, they may not accurately describe the PET distribution. This behaviour is therefore

prevented by checking the voxel labels in the parcellated brain mask image.

5.2.2.3 Iterative scheme

The surface-based SMPVC algorithm iterates in a different manner to the voxel-based ap-

proach. The previous implementation would evaluate voxel changes from all regions during

an iteration. However, the surface-based method evolves the surface of a single region and

then calculates whether the changes to the region surface improves the PVC. The algorithm

iterates over the set of regions, evolving each surface individually. For a region change to be

accepted the following three criteria must be met:

1. The acceptance criterion for an iteration is calculated in the same way the voxel-based

approach (section 5.2.1.3). ∆GV must be less than 0 for the change to be accepted.

2. The CoVr in the region must not increase after modification.

3. The size of the region must be within ±20% of the original region size.

The criterion based on the CoVr is applied to prevent a modification that degrades a region

but is not reflected by the∆GV . As∆GV is a global measure, it is possible for this situation

to occur. Conversely, it is entirely possible that the CoVr in a region should increase. In this
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instance, the change should occur when the neighbouring region is modified as the criterion

would be satisfied.

The size restriction was added for two reasons. Firstly, it prevents small regions from

disappearing and secondly it limits the problem where two neighbouring regions may be

very similar to each other and can therefore change dramatically in terms of their size, while

having little effect on the mean or CoVr of those regions. The latter effect could make any

parameter based on volume change quite unstable.

As discussed earlier, the surface-based algorithm iterates over the set of regions. This is

performed several times as changes to one region may prompt changes in another. The al-

gorithm therefore has two loops, an inner loop controlling iterations over the set of regions

and an outer loop controlling the number of times to evaluate the sets. The surface-based

SMPVC algorithm is described in pseudocode in section 5.2.2.4. Once both loops have ter-

minated, the modified mask image is used to perform a RBV correction on the original PET

data to produce the final PV-corrected image. RBV is applied because, while results of iY

correction is very similar to RBV after 5 iterations, RBV is still considered to be the most ac-

curate correction when assuming regional uniformity. The surface-based SMPVC approach

was selected over the voxel-based technique and all subsequent discussion of SMPVC refers to

the surface-based approach unless specifically stated.
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5.2.2.4 Algorithm pseudocode

Algorithm 1 Surface-based SMPVC
k← 1 {Number of times to evaluate regions}

[ i m g PV C ]← iYang( i m g P ET , i m g M as k ) {Perform first iterative Yang correction}

while k ≤ kM ax do
i ← 1 {Region index}
while i ≤ i M ax do

[ i m g M as kT m p ]← EvolveRegion( i m g M as k , i )
[ i m g PV C T m p ]← iYang( i m g P ET , i m g M as kT m p )

[ dGV , d SZ , dC OV ]← EvaluateChanges( )

if (dGV < 0) and (d SZ ≤ 20) and (dC OV [i]≤ 0) then
{Accept changes and update images}
i m g PV C ← i m g PV C T m p
i m g M as k← i m g M as kT m p

else
{Reject changes and move to next region}
i ← i + 1

end if
end while
k← k + 1

end while

[ i m g PV C ]← RBV( i m g P ET , i m g M as k ) {Perform final RBV correction}

5.3 Phantom experiments

This section reports the evaluation of SMPVC using digital phantom data. The performance

is assessed through a comparison of SMPVC with RBV correction. First, preliminary experi-

ments using a geometric phantom are described. A digital anthropomorphic brain phantom

is then evaluated to assess performance in a more realistic object.

5.3.1 Materials and methods

5.3.1.1 Phantom datasets

All phantom data used during these experiments was generated using the phantom image

generator described in section 3.2.3 (page 67). The geometric phantom consists of a 64×

64× 64 matrix of 1mm3 voxels. The object is comprised of three conjoined cuboids (figure

5.4). An activity distribution was created where region 1 had 9% lower activity than region

3 and region 2 had 75% lower activity than region 3 (figure 5.5a). A uniform CT image was
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created for the purposes of simulating attenuation. Ten noise realisations were generated for

two noise levels (1.0e7 and 2.0e6 counts) with a resolution of 6mm FWHM. A slice from

one realisation can be seen in figure 5.5b. A parcellation error was created in the mask by

extending regions 1 and 3 into region 2. The error can be seen in figure 5.5c.

Figure 5.4: The digital geometric phantom in transaxial (bottom left), coronal (top left) and
sagittal (top right) planes.

The digital anthropomorphic brain phantom was generated from a T1 MRI image.

FreeSurfer parcellation was performed on the MRI and a region mask was defined accord-

ing to the 24 ROI parcellation (section D.2, page 180). The subject CT was registered to the

MRI data for the purposes of simulating an attenuation corrected PET image. The matrix

size was 256× 256× 256 with 1mm3 voxels. A typical AD subject [11C]PIB distribution was

applied to the region mask for the purpose of generating the phantom data. Ten noise reali-

sations were generated at a count level of 5.4e8 and with a reconstructed resolution of 6.0mm

FWHM. A parcellation error was induced in the region mask by dilating the left central GM

region into the frontal GM. The dilation was restricted to GM voxels and manually inspected

to ensure that the regions were contiguous. The parcellation error can be seen in figure 5.6,

overlaid on the T1 MRI image.

5.3.1.2 Partial volume correction

RBV correction and SMPVC was performed on all phantom images. The RBV correction was

performed twice; once with the region mask used to generate the data and once with the mask

containing the parcellation error. RBV correction with the original region mask is referred to

as true, as it is considered to be the ground truth. RBV correction with the mask error is called

RBV (error). SMPVC was performed using the erroneous mask only. A resolution of 6.0mm
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Figure 5.5: A transaxial slice of the geometric phantom with activity distribution applied is
shown in (a). The result of the phantom image generator can be seen in (b). Region 1 (left) has
a value of 3.2, region 2 (centre) has a value of 2.0 and region 3 (right) is 3.5. The parcellation
error induced in the phantom mask can be seen in (c).

FWHM was assumed for the purposes of PVC, this matches the reconstructed resolution of

the simulated PET data.

When performing SMPVC on the geometric phantom data, the restriction of preventing

a region becoming 20% larger or smaller than its original size, was ignored. This was due to

the magnitude of the errors applied in the geometric phantom. The criterion was enforced

for the anthropomorphic brain phantom. In addition, region changes during SMPVC were

restricted to their respective hemispheres, as described in section 5.2.2.2.

5.3.1.3 Analysis

Regional analysis was performed on the RBV-corrected and SMPVC images. All the images

were analysed in MATLAB. In terms of the PET data, mean values were calculated for the

ROIs using a 10% trimmed mean value. These trimmed mean values were used to compute

RCs. The CoVr was also calculated for each ROI, given by the regional SD divided by the

regional mean. The SD across realisations was found for both the RC and CoVr . The RBV

(error) images were also compared with SMPVC using paired t-tests.

In addition to the PET-related statistics, the accuracy of the parcellation was also evalu-

ated. The Dice Coefficient (DC) [Dice, 1945] is a similarity measure which produces a value

of between 0 and 1. Two sets of data are considered to be more similar as the DC tends to 1.
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Figure 5.6: Simulated parcellation error between the left central and frontal regions. The red
region represents the voxels than have become part of the left central region after dilation.

For two binary masks, pa and pb , the DC is calculated as:

DC =
2× |pa ∩ pb |
|pa | ∪ |pb |

(5.9)

In this analysis, the DC measures the similarity between the modified parcellation and the

ground truth. The SD of the DC across realisations is also calculated. The DC of the mask

containing the parcellation error compared to the ground truth is also stated for reference

purposes. Paired t-tests were also performed between the DC of the parcellation error and

the DC after SMPVC, for both regions.

5.3.2 Results

5.3.2.1 Geometric phantom

The RC in all regions of the geometric phantom were close to 1 irrespective of correction or

the mask used (table 5.1). A RC of 0.97 or greater was observed for all three regions at the

1.0e7 count level after SMPVC. The tables of results for the lower count level can be found in

appendix A, page 168. Performance in terms of RC for the 2.0e6 count level was very similar

to the higher count dataset, albeit with wider SD values. The error in recovery was smallest

in region 3. This region contained the highest activity of the regions. The parcellation error

between region 2 and 3 also is half the size of the error between 1 and 2. Significant differences



5.3. Phantom experiments 137

( p < 0.05) in RC between RBV (error) and SMPVC were observed in regions 1 and 2. The

difference in RC after SMPVC was not significant in region 3 ( p = 0.059).

The CoVr significantly reduces ( p < 0.05) in all regions with SMPVC compared to RBV

with the parcellation error (table 5.2). The largest reduction between the two methods was

observed in region 2, where the CoVr changes from 0.121 (± 1.77e−3) after RBV to 0.019

(± 1.00e−3) after SMPVC. This equates to a 79% reduction in CoVr . In regions 1 and 3 the

reductions are 39% and 14% respectively. Figure 5.7 shows effects of the PVC techniques in

a transaxial slice. When RBV is applied with the erroneous mask, areas in region 2 are over-

corrected where the parcellation errors occurs. The remainder of region 2 is under-corrected,

hence the large CoVr in region 2. This over- and under-correction is not however reflected

in the RC. The variance is visibly reduced after SMPVC for the areas subjected to the initial

parcellation errors.

The DC is reported for all regions in table 5.3. After SMPVC, the DC increases for all

regions compared to RBV with the erroneous mask. This suggests that the accuracy of the

parcellation improves with SMPVC. The highest DC values were observed in region 3. The

percentage improvement in DC between RBV and SMPVC was 10%, 14% and 3% in regions

1, 2 and 3 respectively. As the DC values for SMPVC are less than 1, errors remain in the

parcellation compared to the ground truth. These can be observed in figure 5.7 where the

boundary between region 1 and region 2 is slightly ‘ragged’.

RBV (error) True SMPVC

Region 1 0.981 (± 3.41e-03) 0.996 (± 3.67e-03) 0.987 (± 6.43e-03)
Region 2 0.998 (± 4.03e-03) 0.985 (± 4.37e-03) 0.977 (± 6.11e-03)
Region 3 0.999 (± 3.02e-03) 0.998 (± 3.74e-03) 0.993 (± 3.19e-03)

Table 5.1: The RC (±SD) for PV-correction of the geometric phantom at 1.0e7 counts.

RBV (error) True SMPVC

Region 1 0.031 (± 9.52e-04) 0.018 (± 6.91e-04) 0.019 (± 1.00e-03)
Region 2 0.121 (± 1.77e-03) 0.023 (± 1.03e-03) 0.026 (± 8.26e-04)
Region 3 0.021 (± 6.10e-04) 0.018 (± 1.19e-03) 0.018 (± 1.11e-03)

Table 5.2: The CoVr (±SD) for PV-correction of the geometric phantom at 1.0e7 counts.
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RBV (error) True SMPVC

Region 1 0.894 1.00 0.982 (± 2.83e-03)
Region 2 0.863 1.00 0.981 (± 2.69e-03)
Region 3 0.967 1.00 0.993 (± 1.24e-03)

Table 5.3: The DC (±SD) for PV-correction of the geometric phantom at 1.0e7 counts. Note
that the DC for the RBV-corrected data, with and without parcellation error does not change
as the same masks are used for each realisation. SD values are therefore not reported for the
RBV-corrected data.

0

3.5

RBV (error) True SMPVC

Figure 5.7: Transaxial slice of geometric phantom corrected with RBV using the incorrect
mask (left), correct mask (centre) and after SMPVC (right). Images are scaled between 0 and
3.5, where 3.5 is highest value in the phantom (region 3) before noise is added.

5.3.2.2 Anthropomorphic brain phantom

The true activity in the left central region was 25% lower than the left frontal region. The left

central region mask was dilated into the left frontal region, this parcellation error resulted in

an over-correction (RC > 1) in the central region and under-correction in the frontal region

when performing RBV with the erroneous mask. The RC for both regions is reported in

table 5.4. The left frontal region RC significantly increases (p < 0.05) from 0.988 to 0.993

with SMPVC. The over-correction in the central region significantly decreases (p < 0.05)

from 1.010 to 0.998 when SMPVC is applied.

Significant reductions in CoVr were observed in both regions after SMPVC compared

to RBV (table 5.5). The frontal region exhibited an average 32% reduction in CoVr ( p < 0.05)

when SMPVC was performed. A 22% average reduction ( p < 0.05) in observed in the central

region when using SMPVC compared to RBV. Despite the reduction for the central region,

the CoVr remained 10% higher with SMPVC than the ground truth. A magnified section

of a PV-corrected slice on the border between the left frontal and central regions can be seen

in figure 5.8. The boundary between the two regions is more clearly defined after SMPVC

compared to RBV. Over-correction in the neighbouring WM can also be observed when

RBV was performed with the parcellation errors. The WM over-correction is due to under-
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correction for the frontal region. Therefore, the WM is more accurately corrected in this area

with SMPVC, although WM was not analysed in this study.

The DC is reported for both regions in table 5.6. The frontal and central region DC in-

creases when SMPVC is applied. These increases were significant ( p < 0.05) for both regions.

This suggests that the SMPVC improves the accuracy of the segmentation in both regions. A

lower DC value was observed in the central region compared to the frontal. This is probably

due to the magnitude of the parcellation relative to the size of the region. The parcellation

error increase the size of the central region by 18%, whereas the frontal region decreased by

7%.

RBV (error) True SMPVC

Left frontal 0.988 (± 2.63e-03) 0.996 (± 2.82e-03) 0.993 (± 2.76e-03)
Left central 1.010 (± 4.81e-03) 0.997 (± 5.36e-03) 0.998 (± 6.60e-03)

Table 5.4: The RC (±SD) for PV-correction of the anthropomorphic brain phantom.

RBV (error) True SMPVC

Left frontal 0.025 (± 4.60e-04) 0.018 (± 2.65e-04) 0.019 (± 2.95e-04)
Left central 0.028 (± 6.10e-04) 0.021 (± 5.33e-04) 0.023 (± 5.32e-04)

Table 5.5: The CoVr (±SD) for PV-correction of the anthropomorphic brain phantom.

RBV (error) True SMPVC

Left frontal 0.965 1.00 0.985 (± 8.41e-04)
Left central 0.920 1.00 0.965 (± 1.94e-03)

Table 5.6: The DC (±SD) for PV-correction of the anthropomorphic brain phantom.
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RBV (error) True SMPVC

0

4

Figure 5.8: A magnified section of a transaxial slice after PV-correction of the anthropomor-
phic brain phantom. The top row depicts the region mask. The frontal region is shown in
green and the central in purple. The bottom row displays the PV-corrected PET data. All
PET images are normalised to the cerebellar GM and image intensities are scaled between 0
and 4.

5.3.3 Discussion

SMPVC was evaluated using digital phantom simulations. Two phantoms were created; a

geometric phantom and an anthropomorphic brain phantom. The geometric phantom was

used during the initial stages of the SMPVC algorithm development to evaluate how the sur-

faces evolved over iterations and to assess whether the approach was sensitive to noise. The

brain phantom data provided a more realistic test in terms of activity distribution, the size of

the surfaces to operate on and anatomical complexity. A typical [11C]PIB uptake for an AD

subject was modeled during these experiments.

Parcellation errors were induced in the masks used to perform PVC. A comparison

between SMPVC and RBV was carried out, evaluating the performance of both techniques,

given the parcellation errors. RBV correction with the true region mask was considered to

be the ground truth. RBV correction and SMPVC were performed with the erroneous mask

and compared to the ground truth in terms of RC, CoVr and DC. These phantom studies

have shown that the SMPVC algorithm is able to modify and reduce the effects of parcellation

errors. Correcting the parcellation with SMPVC resulted in a more accurate PVC compared

to RBV when parcellation errors were not accounted for. This improved the quantitative

accuracy for both the geometric and anthropomorphic phantom.

In terms of RC for the geometric phantom, there is little difference between the RBV

with the mask errors, SMPVC and the ground truth. This suggests that the regional trimmed

mean value is fairly insensitive to border errors. However, large parcellation errors relative
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to the size of the regions were induced, and the errors are reflected in the CoVr , particularly

in region 2. Errors in the RC were observed in the anthropomorphic brain phantom with

RBV. The effect of the parcellation error was larger in the central region than the frontal.

The inclusion of the ‘hotter’ frontal voxels in the central region created the observed over-

correction in the central region as these voxels caused a positive bias in the estimation of

the regional mean value. Under-correction is also observed in the frontal region when RBV is

performed with the erroneous mask. Both the over- and under-correction of the brain regions

are reduced after SMPVC.

Large significant reductions in the CoVr for both phantoms were observed after

SMPVC. In the geometric phantom the most notable reduction in CoVr was in region 2,

as it was subjected to parcellation errors from both regions 1 and 3. Region 2 was also colder

than its neighbours, causing a larger error than in the other regions. SMPVC accurately cor-

rected the geometric phantom over ten realisations, at two noise levels; 1.0e7 counts and with

five times fewer counts at 2.0e6. The CoVr also significantly reduced when SMPVC was ap-

plied to the brain phantom. After SMPVC correction, the average CoVr values for both brain

regions reduced and were comparable to the ground truth. The SD of the CoVr values with

SMPVC is also similar to the ground truth. This suggests SMPVC is reproducible, at least for

these phantom datasets. The SMPVC CoVr values are higher than the ground truth and this

is likely to be due to remaining errors in the parcellation.

In addition to the PET-related measures of RC and CoVr , the DC was also reported for

the phantom datasets to evaluate the accuracy of the parcellation. After SMPVC, the DC sig-

nificantly increased for all regions in both phantoms. This suggests that the parcellation was

more similar to the ground truth than the erroneous parcellation. Given the improvements in

RC and CoVr , this is unsurprising as these would not have occurred had the parcellation been

poorer. However, there are still errors in the parcellation, albeit relatively small. SMPVC ap-

pears to find the correct boundary, but can define a ragged edge along it. The behaviour can

be observed in figure 5.7. This is likely due to noise, although noise did not affect the overall

movement of the boundaries in the phantom data.
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5.4 Assessment of SMPVC reproducibility using clinical data

This section reports the evaluation of PVC in a clinical reproducibility dataset. The study

compares RBV correction and SMPVC through regional analysis. Assessment of additional

volumetric parameters is also reported.

5.4.1 Materials and methods

The subject information and pre-processing for this study is identical to that described in

section 4.2.1 (page 99) and is therefore not reproduced here. In terms of methodology, the

studies are the same except that SMPVC is performed on the dataset in addition to RBV.

5.4.1.1 Analysis

RBV correction and SMPVC were also compared through analysis of SUVR and CoVr .

Wilcoxon rank-sum tests were used to evaluate group-wise differences between the two meth-

ods for both SUVR and CoVr in the composite cortical region. Additional analysis was

performed on the parcellation after SMPVC. The percentage change in region volume be-

tween the RBV-corrected image and the SMPVC image, for each scan, is also reported for the

frontal and middle temporal regions. The DC is computed for all movable ROIs, between the

two scans, after SMPVC to measure how similar the parcellations of a particular region are.

5.4.2 Results

RBV and SMPVC were compared through regional SUVR analysis. The SUVR values for

both scans with RBV and SMPVC correction for the composite cortical region are shown

in figure 5.9. The percentage difference in SUVR values of the compostite cortical region,

between scans, can be seen in figure 5.10. After SMPVC correction, the overall difference in

between scan SUVR values reduces. The between-scan difference of RBV and SMPVC was

evaluated with a paired, two-tailed Wilcoxon signed-rank test, using a threshold of p < 0.05.

This however was not significant ( p = 0.72, MDD =0.02).

The regional CoVr was analysed for RBV correction and SMPVC. The CoVr values

of the composite cortical region, for both scans, are shown in figure 5.11. The mean CoVr

for scan 1 with RBV correction was 0.119± 0.008, reducing to 0.112 ± 0.005 after SMPVC.

For scan 2, the mean CoVr reduced from 0.119 ± 0.005 to 0.113 ± 0.005. This represents

an average reduction in the CoVr of 5.8% across the group for scan 1 and 5.0% in the case

of scan 2. Wilcoxon signed-rank tests were performed between the CoVr values of RBV and

SMPVC, across scan 1 and scan 2. The tests were significant at p < 0.05 threshold for both

scan 1 ( p = 0.006) and scan 2 ( p = 0.004).

In addition to the PET-based statistics, the changes to the parcellation were also exam-
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ined. The percentage volume change between the original parcellation and the final output of

SMPVC was calculated. The values in the superior and inferior frontal region and left middle

temporal region can be seen in table 5.7. These regions are reported as they exhibited large

changes in the percentage volume in some scans. There is a consistent trend of reductions in

the volume of the superior frontal region, along with increases in the volume of the inferior

frontal region. In table 5.7, some of the values, particularly those in the inferior frontal region

are close to 20% and may be restricted by the constraint placed on the SMPVC algorithm.

The DC of the SMPVC parcellations was calculated between the two scans for all mov-

able regions. The results can be seen in table 5.8. The lowest (poorest) DC observed was

0.877, found in the right superior temporal region of the 4th subject. Most DC values were

above 0.9, which would suggest that there is a strong similarity between the parcellations

across scans. It should however be noted that a DC value of 1 suggests that either a region

has not moved, or that all voxels in that region have kept their original label and may have

expanded into neighbouring regions.

Scan 1 Scan 2
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1.3

1.35

1.4

SU
V

R

RBV

Scan 1 Scan 2
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Figure 5.9: SUVR analysis of the composite cortical region after RBV correction (left) and
SMPVC (right).

5.4.3 Discussion

This study has investigated the reproducibility of quantitative measurements with

[18F]flutemetamol after RBV correction and SMPVC. Having established that RBV does

not degrade the reproducibility of SUVR values (section 4.2, page 99) and tends to reduce

the CoVr , especially in the cortical regions, the performance of SMPVC was compared to

RBV. SUVR analysis on the composite cortical region showed that SMPVC reduced the

between-scan difference in four out of the five subjects, although the reduction did not reach
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Figure 5.10: The percentage difference in composite cortical SUVR between scans 1 and 2
with RBV correction and SMPVC.

significance. The statistical comparison was powered at 80% to find a MDD of 0.02 at the

p < 0.05 threshold. However, the mean difference between the two techniques was calculated

as 0.010. This may be due to the region being a composite of several ROIs and is therefore

less sensitive, or as suggested earlier, the trimmed mean regional SUVR itself may not reflect

border changes particularly well.

The CoVr was also evaluated in the composite cortical region. After SMPVC, signifi-

cantly lower CoVr values were observed than with RBV. The lower values suggest a greater

degree of uniformity in the ROIs that constitute the composite region. As both PVC tech-

niques rely on the assumption of regional uniformity, this result implies that the PVC per-

formed using SMPVC satisfies this assumption better than RBV. However, this does not

necessarily mean that SMPVC more accurately represents the true PET distribution.

SMPVC modifies the parcellation to fit the PET data. Changes to the parcellation were

assessed in this dataset to see whether the SMPVC consistently modifies the parcellation. The

observed percentage volume change in each region was calculated between the original par-

cellation and the SMPVC parcellation. Large changes were observed, for example, in the

frontal region, where the boundary of the inferior frontal region would move into the su-

perior frontal region. This pattern was consistent across the five subjects, for both scans.
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Figure 5.11: The CoVr of the composite cortical region for both scans, after RBV correction
(left) and SMPVC (right).

Some regions exhibited volume changes of close to 20%, these may have been restricted by

the ±20% original volume criterion applied to SMPVC. Alteration or removal of this crite-

rion would probably have resulted in a different parcellation and therefore different volume

changes.

The DC was computed for all regions between the SMPVC parcellations of the first and

second scan, providing a measure of similarity for each region. High DC values were obtained

in the majority of regions for all subjects. It should however be noted that in this instance,

both parcellations begin with DC = 1 in all regions, as SMPVC operates on both scans using

the same parcellation. Reductions in the DC value therefore imply that the similarity has

reduced. Given that two scans will always have different noise levels, it is unlikely that perfect

similarity would be achieved as the algorithm operates on the observed PET data. The DC

values obtained for these five subjects suggest that the SMPVC parcellations are similar and

reproducible. These findings should be reproduced in a larger cohort with dual scans.

In summary, the performance of SMPVC has been compared to RBV. The further re-

ductions in regional variablility using SMPVC suggests that fitting the parcellation according

to the observed PET data improves PVC. The parcellations of the subject scans are shown to

be similar and themselves reproducible. Parcellation changes may provide useful additional

parameters. While this study has shown that SMPVC reduces the regional variance across a

set of regions, the sample size (n = 5) is small. In addition, this dataset contains only AD

subjects and the technique should be applied to subjects with low amyloid burden. SMPVC

should be validated in a larger cohort to demonstrate the improved PVC.
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Subject

Region 1 2 3 4 5

Left sup. frontal 0.988 0.974 0.997 0.989 0.956
Left inf. frontal 0.977 0.979 0.995 0.991 0.913
Right sup. frontal 0.997 0.982 0.983 0.998 0.997
Right inf. frontal 0.995 0.993 0.996 0.995 0.993
Left central 0.994 0.945 1.000 0.973 0.949
Right central 0.997 0.954 0.956 0.990 0.998
Left precuneus 0.969 0.973 1.000 0.960 0.952
Right precuneus 0.942 0.980 0.942 0.980 0.985
Left inf. parietal 0.978 0.988 0.997 0.961 0.937
Right inf. parietal 0.967 0.998 0.949 0.952 0.975
Left sup. parietal 0.983 0.962 0.999 0.959 0.959
Right sup. parietal 0.979 0.973 0.950 0.937 0.985
Left sup. temporal 0.997 0.995 0.998 0.969 0.999
Right sup. temporal 0.972 0.996 0.968 0.877 0.972
Left mid. temporal 0.991 0.993 0.998 0.953 0.988
Right mid. temporal 0.972 0.996 0.942 0.944 0.971
Left inf. temporal 0.970 0.990 1.000 0.968 0.950
Right inf. temporal 0.966 0.998 0.909 0.962 0.984
Left occipital 0.957 0.981 1.000 0.972 0.902
Right occipital 0.950 0.997 0.878 0.957 0.981

Table 5.8: The Dice Coefficient (DC) for all moving regions after SMPVC. The DC is calcu-
lated between the SMPVC parcellations of the subject scans.
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5.5 Longitudinal assessment of amyloid burden

This section reports the evaluation of RBV and SMPVC in a clinical longitudinal cohort using

amyloid tracer: [11C]PIB. The aim of this study is to apply PVC to the dataset and investigate

whether PVC may improve the discrimination of MCI-converters (those who progress from

a diagnosis of MCI to AD) from MCI-non-converters.

5.5.1 Materials and methods

5.5.1.1 Subjects

10 MCI subjects from the Australian Imaging Biomarkers and Lifestyle flagship study of

ageing (AIBL) database [Ellis et al., 2009] were used as the basis for this study. All subjects

were diagnosed as MCI at baseline. 5 subjects converted from MCI to AD (MCI-converters)

within 18 months, with the other 5 continuing to be classified as MCI (MCI-non-converters).

All subjects underwent a [11C]PIB PET scan and T1-weighted MRI at baseline. Both PET

and MRI were also performed at 18 months follow-up.

5.5.1.2 PET acquisition

The PET data was acquired using a Phillips Allegro. 6 × 5 minute frames were acquired

40 to 70 minutes post-injection. The PET frames were then summed using the 50 to 70

minute data to adhere to the ADNI protocol, as the AIBL database has been made available as

part of ADNI. All PET data was reconstructed using 3D Row action Maximum-Likelihood

algorithm (RAMLA) iterative reconstruction. The reconstructed resolution was estimated as

5.4mm FWHM [O’Keefe, 2011].

5.5.1.3 Image processing

Region definition: The subject MRI data for both timepoints was processed using FreeSurfer

(FS), in an identical manner to that described in the previous study (section 4.2.1.3, page 99).

Briefly, the MRI was parcellated using FS and then the labels were merged into a mask image

of 34 regions; 30 GM and 4 non-GM regions.

Registration: The subject summed [11C]PIB image was rigidly registered to T1 MRI associ-

ated with that timepoint. This was performed using the registration technique of Ourselin

et al. [2001]. Both PET-MR registrations of the baseline and follow-up scans were performed

independently of each other. All subsequent processing was performed in the native MRI

space.

Partial volume correction: PVC was performed on the registered PET data using the par-

cellated regions derived from the MRI. A space-invariant 3D PSF with a 5.4mm FWHM was

used when applying RBV and SMPVC. As in the previous study, the regions in the parcel-
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lation that could be modified were in cortical GM only. This meant that 10 of the 30 GM

regions were static when SMPVC was applied. Additionally, modifications were again re-

stricted to their respective hemispheres to ensure sensible region definitions were maintained.

PET normalisation: The brain stem was used as a reference region to normalise the PET

data. A 10% trimmed mean value was calculated for the brain stem region. This was used to

normalise the PET data, creating SUVR images. Image analysis was then performed using the

SUVR images.

5.5.1.4 Analysis

SUVR values were calculated, using a 10% trimmed mean value, for all ROIs after RBV cor-

rection and SMPVC. Regional analysis was performed for both the MCI-converters and MCI-

non-converters, between the timepoints and for both correction methods. The results of the

SUVR analysis for the composite cortical region are reported. The SUVR values are reported

for baseline and follow-up for both MCI groups, using both PVC methods. The percentage

volume change observed with SMPVC for each timepoint is also reported for selected cortical

regions of both groups. Finally, the percentage volume change between timepoints (follow-

up - baseline), referred to as functional volume change, is reported for both groups, using both

correction methods.

5.5.2 Results

The results of the SUVR analysis on the composite cortical region can be seen in figure 5.12.

Four of the five subjects in the MCI-converters group exhibit high SUVR values for both time-

points, while lower SUVR values were observed in one subject. The opposite was observed

in the MCI-non-converters. The SUVR values after RBV correction and SMPVC are very

similar. The values in the composite region after RBV correction and SMPVC were tested

with paired, two-tailed Wilcoxon signed-rank tests for both groups. Neither were significant

at the p < 0.05 threshold (MCI-non-converters: MDD=0.03; MCI-converters: MDD=0.03).

The SUVR values for MCI-converters in the frontal, central and precuneus can be seen in

table 5.9 for RBV-corrected data and table 5.10 for SMPVC. For MCI-non-converters, tables

5.11 and 5.12 contain the SUVR values after RBV correction and SMPVC respectively. MCI-

non-converters subjects tend to have a lower SUVR than that of the MCI-converters. Some

of subjects in both groups exhibit apparent increases in SUVR between baseline and follow-

up. However, when baseline and follow-up were tested across groups (for both correction

methods) using Wilcoxon signed-rank tests no region reached significance at the p < 0.05

threshold.
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The percentage volume change from the original region to the region found by SMPVC is

reported for both timepoints in tables 5.13 (MCI-converters) and 5.14 (MCI-non-converters).

Reductions in the superior frontal regions, coupled with increases in the inferior frontal re-

gion was observed in both subject groups after SMPVC was performed. All subjects exhibited

an increased SUVR value in the precuneus after SMPVC. The SUVR values were tested be-

tween correction methods using a Wilcoxon signed-rank test. This was significant at p < 0.05.

The functional volume change is reported for the inferior and superior frontal region,

central region and precuneus. RBV-corrected data can be seen in tables 5.15 and 5.16 for

the MCI-converters and MCI-non-converters respectively. The data corrected with SMPVC

are given in tables 5.17 (MCI-converters) and 5.18 (MCI-non-converters). The mean change

across subjects was calculated for each region. This was averaged across the eight regions to

obtain a group mean (± SD). The regional mean values of the MCI-converters and MCI-non-

converters were tested using an unpaired, two-tailed Wilcoxon rank-sum test for both correc-

tion methods. The difference between groups using RBV correction was significant ( p = 0.03)

at the p < 0.05 threshold. However, no significant difference ( p = 0.48, MDD=2.6%) was

found between the two groups when performing SMPVC. For both correction techniques,

larger functional volume changes were observed in the MCI-non-converters group (RBV: -

3.1% ± 0.6; SMPVC: -2.1% ± 1.6) compared to the MCI-converters (RBV: -1.3% ± 2.0;

SMPVC: -1.3% ± 2.2).

5.5.3 Discussion

This study has assessed PVC in a longitudinal dataset. 5 MCI-converters and 5 MCI-non-

converters were assessed at baseline and 18 month follow-up. Both RBV correction and

SMPVC were evaluated. Each group had one subject that appeared to be an outlier. Sub-

ject 2 in the MCI-converters group exhibited low cortical uptake, similar to that observed in

the MCI-non-converters. Conversely, subject 2 in the MCI-non-converters group exhibited

high cortical uptake. The high MCI-non-converter may well be close to conversion, although

coginitively normal subjects are often observed with high amyloid burden. Equally, a propor-

tion of AD subjects also exhibit uptake that would usually be classed as normal, which could

account for the low uptake observed in one subject that had converted.

The difference in SUVR values across the time points tends to become more similar after

SMPVC, although this similarity did not reach significance in either the cortical composite

region or in other cortical regions. The same behaviour was observed during the assessment

of the reproducibility data (section 5.4 page 142). It was anticipated that SUVR values would

increase over time, but this was not observed consistently in this study. This may be due
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Figure 5.12: The mean SUVR of the composite cortical region for both scans, after RBV
correction (top) and SMPVC (bottom). The black markers denote MCI-converters after RBV
correction; MCI-converters after SMPVC are shown in blue. The red makers are the MCI-
non-converters after RBV correction; MCI-non-converters after SMPVC are shown in green.
Values are shown for baseline (BL) and 18 month follow-up (18m).

to the scanning interval. 18 months may not be sufficient to observe noticable changes, al-

though Villemagne et al. [2011a] reported an average 2.1% increase in MCI subjects with a

scanning interval of 20 ± 3 months. Further timepoints would be advantageous for this anal-

ysis although these data are not currently available. In addition, the previous study suggested

that the regional SUVR may not be particularly sensitive, even when the regions are modified

using SMPVC.

The percentage volume change after SMPVC was also evaluated. As was observed in

the reproducibility study, the inferior frontal region tends to extend into the superior frontal

region. This was seen in all subjects and suggests that the amyloid distribution is not accu-

rately partitioned by a superior/inferior boundary. It should also be noted that the frontal

region often exhibits high activity in diseased subjects. The tracking of this boundary could
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be useful as movement may represent the initial spread of amyloid from inferior to superior

cortical regions as described by Braak and Braak [1991].

The precuneus was identified as a region where SUVR increased after SMPVC. The

precuneus often exhibits high amyloid burden in diseased subjects, but has also be observed in

up to 30% of HC subjects [Rowe et al., 2007]. In terms of SUVR, all subjects exhibited a small

but significant increase in the precuneus after SMPVC correction. This suggests modification

to the parcellation consistently increases SUVR values in the precuneus.

Functional volume change was assessed in both groups using RBV correction and

SMPVC. Volume changes were overall negative, indicating a volume loss over time which

might logically be attributed to atrophy. Larger changes were observed in the MCI-non-

converters than MCI-converters. However, the sample size in this study is low and therefore

caution should be taken when drawing conclusions about the observed group differences.

The difference between the two groups was significant after RBV correction and not

significant when applying SMPVC. This could suggest that SMPVC is less sensitive to volu-

metric changes over time, but equally the volumes defined by SMPVC are governed by the

PET distribution. Therefore, after SMPVC, the functional volume change reflects atrophy

over time but also volume changes in each timepoint which reduce variability in terms of

SUVR. This makes the interpretation of functional volume change less clear than a pure vol-

umetric change. The potential for a functional volume change parameter provided by SMPVC

requires more extensive study. Restricting the SMPVC algorithm to allow for the assessment

of individual surface changes rather than multiple surfaces, may improve the interpretability

of functional volume change.

Several of the statistical comparisons in this study did not reach significance. When eval-

uating the similarity of the composite cortical SUVR values between the RBV-corrected and

SMPVC data, neither group demonstrated a significant difference. The MDD was calculated

as 0.03 for both comparisons. However, the mean difference between methods was 0.01.

When testing between SUVR values between baseline and 18 month follow-up, no significant

difference was observed in either group, with RBV correction or SMPVC. For example, the

MDD in the left precuneus for the MCI-converters after RBV correction was 0.06. The av-

erage increase in SUVR was 0.04. Similarly, no significance was found between groups when

assessing functional volume change after SMPVC was applied. The MDD was calculated to

be 2.6%, whereas the mean group difference was found to be 0.8%. The small sample size in

each subject group (n = 5) has likely resulted in under-powered statistical analyses.

In summary, this study has evaluated the performance of RBV and SMPVC in a clinical
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longitudinal dataset. Increases in SUVR over time were not observed in this study and is

probably down to sample size. Large volume changes were seen between the superior and in-

ferior frontal regions. SUVR changes were also observed in the precuneus with SMPVC that

was not observed in RBV, and could be an indicator of subtle changes due to the modification

of the parcellation, although this cannot be proven in this study. Further investigation using

a larger dataset, with multiple timepoints is necessary to see if SMPVC improves detection of

subtle changes.
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Subject

1 2 3 4 5

Region BL 18m BL 18m BL 18m BL 18m BL 18m

Left sup. frontal 1.95 1.92 0.62 0.67 1.87 1.95 2.16 2.05 1.79 1.71
Left inf. frontal 2.01 1.93 0.74 0.84 1.82 1.98 2.08 2.07 1.59 1.47
Right sup. frontal 2.02 1.95 0.66 0.75 2.06 2.16 2.09 1.97 1.80 1.77
Right inf. frontal 2.04 2.00 0.75 0.85 2.05 2.20 2.06 1.88 1.78 1.73
Left central 1.58 1.49 0.65 0.71 1.45 1.52 1.84 1.72 1.08 1.17
Right central 1.55 1.49 0.68 0.82 1.60 1.62 1.78 1.66 1.14 1.22
Left precuneus 2.06 2.08 0.67 0.74 1.93 2.05 2.25 2.16 1.67 1.77
Right precuneus 2.00 2.07 0.72 0.63 1.95 2.18 2.18 2.13 1.73 1.76

Table 5.9: SUVR values observed in MCI-converters for selected cortical regions with RBV
correction.

Subject

1 2 3 4 5

Region BL 18m BL 18m BL 18m BL 18m BL 18m

Left sup. frontal 1.96 1.92 0.63 0.67 1.87 1.95 2.16 2.06 1.80 1.74
Left inf. frontal 2.00 1.93 0.74 0.84 1.82 1.98 2.08 2.04 1.59 1.48
Right sup. frontal 2.04 1.96 0.66 0.75 2.05 2.15 2.09 1.97 1.83 1.77
Right inf. frontal 2.04 2.00 0.76 0.84 2.06 2.21 2.07 1.89 1.76 1.72
Left central 1.58 1.49 0.66 0.73 1.45 1.53 1.84 1.72 1.09 1.18
Right central 1.55 1.50 0.69 0.83 1.61 1.61 1.77 1.64 1.15 1.21
Left precuneus 2.12 2.13 0.68 0.75 1.96 2.05 2.25 2.15 1.72 1.81
Right precuneus 2.03 2.08 0.73 0.65 1.96 2.18 2.18 2.14 1.80 1.90

Table 5.10: SUVR values observed in MCI-converters for selected cortical regions with
SMPVC.
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Subject

1 2 3 4 5

Region BL 18m BL 18m BL 18m BL 18m BL 18m

Left sup. frontal 1.18 1.20 1.78 1.92 1.17 1.10 0.70 0.68 0.65 0.65
Left inf. frontal 1.09 1.24 1.74 1.83 1.09 1.12 0.73 0.66 0.74 0.72
Right sup. frontal 1.20 1.18 1.71 1.75 1.28 1.16 0.79 0.73 0.69 0.63
Right inf. frontal 1.33 1.38 1.72 1.81 1.11 1.20 0.75 0.75 0.80 0.72
Left central 0.74 0.72 1.45 1.54 0.81 0.74 0.73 0.67 0.67 0.67
Right central 0.77 0.74 1.41 1.40 0.90 0.78 0.77 0.70 0.72 0.69
Left precuneus 0.91 0.86 2.07 2.19 1.27 1.32 0.61 0.57 0.63 0.66
Right precuneus 0.75 0.74 2.06 1.99 1.26 1.37 0.67 0.59 0.62 0.57

Table 5.11: SUVR values observed in MCI-non-converters for selected cortical regions with
RBV correction.

Subject

1 2 3 4 5

Region BL 18m BL 18m BL 18m BL 18m BL 18m

Left sup. frontal 1.19 1.20 1.80 1.92 1.17 1.11 0.71 0.68 0.65 0.66
Left inf. frontal 1.09 1.26 1.74 1.84 1.09 1.14 0.74 0.68 0.75 0.73
Right sup. frontal 1.19 1.18 1.71 1.77 1.28 1.17 0.80 0.73 0.69 0.64
Right inf. frontal 1.32 1.37 1.72 1.81 1.13 1.21 0.77 0.76 0.80 0.73
Left central 0.74 0.72 1.46 1.54 0.83 0.75 0.74 0.68 0.68 0.68
Right central 0.78 0.75 1.42 1.42 0.92 0.79 0.78 0.71 0.74 0.70
Left precuneus 0.91 0.90 2.09 2.22 1.33 1.37 0.62 0.59 0.64 0.67
Right precuneus 0.77 0.76 2.11 2.06 1.31 1.42 0.68 0.61 0.63 0.58

Table 5.12: SUVR values observed in MCI-non-converters for selected cortical regions with
SMPVC.



5.5. Longitudinal assessment of amyloid burden 156

Su
bj

ec
t

1
2

3
4

5

R
eg

io
n

BL
18

m
BL

18
m

BL
18

m
BL

18
m

BL
18

m

Le
ft

su
p.

fr
on

ta
l

-5
.8

%
-6

.2
%

-4
.9

%
-6

.2
%

-4
.6

%
-4

.7
%

0.
0%

-6
.2

%
-3

.0
%

-5
.4

%
Le

ft
in

f.
fr

on
ta

l
16

.1
%

17
.1

%
11

.4
%

15
.7

%
13

.3
%

13
.4

%
0.

0%
16

.1
%

9.
5%

0.
5%

R
ig

ht
su

p.
fr

on
ta

l
-3

.6
%

-2
.5

%
-1

0.
7%

-6
.0

%
-4

.5
%

-6
.2

%
-6

.2
%

-6
.3

%
-1

0.
6%

-5
.4

%
R

ig
ht

in
f.

fr
on

ta
l

0.
0%

0.
0%

17
.6

%
14

.6
%

10
.6

%
16

.0
%

16
.0

%
16

.9
%

18
.2

%
15

.3
%

Le
ft

ce
nt

ra
l

-3
.1

%
-3

.4
%

-1
.7

%
-3

.3
%

-2
.7

%
-2

.8
%

0.
0%

-2
.9

%
-2

.1
%

14
.6

%
R

ig
ht

ce
nt

ra
l

12
.3

%
8.

2%
1.

3%
-3

.1
%

-2
.8

%
-4

.2
%

-4
.6

%
-5

.4
%

9.
7%

-4
.1

%
Le

ft
pr

ec
un

eu
s

-8
.7

%
-6

.1
%

0.
0%

0.
0%

-3
.7

%
-1

.4
%

0.
0%

0.
0%

-5
.8

%
-8

.0
%

R
ig

ht
pr

ec
un

eu
s

-2
.5

%
-2

.0
%

-4
.9

%
-3

.4
%

-3
.3

%
-1

.4
%

13
.7

%
17

.6
%

-1
2.

7%
-1

7.
8%

Ta
bl

e
5.

13
:T

he
pe

rc
en

ta
ge

vo
lu

m
e

ch
an

ge
ob

se
rv

ed
in

M
C

I-c
on

ve
rt

er
ss

el
ec

te
d

co
rt

ic
al

re
gi

on
sa

ft
er

SM
PV

C
w

as
pe

rf
or

m
ed

.



5.5. Longitudinal assessment of amyloid burden 157

Su
bj

ec
t

1
2

3
4

5

R
eg

io
n

BL
18

m
BL

18
m

BL
18

m
BL

18
m

BL
18

m

Le
ft

su
p.

fr
on

ta
l

-7
.3

%
-5

.8
%

-5
.4

%
-3

.1
%

0.
0%

-1
.5

%
-5

.8
%

-5
.4

%
-6

.5
%

0.
0%

Le
ft

in
f.

fr
on

ta
l

20
.0

%
15

.8
%

1.
2%

9.
3%

0.
0%

-1
.2

%
17

.1
%

15
.2

%
19

.5
%

0.
0%

R
ig

ht
su

p.
fr

on
ta

l
-6

.4
%

-8
.0

%
-9

.4
%

-6
.1

%
-4

.7
%

-2
.8

%
-3

.7
%

-6
.5

%
-6

.3
%

-8
.1

%
R

ig
ht

in
f.

fr
on

ta
l

16
.9

%
16

.5
%

18
.9

%
-0

.1
%

9.
8%

6.
1%

8.
1%

15
.3

%
13

.9
%

18
.7

%
Le

ft
ce

nt
ra

l
-4

.4
%

-3
.6

%
13

.5
%

-2
.1

%
-2

.1
%

6.
2%

-2
.6

%
-4

.5
%

-3
.7

%
0.

0%
R

ig
ht

ce
nt

ra
l

-4
.1

%
3.

4%
-0

.2
%

18
.8

%
-2

.1
%

-1
.4

%
-2

.3
%

-3
.2

%
-7

.0
%

-4
.3

%
Le

ft
pr

ec
un

eu
s

0.
0%

-6
.4

%
-5

.3
%

-5
.0

%
-8

.4
%

-8
.2

%
0.

0%
-4

.0
%

0.
0%

0.
0%

R
ig

ht
pr

ec
un

eu
s

-1
.6

%
3.

4%
-1

2.
3%

-1
6.

4%
-6

.9
%

-7
.4

%
-7

.6
%

-7
.3

%
-1

2.
5%

-2
.6

%

Ta
bl

e
5.

14
:T

he
pe

rc
en

ta
ge

vo
lu

m
e

ch
an

ge
ob

se
rv

ed
in

M
C

I-n
on

-c
on

ve
rt

er
ss

el
ec

te
d

co
rt

ic
al

re
gi

on
sa

ft
er

SM
PV

C
w

as
pe

rf
or

m
ed

.



5.5. Longitudinal assessment of amyloid burden 158

Subject

Region 1 2 3 4 5 Reg. mean Reg. SD

Left sup. frontal 2.8 % 2.6 % -0.7 % -0.9 % -4.4 % -0.1 % 3.0 %
Left inf. frontal 3.6 % -4.8 % -3.2 % -3.9 % -2.0 % -2.1 % 3.3 %
Right sup. frontal 2.8 % 6.8 % -1.7 % -0.4 % 0.1 % 1.5 % 3.4 %
Right inf. frontal 5.1 % -11.7 % -6.1 % -6.2 % -4.0 % -4.6 % 6.1 %
Left central 4.1 % -1.1 % -3.6 % 0.6 % 0.2 % 0.0 % 2.8 %
Right central 1.4 % 3.1 % -6.5 % -3.5 % 4.6 % -0.2 % 4.7 %
Left precuneus -1.0 % 0.8 % -3.8 % -6.8 % -3.4 % -2.9 % 2.9 %
Right precuneus -8.4 % 0.1 % 2.0 % -2.1 % -3.7 % -2.4 % 4.0 %

Subject mean 1.3 % -0.5 % -3.0 % -2.9 % -1.6 % -1.3%
Subject SD 4.3 % 5.6 % 2.8 % 2.7 % 3.1 % 2.0%

Table 5.15: Functional volume change in MCI-converters with RBV correction.

Subject

Region 1 2 3 4 5 Reg. mean Reg. SD

Left sup. frontal -8.0 % -5.2 % -0.6 % 0.3 % -1.0 % -2.9 % 3.5 %
Left inf. frontal -7.4 % -3.3 % 0.2 % -3.3 % -3.3 % -3.4 % 2.7 %
Right sup. frontal -6.8 % -3.5 % -7.3 % -0.3 % -1.8 % -3.9 % 3.1 %
Right inf. frontal -5.5 % -7.3 % -7.4 % 1.4 % -0.6 % -3.9 % 4.1 %
Left central -6.5 % -3.1 % 1.5 % -1.0 % -2.1 % -2.3 % 2.9 %
Right central -6.1 % -0.8 % 1.3 % -4.4 % -2.6 % -2.5 % 2.9 %
Left precuneus -6.6 % -2.8 % 0.8 % -4.5 % -3.0 % -3.2 % 2.7 %
Right precuneus -6.7 % 2.5 % -2.1 % 2.2 % -8.4 % -2.5 % 5.0 %

Subject mean -6.7 % -2.9 % -1.7 % -1.2 % -2.8 % -3.1%
Subject SD 0.8 % 2.9 % 3.7 % 2.6 % 2.4 % 0.6%

Table 5.16: Functional volume change in MCI-non-converters with RBV correction.
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Subject

Region 1 2 3 4 5 Reg. mean Reg. SD

Left sup. frontal 2.4 % 1.2 % -0.8 % -7.0 % -3.8 % -1.6 % 3.8 %
Left inf. frontal 4.6 % -1.0 % -3.1 % 11.6 % -4.3 % 1.6 % 6.6 %
Right sup. frontal 3.3 % 12.4 % -3.5 % -0.5 % 0.3 % 2.4 % 6.1 %
Right inf. frontal 5.1 % -13.9 % -1.5 % -5.5 % -4.2 % -4.0 % 6.9 %
Left central 3.9 % -2.8 % -3.7 % -2.3 % 0.8 % -0.8 % 3.1 %
Right central -1.9 % -1.4 % -7.8 % -4.2 % -0.8 % -3.2 % 2.9 %
Left precuneus 1.8 % 0.8 % -1.5 % -6.8 % -5.7 % -2.3 % 3.8 %
Right precuneus -8.0 % 1.7 % 4.0 % 1.3 % -9.3 % -2.1 % 6.1 %

Subject mean 1.4 % -0.4 % -2.2 % -1.7 % -3.4 % -1.3%
Subject SD 4.4 % 7.2 % 3.3 % 6.1 % 3.4 % 2.2%

Table 5.17: Functional volume change in MCI-converters with SMPVC.

Subject

Region 1 2 3 4 5 Reg. mean Reg. SD

Left sup. frontal -6.4 % -2.9 % -2.2 % 0.7 % 0.6 % -2.0 % 2.9 %
Left inf. frontal -10.6 % 4.4 % -1.0 % -1.5 % -1.6 % -2.1 % 5.4 %
Right sup. frontal -7.3 % 0.1 % -5.5 % -1.0 % -1.6 % -3.1 % 3.2 %
Right inf. frontal -5.8 % -2.1 % -10.6 % 3.2 % 1.1 % -2.8 % 5.5 %
Left central -5.7 % -1.5 % 2.5 % -2.0 % 1.6 % -1.0 % 3.3 %
Right central 1.3 % 0.9 % 2.1 % -5.2 % 0.3 % -0.1 % 2.9 %
Left precuneus -12.6 % -2.5 % 1.0 % -8.3 % -3.0 % -5.1 % 5.4 %
Right precuneus -2.1 % -2.3 % -2.6 % 2.6 % 2.0 % -0.5 % 2.5 %

Subject mean -6.2 % -0.7 % -2.0 % -1.4 % -0.1 % -2.1%
Subject SD 4.4 % 2.5 % 4.4 % 3.8 % 1.8 % 1.6%

Table 5.18: Functional volume change in MCI-non-converters with SMPVC.
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5.6 Conclusion

This chapter has described a novel PVC technique, SMPVC, that modifies the MRI-based

parcellation to fit the observed PET data. Initially, the parcellation modification in SMPVC

was formulated as a voxel-based operation. This was later adapted to a surface-based approach,

which proved to be more resilient to noise. The performance of SMPVC has been compared

to RBV in a digital phantom study, clinical reproducibility data and a longitudinal study of

MCI subjects.

In the phantom study, SMPVC was demonstrated to reduce bias and regional variabil-

ity compared to performing RBV with known parcellation errors. When applied to clinical

reproducibility data, SMPVC was shown to reduce the CoVr , while maintaining the repro-

ducibility of regional SUVR values. A further preliminary investigation using longitudinal

MCI data was undertaken. Initial results indicate that SMPVC may provide volumetric in-

dicators based on activity in the PET data. Evaluation of SMPVC in a large clinical cohort,

such as ADNI or AIBL, is a necessary step to fully validate the technique.
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Chapter 6

Conclusions

6.1 Summary and conclusions

The work in this thesis has concentrated on the development and application of PVC tech-

niques for quantitative amyloid brain PET imaging. PVEs are known to induce large errors

in quantification, but corrections are not commonly applied in clinical practice. While PVC

methods have been proposed [Müller-Gärtner et al., 1992, Rousset et al., 1998a, Teo et al.,

2007] for the purpose of correcting brain PET, each have limitations and/or make inap-

propriate assumptions about the PET distribution. The focus of this work has been on the

development of techniques to overcome these issues.

A summary of the chapters of this thesis, and the main conclusions drawn from each, are

given below:

Chapter 3: Evaluating partial volume correction techniques using phantom data

The first stage of this project was to compare existing PVC techniques that are applied in

brain PET to a modified PVC approach; RBV correction. Phantom data were created that

represent typical AD and control amyloid PET distributions. These data were corrected

using three techniques, two anatomy-based approaches and one purely data-driven. The RBV

and MG correction both rely on parcellated MRI data. In this study, the parcellation used for

PVC was identical to the one used to generate the data.

Near perfect recovery was observed for all brain regions when performing RBV correc-

tion and demonstrates that the method is very accurate when the parcellation and resolution

are accurately measured. The MG and mMG (a variation on the MG method) achieved good

recovery in cortical regions, although their performance was inferior to that of RBV. How-

ever, some GM regions, in particular the hippocampi exhibited a positive bias for AD-like

distributions when applying the MG methods. This was due to the inability of the MG ap-
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proaches to account for within-tissue variability in GM.

The data-driven approach evaluated in this study was the VC iterative deconvolution.

The VC technique improved recovery of the phantom images, but was not as accurate as the

anatomy-based approaches. This was attributed to premature termination of the iterative pro-

cess. Early termination is necessary when applying the VC method due to noise amplification

issues.

The second half of this chapter investigates the use of filters and the Huber prior as part

of the VC deconvolution in order to reduce noise amplification. Digital phantom PET data

were generated with realistic noise. These data were then deconvolved with VC, VC-smooth

and VC-prior. VC-smooth consisted of pre-smoothing the image data before deconvolution.

The Huber prior was incorporated into the VC deconvolution and is referred to as VC-prior.

Both noise suppression techniques reduced noise compared to the standard VC. This did

however tend to be associated with a reduction in recovery. Neither VC-smooth or VC-prior

resulted in notable improvements compared to VC and suggests that there is a limit to the

amount of recovery that can be achieved with the VC approach.

Chapter 4: Comparing partial volume correction techniques using clinical data

This chapter evaluates PVC in a clinical cohort. The first section reports the effects of PVC

on the quantification of [18F]flutemetamol. An evaluation of the quantitative reproducibility

of [18F]flutemetamol with and without PVC is reported in the second section. The third sec-

tion investigates amyloid PET normalisation. WM variability in AD and control subjects is

assessed and a comparison between [11C]PIB and [18F]flutemetamol is also reported. Alter-

native reference regions for image normalisation are also assessed as part of the comparison.

RBV and mMG correction were applied to a clinical [18F]flutemetamol dataset consist-

ing of control, MCI and AD subjects. Regional SUVR analysis was performed on the un-

corrected and PV-corrected data. The key finding was that cortical GM regions are severely

affected by the PVE. In addition, this study also confirmed within-tissue PVEs, as was ob-

served in the phantom study of the previous chapter. Differences between RBV and mMG

were again observed in the hippocampi. This suggests that when applying mMG, bias may

occur due to within-tissue PVEs, which cannot be accounted for. RBV appears to be superior

to mMG in this respect.

A subset of the AD subjects (n = 5) underwent a second [18F]flutemetamol scan for the

purposes of assessing quantitative reproducibility. Regional SUVR analysis was performed

for both scans. Statistical analysis was performed on the SUVR values of both scans in a

composite cortical region. No significant difference between scans was found for either the
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uncorrected or RBV-corrected data, suggesting that [18F]flutemetamol SUVR values are re-

producible and that RBV correction does not degrade the reproducibility. The regional coef-

ficient of variation (CoVr ) was also assessed. Reductions in the CoVr were observed in the

majority of cortical regions after RBV correction and suggest that regions are more uniform

after PVC.

The third section reports an investigation into amyloid PET normalisation. After RBV

correction, a significant difference in SUVR between the cerebellar and sub-cortical WM was

found in both groups, although no difference was found between the subject groups. This

finding suggests that while WM appears to be non-specific, variability exists between WM

region. This variability has implications for the application of PVC techniques, such as MG,

which assume that WM uptake is uniform and prompted the subsequent evaluation of alter-

native reference regions.

A comparison between [18F]flutemetamol and [11C]PIB was also carried out in 40 sub-

jects from the MCI and AD groups. Regression analysis was performed between regional

SUVR values for both tracers without PVC and with RBV correction. In addition, alterna-

tive reference regions were evaluated (cerebellar GM, sub-cortical WM and brain stem), with

and without PVC. Strong agreement between the two tracers was observed in cortical GM

regions for all three reference regions, with weaker agreement in WM regions. Brain stem

normalisation produced the strongest agreement between tracers in GM for the PV-corrected

data.

Chapter 5: Segmentation-modifying partial volume correction

This chapter reports the development and application of a novel PVC technique: SMPVC.

The method iteratively modifies a MRI-derived parcellation to fit the observed PET data.

The first section reports the algorithm development process. SMPVC is then evaluated using

digital phantom data, [18F]flutemetamol reproducibility data and a longitudinal [11C]PIB

dataset.

SMPVC was initially designed as a voxel-based approach where region labels in the par-

cellation would be changed on a voxel-by-voxel basis. The algorithm was later redesigned to

operate using surfaces, as this was less sensitive to noise and computationally less expensive.

As part of the surface-based approach, a further PVC technique called iterative Yang (iY) is

described, which is similar to RBV.

SMPVC was first assessed using digital phantom data. Two phantoms were evaluated;

a geometric phantom and an anthropomorphic brain phantom. Large reductions in CoVr

were observed for the geometric phantom after SMPVC. The accuracy of the parcellation
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also increased after SMPVC. 10 instances of a typical AD subject [11C]PIB distribution were

generated to create the anthropomorphic brain phantom. Parcellation errors were introduced

and SMPVC was applied. SMPVC reduced the under- and over-correction in recovery of the

two brain regions and reductions in CoVr were also observed. The relatively small changes

in regional means suggests that this measurement may be fairly insensitive to border changes.

The technique was then assessed using the clinical [18F]flutemetamol reproducibility

dataset described in the preceding chapter. RBV and SMPVC were compared through re-

gional analysis of SUVR and CoVr . Additional analysis of the parcellation was reported

in terms of a similarity measure: the Dice Coefficient (DC). The between-scan difference in

SUVR values tended to reduce, however this reduction did not result in a significant difference

between RBV and SMPVC. Consistently lower CoVr values were observed in the composite

cortical region when applying SMPVC compared to RBV, suggesting a higher degree of re-

gional uniformity with SMPVC correction. The DC was calculated between the subject scans

after SMPVC and high values were observed, implying that the parcellations were similar and

reproducible.

Finally, a longitudinal dataset of MCI subjects was evaluated using RBV and SMPVC.

5 MCI-converters (those who convert from MCI to AD) and 5 MCI-non-converters were

scanned with [11C]PIB at baseline and at 18 months follow-up. Consistent increases over time

in cortical SUVR values were not observed in this study, although this could be attributed to

sample size. The percentage volume change after SMPVC was also assessed and consistent

changes across timepoints were observed in some cortical regions, particularly in the frontal

lobe. A new parameter of functional volume change is evaluated in this study. An overall trend

towards reductions in volume over time was observed with RBV and SMPVC, however this

parameter requires further assessment in a larger cohort.
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6.1.1 Summary of significant findings

The significant findings of the thesis work can be summarised as follows:

• The evaluation of existing PVC techniques in phantom and clinical data revealed brain

regions that can suffer from PVC-induced bias due to inappropriate assumptions about

tracer distribution.

• A modified PVC technique (RBV) was adopted that is more robust than methods nor-

mally employed for brain PET PVC. White matter variability was identified through

applying the correction. This variability has implications both for PVC and image nor-

malisation.

• Alternative reference regions were investigated in two amyloid PET tracers. The brain

stem, in combination with PVC, was found to result in the strongest agreement be-

tween tracers.

• A novel anatomy-based PVC technique (SMPVC) has been developed that reduces re-

gional variability by modifying the anatomical parcellation to fit the observed PET

data.

6.2 Future directions

To extend on the work undertaken in this thesis, it is necessary to fully validate the new

methodology through assessing a large clinical longitudinal dataset. Multiple time points, cov-

ering several years are required to evaluate the ability to detect changes over time. These data

are also key to concluding whether or not ‘functional volume’ changes are useful biomarkers.

Additionally, it may be necessary to fine-tune the algorithm depending on factors such as scan-

ning protocol or the type of reconstruction used. Improvements in the quantitative accuracy

of brain PET have been demonstrated, and further validation and extension to the methods

contained in this thesis could reveal valuable information in PET data that may otherwise be

obscured by PVEs.

This work has focussed on amyloid PET tracers; namely [11C]PIB and [18F]flutemetamol.

An important development would be to assess the methodology in other tracers. [18F]FDG

is currently the most commonly used PET ligand and it would therefore be advantageous to

be able to perform the methods described here in [18F]FDG data. In amyloid PET, uptake in

cortical GM appears to ‘plateau’ during later stages of AD, while cognitive decline progresses.

[18F]FDG may provide additional data, although this would be severely affected by the PVE,

hence the necessity to perform PVC.
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In terms of the SMPVC algorithm itself, the current implementation relies on an ini-

tial parcellation and optimises the existing regions. Extending the method to sub-divide and

merge volumes would be beneficial as the algorithm could then be independent of the par-

cellation. This independence could lead to developments such as an atlas-based parcellation

and/or PVC without MRI data. PET PVC without the requirement for structural infor-

mation would be a desirable development in order to apply techniques in a routine clinical

environment.

While this thesis has centred on brain imaging, PVEs are a major source of quantifica-

tion error in other PET, and indeed SPECT applications. For example, in oncology, PVEs

may result in large errors in the measurement of tumour activity. In addition, the tumour

can be poorly delineated on structural data, making existing approaches to PVC unsuitable.

Modifying information from structural imaging to fit the observed PET data could improve

quantification in this area. Similarly, cardiac images are affected by PVEs and the parcellation

of cardiac images is non-trivial due to organ motion. Again, optimising the PVC in terms of

the measured PET data, could be advantageous.
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Appendix A

Additional figures
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Figure A.1: Scatter plots of mean [18F]flutemetamol SUVR and mean [11C]PIB SUVR for
the sub-cortical white matter region without PVC (left) and after RBV correction (right). AD
(black circles), amyloid-positive (white squares) and amyloid-negative (black crosses). Cerebel-
lar GM was used as the reference region. The solid line represents the line of best fit. The
dashed line is the line of identity.
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RBV (error) True SMPVC

Region 1 0.987 (± 6.32e-03) 0.998 (± 6.19e-03) 0.981 (± 7.18e-03)
Region 2 0.993 (± 7.22e-03) 0.981 (± 6.37e-03) 0.984 (± 6.95e-03)
Region 3 0.991 (± 5.64e-03) 0.994 (± 6.38e-03) 0.997 (± 6.12e-03)

Table A.1: The RC (±SD) for PV-correction of the geometric phantom at 2.0e6 counts.

RBV (error) True SMPVC

Region 1 0.052 (± 1.20e-03) 0.031 (± 1.04e-03) 0.035 (± 1.29e-03)
Region 2 0.144 (± 2.24e-03) 0.047 (± 1.68e-03) 0.052 (± 1.26e-03)
Region 3 0.044 (± 9.26e-04) 0.033 (± 1.39e-03) 0.034 (± 1.19e-03)

Table A.2: The CoVr (±SD) for PV-correction of the geometric phantom at 2.0e6 counts.

RBV (error) True SMPVC

Region 1 0.894 1.00 0.977 (± 3.42e-03)
Region 2 0.863 1.00 0.978 (± 4.01e-03)
Region 3 0.967 1.00 0.991 (± 2.68e-03)

Table A.3: The DC (±SD) for PV-correction of the geometric phantom at 2.0e6 counts. Note
that the DC for the RBV-corrected data, with and without parcellation error does not change
as the same masks are used for each realisation.
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Figure A.4: VC deconvolution of the left frontal region in a single realisation of the AD
phantom for iterations 1 to 1000. Graphs are of the mean recovery coefficient (RC) (top) and
regional coefficient of variation (CoVr ) (bottom).
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Appendix B

Publications arising from thesis work

B.1 The importance of appropriate partial volume correction for

PET quantification in Alzheimer’s disease

Thomas, B. A., Erlandsson, K., Modat, M., Thurfjell, L., Vandenberghe, R., Ourselin, S.,

and Hutton, B. F. (2011). The importance of appropriate partial volume correction for PET

quantification in Alzheimer’s disease. Eur J Nucl Med Mol Imaging, 38:1104-1119.

B.2 Partial volume correction in SPECT reconstruction with

OSEM

Erlandsson, K., Thomas, B., Dickson, J., and Hutton, B. F. (2011). Partial volume correction

in SPECT reconstruction with OSEM. Nucl Instrum Meth A, 648, Supplement 1:S85-S88.

NIMA 4th International Conference on Imaging techniques in Subatomic Physics, Astro-

physics, Medicine, Biology and Industry.

B.3 Choice of alternative reference region and partial volume cor-

rection method improves agreement between amyloid PET tracers

Thomas, B. A., Erlandsson, K., Thurfjell, L., Vandenberghe, R., Ourselin, S., and Hutton,

B. F. (2011) Choice of alternative reference region and partial volume correction method

improves agreement between amyloid PET tracers. Submitted.

B.4 A novel iterative partial volume correction technique for

emission tomography: optimising MR parcellations to improve

brain PET quantification

Thomas, B. A., Erlandsson, K., Thurfjell, L., Ourselin, S., and Hutton, B. F. (2011) A novel

iterative partial volume correction technique for emission tomography: optimising MR par-
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cellations to improve brain PET quantification. Accepted abstract, to appear.

B.5 White matter variability for two amyloid brain PET tracers:

implications for partial volume correction

Thomas, B. A., Erlandsson, K., Thurfjell, L., Vandenberghe, R., Ourselin, S., and Hutton, B.

F. (2011) White matter variability for two amyloid brain PET tracers: implications for partial

volume correction Accepted abstract, to appear.

B.6 Application of partial-volume correction in 123I-Ioflupane

SPECT imaging

Thomas, B., Dickson, J., Erlandsson, K., and Ourselin, S., and Hutton, B. (2010) Application

of partial-volume correction in 123I-Ioflupane SPECT imaging. J Nucl Med Meeting Abstracts,

51(2):1342 (abs).

B.7 The effects of iterative deconvolution partial-volume correc-

tion on beta-amyloid PET

Thomas, B., Thurfjell, L., Rinne, J.O., Ourselin, S. and Hutton, B. (2009) The effects of

iterative deconvolution partial-volume correction on beta-amyloid PET J Cereb Blood F Met,

29:S329-S345 (abs).

B.8 The application of partial-volume correction to Alzheimer’s

disease discrimination

Thomas, B., Thurfjell, L., Rinne, J.O., Ourselin, S., Hutton B. (2009) The application

of partial-volume correction to Alzheimer’s disease discrimination. Alzheimers Dement,

5(4):P20-P21 (abs).

B.9 The use of priors for deconvolution-based partial volume cor-

rection

Thomas, B., Erlandsson, K., Thurfjell, L., Ourselin, S., Hutton B. (2008) The use of priors

for deconvolution-based partial volume correction. Nucl Med Commun, 500-501 (abs).
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Appendix C

Software developed during the thesis

C.1 INMRBV

The RBV correction technique has been implemented as a C++ command-line application.

This was created to process the large clinical cohort (chapter 4) using the cluster computing

resources at the Centre for Medical Image Computing (CMIC), UCL. The ITK (Kitware Inc.,

New York, NY, USA) [Yoo et al., 2002] is used extensively throughout the application.

INMRBV employs ITK file readers and writers, and can handle different types of input and

output files. All images processed during this work were in either NIfTI file format or its

compressed equivalent. The application has also undergone successful rudimentary testing

with ANALYZE 7.5 files. At present, Digital Imaging and Communications in Medicine

(DICOM) files are not supported in either the 2D or 3D format.

Two input files are required to use the application. The first must contain the PET

image, with the second being a file containing the segmented region definitions. The regions

must be enumerated as discrete integers from 1. . .N , where N is the number of regions. The

background region should be set to 0. The parameter list is given below:

INMRBV <inputImageFile> <maskFileName> <outputImageFile> <noRegions>

<FWHM> [-q]

where inputImageFile is the PET image filename, maskFileName is the filename of the

mask, outputImageFile is the name of the file to output (N.B. this file must have a suffix

such as .hdr, .nii or .nii.gz), noRegions is the value N and FWHM is the FWHM of the PSF

given in mm. The optional parameter -q tells INMRBV to operate in ‘quite mode’, suppressing

any commmand-line output.
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C.2 INMPVC

INMPVC is a command-line application that can perform either a MG, mMG, GTM or RBV

correction. The application was also written in C++ and uses ITK. As with INMRBV, the

first input file must be the PET image. The region masks are handled differently, in that a

separate file is required for each masked region. This allows non-binary region definitions.

Regions can be defined as probability masks, although it is important that each voxel must

sum to the value of 1 over the set of masks. This functionality was included so that the results

of probablistic segmentation algorithms could be readily used and also to allow for estimates

of MRI PVEs to be taken into account. Probablistic segmentations produced by SPM were

evaluated to test the functionality.

Each region mask filename is assumed to prefixed with cX where X is the region num-

ber between 1 and N . For example, the filename of the first region definition could be

c1_myfile.nii.gz. When performing MG or mMG, c1 must be the GM, c2 must be the

WM and c3 must be the CSF mask. The order is important as the MG methods only correct

the GM voxels. If the MG correction is selected, an erosion operator is used to calculate the

mean values. When performing mMG, a three-compartment GTM is evalutated using the

region masks, and the mean values are then used to perform a MG correction.

Selecting the GTM option will result in the contents of the GTM matrix being displayed

along with corrected (and uncorrected) mean values. No image will be produced. If RBV

correction is selected, the creation of the ‘synthetic PET’ mask is performed differently to

account for the possibility probablistic masks, although the execution of the correction is the

same. The parameter list is given below:

INMPVC <inputImageFile> <maskDir> <maskFileName> <outputImageFile>

<noRegions> <FWHM> <corrType> [-q]

where inputImageFile is the PET image filename, maskDir is the path to the directory con-

taining the mask files and maskFileName is portion of the mask filename after the region iden-

tifier; e.g. _myfile.nii.gz. outputImageFile is the name of the file to output, noRegions

is the value N and FWHM is the FWHM of the PSF given in mm. corrType is the desired PVC

technique to apply. For MG, the parameter is -MG, mMG is -MMG, GTM is called with -G, and

RBV using -RBV. The optional parameter -q tells INMPVC to operate in ‘quiet mode’.



C.3. SMPVC 176

C.3 SMPVC

The SMPVC technique has been implemented as a C++ command-line application. SMPVC

employs ITK file readers and writers, and can handle different types of input and output files.

All images processed during this work were in either NIfTI file format or its compressed

equivalent. DICOM files are not supported in either the 2D or 3D format.

Three input files are required to use the application. The first must contain the PET

image, with the second being a file containing the segmented region definitions. The regions

must be enumerated as discrete integers from 1. . .N , where N is the number of regions. The

background region should be set to 0. The third is a binary file of unsigned integers that

represent an N ×N matrix. The matrix describes which regions are allowed to be modified,

and also which regions can move into each other. This is used to restrict modifications to

GM regions only and to prevent inter-hemispheric changes. A value of 0 at location (i , j ) in

the matrix will prevent region i from modifying region j . Whereas, a value of 1 will permit

modification. The parameter list for SMPVC is given below:

SMPVC <inputImageFile> <maskFileName> <outputImageFile>

<FWHM> <noRegions> <noIterations> <matrixFileName>

where inputImageFile is the PET image filename, maskFileName is the filename of the

mask, outputImageFile is the name of the file to output (N.B. this file must have a suffix

such as .hdr, .nii or .nii.gz), FWHM is the FWHM of the PSF given in mm, noRegions is

the number of regions (N ), noIterations is the number of times to iterate SMPVC (referred

to as kM ax in section 5.2.2.4, page 133) and matrixFileName is the file containing the matrix

of allowed region modifications.

C.4 Phantom image generator

The phantom image generator described in section 3.2.3 was created in MATLAB. All con-

volutions were performed using the MATLAB fast fourier transform (FFT) routines. The

forward- and back-projections use the Radon and inverse Radon transforms that are part

of the Image Processing toolbox. The function MakeImage generates the phantom images.

MakeImage requires a minimum of four parameters, which are the input files and the desired

FWHM used to convolve the image. The following shows the parameter list for MakeImage:

[Sino]=MakeImages(inputFile,distFile,dFWHM,ctFile,Projections,dCountLevel);

inputFile is a string holding the filename of the brain mask image.distFile is the filename

of the CSV file containing the regional values associated with the brain regions. dFWHM is the
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FWHM of the PSF to be simulated, given in mm. ctFile is a string containing the filename

of the associated CT image. Projections is a vector containing the angles to be used by the

projector. The default for Projections is 0:0.8:179 ( or from 0◦ to 179◦ in 0.8◦ increments).

The parameter dCountLevel scales the image to the desired count level when adding Poisson

noise. The default value for dCountLevel is 1e8.

MakeImage produces the sinogram data. This can then be reconstructed with a desired

reconstruction algorithm. In this work, all phantom data was reconstructed using FBP, which

in MATLAB is provided by the iradon function.

C.5 RegionViewer

RegionViewer is an Adobe Integrated Runtime (AIR) application written for the purposes of

data visualisation. The application reads image statistics that have been summarised as XML

documents. A sample from top of one of the documents can be seen below:

<?xml version="1.0" encoding="utf-8"?>

<subject>

<region>

<regionID>1</regionID>

<mean>2.227692</mean>

<std>0.213757</std>

</region>

<region>

<regionID>2</regionID>

<mean>1.981361</mean>

<std>0.179788</std>

</region>

Each region node contains the mean and SD of regional SUVR values. In this case all images

were normalised to cerebellar GM. RegionViewer does not access the actual imaging data

and therefore normalisation is determined by the creator of the XML documents. The data

can also be collated into subject groups in order to perform group analysis. RegionViewer

can perform the following analysis:

• Region-by-region SUVR analysis on a per subject basis.

• Group-wise plots of a single region SUVR for one or more subject groups.
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• Region-against-region SUVR scatter plots for one or more subject groups.

• MRI-volume (mm3) against SUVR scatter plots for one or more subject groups.

Figure C.1: Example of a RegionViewer scatter plot between cerebellar WM and sub-cortical
WM.

The application was primarily used to investigate possible relations between regions, but

could be further developed for multi-modal parameter evaluation.
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Appendix D

Region definitions

FreeSurfer produces a file called aparc+aseg.mgz for each subject which contains the results

of the parcellation. The labels in this file were used to create larger region masks according to

the tables below:

D.1 Region definitions for clinical [18F]flutemetamol study

Region FreeSurfer label

Frontal 1028 2028 1027 2027 1003 2003 1018 2018 1019 2019 1020 2020
1012 2012 1014 2014 1032 2032

Central 1024 2024 1017 2017 1022 2022
Parietal 1029 2029 1008 2008 1031 2031 1025 2025
Temporal 1030 2030 1015 2015 1009 2009 1007 2007 1034 2034 1006 2006

1033 2033 1016 2016 1001 2001
Occipital 1011 2011 1013 2013 1005 2005 1021 2021
Cingulate 1026 2026 1002 2002 1023 2023 1010 2010
Insula 1035 2035
Deep GM 10 49 11 50 12 51 13 52 18 54 26 58 27 59
Hippocampus 17 53
Sub-cortical WM 1004 2004 2 41 77 78 79 250 251 252 253 254 255
Cerebellar WM 7 46
Cerebellar GM 8 47
Ventricles and CSF 4 5 14 72 75 76 43 44 24 31 63
Brain stem 16

Table D.1: The region definitions used during the analysis of clinical [18F]flutemetamol data
in section 4.1.
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D.2 Region definitions for the left \ right brain parcellation

Region FreeSurfer label

Left frontal 1028 1027 1003 1018 1019 1020 1012 1014 1032
Right frontal 2028 2027 2003 2018 2019 2020 2012 2014 2032
Left central 1024 1017 1022
Right central 2024 2017 2022
Left parietal 1029 1008 1031 1025
Right parietal 2029 2008 2031 2025
Left temporal 1030 1015 1009 1007 1034 1006 1033 1016 1001
Right temporal 2030 2015 2009 2007 2034 2006 2033 2016 2001
Left occipital 1011 1013 1005 1021
Right occipital 2011 2013 2005 2021
Left ant. cingulate 1026 1002
Right ant. cingulate 1023 1010
Left post. cingulate 2026 2002
Right post. cingulate 2023 2010
Left insula 1035
Right insula 2035
Deep GM 10 49 11 50 12 51 13 52 18 54 26 58 27 59
Left hippocampus 17
Right hippocampus 53
Sub-cortical WM 1004 2004 2 41 77 78 79 250 251 252 253 254 255
Cerebellar WM 7 46
Cerebellar GM 8 47
CSF 4 5 14 72 75 76 43 44 24 31 63
Brain stem 16

Table D.2: The lateralised FreeSurfer region definitions used during the amyloid normalisa-
tion section 4.3.
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D.3 Region definitions for the extended brain parcellation

Region FreeSurfer label

Left superior frontal 1028 1027 1003
Left inferior frontal 1018 1019 1020 1012 1014 1032
Right superior frontal 2028 2027 2003
Right inferior frontal 2018 2019 2020 2012 2014 2032
Left central 1024 1017 1022
Right central 2024 2017 2022
Left precuneus 1025
Right precuneus 2025
Left inferior parietal 1008
Right inferior parietal 2008
Left superior parietal 1029 1031
Right superior parietal 2029 2031
Left superior temporal 1030 1001 1034
Right superior temporal 2030 2001 2034
Left mid temporal 1015
Right mid temporal 2015
Left inferior temporal 1016 1033 1006 1007 1009
Right inferior temporal 2016 2033 2006 2007 2009
Left occipital 1011 1013 1005 1021
Right occipital 2011 2013 2005 2021
Left ant. cingulate 1026 1002
Right ant. cingulate 1023 1010
Left post. cingulate 2026 2002
Right post. cingulate 2023 2010
Left insula 1035
Right insula 2035
Deep GM 10 49 11 50 12 51 13 52 18 54 26 58 27 59
Left hippocampus 17
Right hippocampus 53
Sub-cortical WM 1004 2004 2 41 77 78 79 250 251 252 253 254 255
Cerebellar WM 7 46
Cerebellar GM 8 47
CSF 4 5 14 72 75 76 43 44 24 31 63
Brain stem 16

Table D.3: The extended FreeSurfer region definitions used for SMPVC (chapter 5).
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