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Abstract

Radiologists often need to localise corresponding findingsin different images of the breast, such as

Magnetic Resonance Images and X-ray mammograms. However, this is a difficult task, as one is a

volume and the other a projection image. In addition, the appearance of breast tissue structure can vary

significantly between them. Some breast regions are often obscured in an X-ray, due to its projective

nature and the superimposition of normal glandular tissue.Automatically determining correspondences

between the two modalities could assist radiologists in thedetection, diagnosis and surgical planning of

breast cancer.

This thesis addresses the problems associated with the automatic alignment of 3D and 2D breast

images and presents a generic framework for registration that uses the structures within the breast for

alignment, rather than surrogates based on the breast outline or nipple position. The proposed algorithm

can adapt to incorporate different types of transformationmodels, in order to capture the breast defor-

mation between modalities. The framework was validated on clinical MRI and X-ray mammography

cases using both simple geometrical models, such as the affine, and also more complex ones that are

based on biomechanical simulations. The results showed that the proposed framework with the affine

transformation model can provide clinically useful accuracy (13.1mm when tested on 113 registration

tasks). The biomechanical transformation models providedfurther improvement when applied on a

smaller dataset. Our technique was also tested on determining corresponding findings in multiple X-ray

images (i.e. temporal or CC to MLO) for a given subject using the 3D information provided by the MRI.

Quantitative results showed that this approach outperforms 2D transformation models that are typically

used for this task. The results indicate that this pipeline has the potential to provide a clinically useful

tool for radiologists.
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number of clinical cases and MeVis Medical Solutions for thevisualisation of one of my algorithms into

the workstation prototype.

I am particularly grateful to all my co-authors for their contributions and all those in CMIC who

have kindly shared their expertise with me. Jorge Cardoso for the tissue classification algorithm, An-

drew Melbourne for the pectoral muscle segmentation, Lianghao Han for the breast modelling, Christine

Tanner for the real compression data and Lily Zhang for her help in data processing.

Many thanks to colleagues and friends in CMIC and other departments at UCL for sharing coffees,

lunches and drinks, that made my time at UCL enjoyable. Special thanks to Fred for his endless patience

and support and to my close friends in Greece, Haroula, Katerina and Dimos, for sharing happy times

during holidays and keeping in touch all this time.

Finally, I would like to thank my family. My parents for supporting me throughout all these years

of studying, my brother and sisters for always being there for me and Lucas, Lydia and Theo for making

me a very happy aunt over the last two years.



Contents

1 Introduction 16

1.1 Breast Anatomy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 16

1.2 Breast imaging modalities in clinical practice . . . . . . .. . . . . . . . . . . . . . . . 17

1.2.1 X-ray mammogram acquisition . . . . . . . . . . . . . . . . . . . . .. . . . . 18

1.2.2 DCE-MRI acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . 20

1.3 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . 22

1.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . 22

1.5 Report structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . 23

2 Literature Review 24

2.1 Image registration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . 24

2.2 Intra-modality breast image registration . . . . . . . . . . .. . . . . . . . . . . . . . . 29

2.2.1 Registration of X-ray mammograms . . . . . . . . . . . . . . . . .. . . . . . . 29

2.2.2 Registration of DCE-MRI breast images . . . . . . . . . . . . .. . . . . . . . . 31

2.3 Multimodal breast image registration . . . . . . . . . . . . . . .. . . . . . . . . . . . . 31

2.3.1 MRI/X-ray mammography registration . . . . . . . . . . . . . .. . . . . . . . 31

2.3.2 Other breast imaging modalities . . . . . . . . . . . . . . . . . .. . . . . . . . 35

2.4 Multimodal registration of other deformable organs . . .. . . . . . . . . . . . . . . . . 35

2.5 Learning soft tissue deformations . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . 37

2.5.1 Breast biomechanical modelling . . . . . . . . . . . . . . . . . .. . . . . . . . 37

2.5.2 Statistical Deformation Models . . . . . . . . . . . . . . . . . .. . . . . . . . 37

2.6 2D/3D registration of non-deformable organs . . . . . . . . .. . . . . . . . . . . . . . 38

2.7 Our approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . 39

3 X-ray simulations from an MR volume 41

3.1 Breast tissue classification . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . 41

3.1.1 Literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 41

3.1.2 Our approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 44

3.2 Perspective projection of the 3D volume . . . . . . . . . . . . . .. . . . . . . . . . . . 46

3.2.1 Literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 46

3.2.2 Our approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 47



Contents 6

3.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 48

3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 50

4 MRI to X-ray registration using an affine transformation 54

4.1 Registration Framework . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . 54

4.1.1 Similarity measures . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . 57

4.1.2 Optimisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 60

4.2 Experiments on simulated mammograms . . . . . . . . . . . . . . . .. . . . . . . . . . 62

4.2.1 Recovering a known affine transformation . . . . . . . . . . .. . . . . . . . . . 63

4.2.2 Recovering a real breast deformation . . . . . . . . . . . . . .. . . . . . . . . 66

4.3 Experiments on real mammograms . . . . . . . . . . . . . . . . . . . . .. . . . . . . . 69

4.3.1 Validation using visual assessment on digitised mammograms . . . . . . . . . . 69

4.3.2 Validation using radiologists’ annotations on FFDM .. . . . . . . . . . . . . . 69

4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 76

5 MRI to X-ray registration using an ellipsoidal breast model 78

5.1 Breast Statistical Deformation Models . . . . . . . . . . . . . .. . . . . . . . . . . . . 78

5.2 An ellipsoidal breast model . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . 80

5.3 Mammographic compression simulation . . . . . . . . . . . . . . .. . . . . . . . . . . 81

5.4 Building a deformation model using PCA . . . . . . . . . . . . . . .. . . . . . . . . . 82

5.5 Non-rigid registration framework . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . 84

5.6 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 87

5.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 91

6 MRI to X-ray registration using a patient-specific biomechanical model 92

6.1 Patient-specific biomechanical simulations . . . . . . . . .. . . . . . . . . . . . . . . . 92

6.1.1 Meshing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

6.1.2 Material properties . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . 94

6.1.3 Compression simulation and boundary conditions . . . .. . . . . . . . . . . . . 95

6.2 Integration of the FEM simulations in the registration framework . . . . . . . . . . . . . 97

6.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 101

6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 102

7 Relating findings between X-ray mammograms via an MR volume 105

7.1 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . 105

7.1.1 Ipsilateral registration between CC and MLO mammographic views . . . . . . . 106

7.1.2 Temporal mammogram registration . . . . . . . . . . . . . . . . .. . . . . . . 108

7.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 109

7.2.1 Ipsilateral registration between CC and MLO mammographic views . . . . . . . 109

7.2.2 Temporal mammogram registration . . . . . . . . . . . . . . . . .. . . . . . . 111



Contents 7

7.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 111

8 Conclusion 114

8.1 Summary and conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . 114

8.1.1 X-ray simulations from an MR volume . . . . . . . . . . . . . . . .. . . . . . 114

8.1.2 MRI to X-ray registration using an affine transformation . . . . . . . . . . . . . 115

8.1.3 MRI to X-ray registration using an ellipsoidal breastmodel . . . . . . . . . . . . 115

8.1.4 MRI to X-ray registration using a patient-specific biomechanical model . . . . . 116

8.1.5 Relating findings between X-ray mammograms via an MR volume . . . . . . . . 116

8.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . 116

List of publications 121

Appendices 122

A Summary of datasets 122

A.1 MRI and X-ray film mammograms . . . . . . . . . . . . . . . . . . . . . . . .. . . . . 122

A.2 MRI breast compression volunteer data . . . . . . . . . . . . . . .. . . . . . . . . . . 122

A.3 MRI and FFDM with known annotated lesions . . . . . . . . . . . . .. . . . . . . . . . 122

A.4 MRI and FFDM with clips . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 123

A.4.1 Data with MR and X-ray compatible clips . . . . . . . . . . . . .. . . . . . . . 123

A.4.2 Data with X-ray compatible clips inserted after biopsy . . . . . . . . . . . . . . 123

B Computation of an X-ray attenuation volume from the MRI 124

C Clinical validation on findings poorly or not visible on FFDM 126

Bibliography 130



List of Figures

1.1 Example MLO view mammograms of breasts with increasing breast density from left

(a) to right (d). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . 19

1.2 An example of a transverse slice coming from (a) a pre-contrast MRI and (b) the sub-

traction image of the pre-contrast from the post-contrast image, showing an enhancing

lesion (Invasive Ductal Carcinoma). . . . . . . . . . . . . . . . . . . .. . . . . . . . . 21

2.1 Illustration of the image registration problem. The goal is to calculate the transformation

T(x), in order to align the two images. The image on the left stays stable during registra-

tion (fixed/target), while the image on the right is being resampled (moving/source). . . . 25

2.2 Registration framework followed by Behrenbruch et al. .. . . . . . . . . . . . . . . . . 33

3.1 X-ray simulation process. . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . 42

3.2 (a) An example of a pre-contrast breast MRI and (b),(c) increasing magnification views

around the red cross that illustrate the partial volume effect. Due to the limited resolution

of the MR scanner, one voxel can belong to more than one different tissue types; in this

case both fibroglandular and fat. . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . 43

3.3 Perspective projection geometry. . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . 48

3.4 (a) Pre-contrast MRI, (b) X-ray attenuation volume using manual thresholding and

histogram-based classification, (c) using the EM-MRF algorithm, (d) Simulated X-ray

mammogram from the undeformed volume using manual thresholding, (e) using EM-

MRF. The two rows correspond to two patients. The red cross indicates the position of a

corresponding coordinate in each image. . . . . . . . . . . . . . . . .. . . . . . . . . . 49

3.5 (a) Pre-contrast MRI of a patient and (b) the corresponding histogram of the intensities. . 50

3.6 Breast tissue classification results for the patient volume displayed in Figure 3.5, using

the k-means algorithm, the EM algorithm without and with theMRF regularisation. . . . 51

3.7 The X-ray attenuation volumes and the simulated mammograms produced using the EM

algorithm only and the EM-MRF. The pre-contrast MRI and the real mammogram are

given for comparison. Note that at this stage there is no registration or deformation

of the volume before projection. The simulated mammograms come from the original

undeformed MR volume. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 52



List of Figures 9

3.8 (a) Pre-contrast MRI with strong bias field and (b) the X-ray attenuation volume. The

inhomogeneity correction was not successful for this case.. . . . . . . . . . . . . . . . 52

4.1 Overview of the 2D/3D registration framework. The processes are illustrated in blue and

the data in red. The output of the registration is used for mapping between the MRI and

the X-ray image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 55

4.2 (a) Projection geometry used in the registration, showing the X-ray source, the breast

volumeV and the projection plane. Before registration the volumeV is positioned such

thatf = 660mm. This is extracted from the DICOM header of the real mammogram.

(b) Illustration of the initial position of the breast volume in V prior to registration for a

CC view. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.3 Illustration of the initial position before registration for the (a) CC and (b) MLO view of

one case. Left: Target mammogram in the registration space and right: overlaid with the

DRR outline shown in green, created at iteration 0 of the registration process. . . . . . . 58

4.4 Illustration of the reprojection error used by Masutaniet al. [Masutani et al., 1997] and

Hipwell et al. [Hipwell et al., 2003] for the evaluation of 2D/3D registration tasks. . . . . 63

4.5 Illustration of the coordinate system used in the experiments with simulated mammo-

grams (CC views). The parameters of the affine transformation in Table 4.1 were chosen

according to this coordinate system. . . . . . . . . . . . . . . . . . . .. . . . . . . . . 65

4.6 Results of the simulated X-ray mammogram experiments for all patients (1 case per

patient). The images show the intensity differences between the target image and the

projection of the source, before and after registration forall the similarity measures tested

(MSD, NCC, GD and MI). For MI the results are shown using a chequerboard, as the

MRI projection is not a simulation of an X-ray and thus the intensities cannot be directly

subtracted from the target image. Each square alternates the intensities between the two

images: the target mammogram and the projection of the source after registration. . . . . 67

4.7 Illustration of the real compression MR images acquiredfor one of the volunteers. The

volume on the left corresponds to the uncompressed breast. The rest of the volumes from

left to right have increased amount of compression applied from the lateral to the medial

direction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 68

4.8 Coronal slices of the data used for evaluation for 3 volunteers (a)-(c). From left to right

in each image: MRI slice before and after compression. . . . . .. . . . . . . . . . . . . 68

4.9 Registration results on real data (5 cases, one per row).From left to right: projection

of the source volume before registration, after registration and real X-ray mammogram.

The red cross indicates the position of a corresponding coordinate in each image. . . . . 70

4.10 Histogram of the registration errors calculated from 113 registration tasks. In red is

shown the median value (13.1mm) and in green the outliers. . . . . . . . . . . . . . . . 71



List of Figures 10

4.11 Histograms of the registration errors of Figure 4.10, displayed individually for the CC

and MLO views. Whilst the median error for MLO mammograms is marginally higher

than for CC view mammograms (13.5mm versus12.9mm as indicated in red) the dis-

tribution of these errors is broadly similar. . . . . . . . . . . . .. . . . . . . . . . . . . 72

4.12 CC (on the left) and MLO (on the right) mammogram of patients 1 and 2. The X-ray

mammogram annotation is shown in red and the projection of the MR annotation in

green. (a) Patient 1 was diagnosed with an Invasive Ductal Carcinoma; the registration

error is8.12mm for the CC and14.43mm for the MLO view. (b) Patient 2 diagnosed

with Ductal Carcinoma In Situ; the registration error is6.85mm for the CC and2.63mm

for the MLO view. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .72

4.13 Registration result for CC (on the left) and MLO (on the right) mammograms of patient

3. (a) illustrates the raw mammograms and (b) the registeredDRRs. A magnification

view is given for both views on the bottom right corner of the raw mammograms. The

evaluation in this case was done using the clip location. Theclip is 2mm long as dis-

played in the magnification view; the location in the X-ray mammogram is illustrated by

the high intensity region (red arrow) and the projection of the clip location in the MR is

shown in green (green arrow). The registration error is9.9mm for the CC and7.7mm

for the MLO view. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .73

4.14 Two cases for which the registration error was high. CC view of patient 4 (error

28.45mm) and MLO view of patient 5 (error20.24mm), both diagnosed with Inva-

sive Ductal Carcinoma. The corresponding MR volumes and annotations are shown in

Figure 4.15. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 73

4.15 Corresponding MRIs and annotations of the patients illustrated in Figure 4.14. Patient 4

(left) and patient 5 (right). . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . 74

4.16 Two MLO view mammograms that were excluded from validation, because the lesion

annotation was too large. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . 75

4.17 The MRIs of two patients with large folding artifacts. These cases were excluded from

validation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 76

4.18 Total histogram of the registration errors. In red are shown the cases that were excluded

from validation due to artifacts. The histogram in green corresponds to the cases used

for validation and is the same as in Figure 4.10. The total histogram of all cases is shown

in blue. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77



List of Figures 11

5.1 (a) MRI of patient p1; this is chosen as the space where alldeformations are mapped for

the SDM. (b) MRI of another patient p2 used for the construction of the SDM. Initially

compressions are applied to all patients and then these are mapped to p1, where PCA will

be used to extract the main modes of variation. (c) Deformed MRI of p1, after applying

the displacement field of p2, mapped into the space of p1 usingan affine registration.

The anomalous shape of the breast in (c) is caused by the largedifference in breast shape

between p1 and p2 (particularly obvious in the coronal view)which is not compensated

for by the affine registration. . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . 79

5.2 To create an SDM model, the population-based approach uses the two mapping processes

illustrated.M1 is used to map the deformation fields from the individual patients in the

training set to the common space of one selected patient. PCAanalysis is performed in

space B of this selected patient.M2 is used to map the extracted components to the new

patient space. The patient-specific methods do not use any mapping process, as spaces A,

B and C are the same and they change for each individual case. The ellipsoidal method

proposed in this chapter uses onlyM2, as space A and B are the space of the mean ellipsoid. 80

5.3 (a) Image of the ellipsoid used for modelling and (b) its extracted mesh showing the

ellipsoid between two plates, before compression. . . . . . . .. . . . . . . . . . . . . . 81

5.4 (a) The ellipsoid image superimposed with the displacement field extracted from a com-

pression simulation and (b) the corresponding mesh under compression. . . . . . . . . . 82

5.5 Illustration of the ellipsoidal image when varying the first three principal components.

For each one of the four squares the top row corresponds to thecoronal view and the

bottom to the axial. A superimposed pattern is used for each view for better visualisation

of the deformations. The first component (b) shows the effectof varying the amount of

compression, the second (c) the anisotropy ratio (notice change in extension in the axial

view) and the third (d) the breast shape under compression (notice the breast shape in

the coronal view). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . 83

5.6 (a) An example of an X-ray attenuation volume superimposed with the displacement

field of the mean PCA component and (b) the same volume after the mean deformation. . 85

5.7 Illustration of the percentage of the variation captured byN number of PCA components.

Three components (red) explain 52% of the data, while ten components (green) explain

63%. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.8 Registration results on 2 patients. For each case, the left image shows the real mam-

mogram with the centre of mass of the MR annotation after alignment (red cross). The

right image in each pair shows again the real mammogram, but as well as the projected

MR annotation, the mask of the X-ray annotation is also shownin green.(a) p1 (error:

7.8mm) and (b) p2 (error:14mm). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89



List of Figures 12

5.9 Registration results on 2 patients. For each case, the left image shows the real mammo-

gram with the centre of mass of the MR annotation after alignment (red cross). The right

image in each pair shows again the real mammogram, with the projected MR annotation

and the mask of the X-ray annotation, shown in green. (c) p3 (error: 9.7mm) and (d) p4

(error:5.7mm). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.10 Cases for which the registration error was high. On the left are shown the X-ray mam-

mograms and on the right the MRIs of (a) p9 and (b) p10. . . . . . . .. . . . . . . . . . 90

6.1 Example of a patient’s mesh showing folding of the skin that can cause problems in the

topology of elements when the breast undergoes a large compression. . . . . . . . . . . 93

6.2 (a) Example of a surface mesh extracted from one of the clinical cases. (b) The same

mesh, showing also a slice of the corresponding MRI. (c) Different view of image (b),

illustrating the approximation of the pectoral muscle as a plane. . . . . . . . . . . . . . . 94

6.3 Illustration of an example CC view compression of a mesh generated from a subject’s

MRI and the axes used for the FEM transformation geometry. . .. . . . . . . . . . . . . 98

6.4 Illustration of a the initial position of the plates before compression to avoid intersection

of the breast model nodes and the plates during registration. d is the distance of each

plate from the centre of mass of the volume in the XZ plane and it is given by equation

6.1. The grey plates illustrate where the position of the plates would be set initially

if only the maximum distance on the Z axis was taken into account. By considering

also the X axis, the initial position of the plates is set to the location of the red plates.

Consequently, the maximum plate separation is2 · d. . . . . . . . . . . . . . . . . . . . 99

6.5 Registration results for two patients with identified lesions. The X-ray annotation is

shown in red and the projection of the MR annotation in green;their overlap is yellow. . 103

6.6 Registration results for the two patients with MR and X-ray compatible clips. The clip

location in the X-ray mammogram is visible as the high intensity region (and a red arrow

for p4). The MR annotation in shown in green. For the patient p4 we also show the

simulated CC X-ray mammogram (d). . . . . . . . . . . . . . . . . . . . . . .. . . . . 103

7.1 The process of determining corresponding findings between the CC and MLO view

mammograms of a patient, through the MRI. The patient shown is p3. . . . . . . . . . . 107

7.2 The process of determining corresponding findings between temporal CC view mammo-

grams of a patient, via the MRI. The centre of the annotation in the mammogramt1 (1)

is mapped onto the mammogramt2 (5), illustrated as green. The mammogram acquired

at t2 contains a clip, illustrated as red. Their overlap is yellow. The patient shown is p5. . 108

7.3 CC to MLO registration results for patient p8. The X-ray annotation of the CC view and

its projection on the MLO are shown in green. The X-ray annotation on the MLO view

is shown in red. The error is0.2mm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110



List of Figures 13

7.4 CC to MLO registration results for patient p10. The clip on the CC view its projection

on the MLO are shown in green. The X-ray clip on the MLO view is shown in red. The

error is5.1mm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

7.5 2D registration errors for the temporal CC and MLO view registrations of 6 patients. Our

method is illustrated in red and it is compared against a 2D affine transformation (green)

and the initial 2D error, without registration (blue). The clip cases are patients p5 and p6. 111

7.6 Temporal registration results for the CC view of patientp1. The X-ray annotation at

timepointt1 is shown in green, as well as its projection on the second mammogram. The

X-ray annotation of p1 at timepointt2 is shown in red. Their overlap is yellow. The error

is 0.08mm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

7.7 Temporal registration results for the MLO view of patient p6. The X-ray annotation at

timepointt1 is shown in green, as well as its projection on the second mammogram. The

clip of p6 at timepointt2 is shown in red. Their overlap is yellow. The error is6mm. . . 112

8.1 Illustration of the registration errors achieved by thethree proposed transformation mod-

els for the MRI to X-ray mammography registration (affine, E-SDM and FEM). The

errors correspond to the ones previously presented in Table6.3. . . . . . . . . . . . . . . 117

C.1 The mean responses of the radiologists to questions 1 and2. Question 1: On a scale of

one to five, how visible is the lesion in the X-ray mammogram?Question 2: On a scale

of one to five, how confident are you that your predicted lesionlocation is close to, i.e.

within approximately 20mm of, the correct location in the X-ray mammogram? . . . . . 128



List of Tables

4.1 Distributions from which we have randomly chosen the parameters of the affine transfor-

mation, in order to deform the MR volume and create the targetimages. The coordinate

system that we refer to is shown in Figure 4.5. . . . . . . . . . . . . .. . . . . . . . . . 64

4.2 Reprojection error results (inmm) of the experiments on simulated X-ray data using all

four similarity measures. The experiments were carried outusing the MRIs of 5 patients.

For every patient, there were two known affine transformations applied (aff. 1 and aff.

2), as explained in section 4.1. . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . 65

4.3 Reprojection error (in mm) for the eight volunteers before and after registration. . . . . . 68

5.1 Parameters that vary between the different compressions and their distributions. . . . . . 82

5.2 Overview of the proposed framework that uses an ellipsoidal breast model and biome-

chanically simulated compressions. . . . . . . . . . . . . . . . . . . .. . . . . . . . . . 84

5.3 Registration error (in mm) of this method (Ellipsoid-Statistical Deformation Model, E-

SDM) and comparison with the volume-preserving affine transformation. . . . . . . . . 87

6.1 Overview of our patient-specific FEM-based registration framework. . . . . . . . . . . . 97

6.2 Comparison between the Regular Step and the Regular StepGradient Descent optimisa-

tion schemes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 100

6.3 Registration error (in mm) of our FEM transformation method and comparison with

the Ellipsoid-Statistical Deformation Model (E-SDM) and the volume-preserving affine.

The clip cases are p4 and p5. The last three columns in the table correspond to the mean

value, the standard deviation and the confidence intervals of the mean values for a 95%

confidence level. For a valuec in the last column the confidence interval is given by:

[mean − c,mean + c]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

7.1 Registration errors inmm for the CC to MLO registrations on ten cases. The clip cases

are p9 and p10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .109

C.1 Experiment description given to the radiologists. Thiswas created by the HAMAM

partners Radboud University Nijmegen Medical Centre and University College London. 127



List of Tables 15

C.2 Mean distance (inmm) of the radiologists’ annotation from their mean position (vari-

ance) for the five cases that had two or more annotations both without and with the

linking cursor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . 128



Chapter 1

Introduction

Breast cancer is the most common type of cancer worldwide1 and is rated fifth in the list of the most

common causes of cancer death2. In 2008 it was reported to be the most common type of cancer amongst

women in the UK. Almost one third (31%) of all new cancer casesdiagnosed in women are breast

cancer3.

Although there is increasing awareness that current diagnostic tools can lead to over-diagnosis and

over-treatment of benign findings that might never require clinical treatment, it is generally accepted that

early detection and accurate diagnosis are crucial for the patient’s prognosis. This is supported by the

fact that malignant disease is more likely to be treated effectively when detected at an early stage. In that

regard, a number of different imaging modalities are used inclinical practice (section 1.2). Radiologists

often need to localise corresponding findings in each of the images, to fully exploit the complementary

information provided by the different modalities. However, this is a difficult task, due to the highly

deformable nature of the breast, the different appearance of the breast structures across modalities and

their often different dimensionality (2D or 3D).

The goal of multimodal breast image registration techniques is to identify correspondences between

the different modalities automatically, in order to aid radiologists in the detection, diagnosis and man-

agement of breast cancer. More specifically, the work described in this thesis is focused on determining

corresponding findings between Magnetic Resonance Imaging(MRI) and X-ray mammography. We

also explore the benefit of using the MRI as an intermediate modality for establishing correspondences

between different X-ray mammograms.

In the following sections we first describe the breast anatomy and the use of different imaging

modalities in clinical practice. Then we introduce our research problem and the challenges associated

with it.

1.1 Breast Anatomy

The anatomy of the female breast is mainly based on the studies that were carried out on cadavers

[Cooper, 1840]. A later study used ultrasound to further investigate the structures of the ducts and their

1World Health Organization International Agency for Research on Cancer (2008).“World Cancer Report”.
2World Health Organization (February 2006). “Fact sheet No.297: Cancer”.
3Cancer Research UK, UK Breast Cancer incidence statistics 2008.
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characteristics [Ramsay et al., 2005].

A commonly accepted diagram of the breast anatomy is described in [Ramsay et al., 2005], where

some aspects (for example the number of ducts) may vary between different studies and subjects. The

breast consists mainly of fat and fibroglandular tissue and it is covered by skin. Breast cancer develops

within the cells of the fibroglandular structures. This fibrous network consists of milk ducts, lobes, blood

vessels and is supported by Cooper’s ligaments.

The appearance of the fibroglandular structures varies significantly across patients. The propor-

tion of fibroglandular tissue with respect to the total breast volume is known as breast density. It

has been shown that increased breast density is strongly related to higher risk of developing cancer

[Oza and Boyd, 1993]. The appearance of the two tissue types (fibroglandular and fat) varies also across

time for a single subject. For example, the amount of fat can change, and more importantly the glandular

tissue can also vary as it is affected by hormonal changes, such as childbirth and use of post-menopausal

hormone replacement therapy. In general, breast density decreases after menopause.

1.2 Breast imaging modalities in clinical practice
X-ray mammography is widely used for screening. Women are advised to obtain a mammogram after

the age of 50 in the UK on a regular basis, that is currently three years. The only cases where an

alternative modality is used, are those of younger women with a family history or high genetic risk of

breast cancer. Then, Dynamic Contrast Enhanced-MRI (DCE-MRI) is used instead, as it has been shown

to increase sensitivity [Leach et al., 2005]. DCE-MRI is currently recommended for annual screening of

high risk women, aged between 30 and 49, by the National Institute for Health and Clinical Excellence

[NICE, 2006]. The advantages are that it provides a 3D image of the breast and functional information,

as it indicates the areas in the breast with increased blood flow. The 3D image can be used to avoid any

ambiguity caused by the projective nature of mammography.

After a suspicious region is detected in a screening mammogram, a woman is usually advised to

have a new mammogram taken for diagnosis. The imaging modalities used at this stage vary according

to the needs of each individual case. X-ray mammography can be repeated, with a scope this time to

focus on a certain region of the breast. 2D ultrasound is widely used in clinics, as when combined with

an X-ray image it can help distinguish between cysts, benignand malignant lesions. Moreover, it is easy

to acquire, low-cost and it does not pose any risk to the patient, as there is no exposure to radiation. DCE-

MRI is also frequently used to detect and diagnose lesions that are not visible in X-ray mammography,

or further investigate mammographically detected lesions.

After a woman is diagnosed with breast cancer, new images areacquired to monitor the staging and

facilitate the treatment planning and follow-up. In these cases, the modalities that are most commonly

used are DCE-MRI and X-ray mammography.

Finally, it is worth mentioning some additional breast imaging modalities that are used mainly

for research purposes and they are also being introduced into clinical practice. These provide certain

advantages compared to previous techniques. Digital Tomosynthesis obtains a series of X-ray images

from different angles and thus gives coarse 3D information of the tissue structures. Another modality is
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Automated Whole Breast 3D ultrasound, which provides 3D information of the breast, in two different

views. This is different to using a 2D or 3D ultrasound probe,as the breast is held stable between four

planes and the breast movement is minimised using a membrane. Its main advantages are the 3D view of

the breast, the suitability for use on dense breasts, combined with the fact that it is easy and inexpensive

in contrast with MRI. Lastly, as the breast consists of soft tissue, Optical Tomography is an imaging

modality that is currently used in research. The images are produced as a result of the light that is

transmitted and scattered inside the breast volume. Although the image resolution is very poor, we can

extract useful information on blood volume and tumour oxygenation. Magnetic Resonance Spectroscopy

(MRS) is another modality that is mainly focused on diagnosis and staging and it provides biochemical

information of a lesion, rather than structural. Positron Emission Mammography (PEM) is a nuclear

medicine imaging technique that provides information of the metabolism of the tumour and is typically

used for monitoring only advanced or recurrent tumours.

Given this overview of the different modalities used in clinical practice we can see that X-ray mam-

mography and DCE-MRI are used commonly to investigate the high-risk population and symptomatic

patients. More specifically MRI is used as complementary modality to mammography to investigate

lesions that are not clearly visible in X-ray mammograms, due to the superimposition of fibroglandular

structures and also the increased breast density of some patients. Another clinical scenario where MRI

is used in addition to X-ray imaging is for further investigation of lesions that are mammographically

detected. In these cases MRI is used to further characterisethe lesion from the functional information

provided regarding the blood flow concentration and also to help treatment and surgical planning. There-

fore establishing correspondences between these two modalities automatically could aid radiologists in

the detection, diagnosis and management of breast cancer.

Due to the different nature of the two modalities and the factthat the breast is a highly deformable

organ, determining correspondences is a difficult task for radiologists. For the clinical scenarios men-

tioned above, the clinical advisory board of the HAMAM project [HAMAM, 2012] has indicated that

an accuracy in the order of10mm would provide valuable information, as the mapping of the MRI

enhanced area onto the X-ray mammogram would provide a smallregion of interest inside which the

radiologist would identify the corresponding location in the X-ray image. Higher accuracy would be

required if the applications included image-guided interventions. To have a better understanding of the

images involved in the MRI to X-ray registration, we describe in more detail the image acquisition of an

X-ray mammogram and an MRI in the next two sections.

1.2.1 X-ray mammogram acquisition

As mentioned above, X-ray mammography is the breast imagingtechnique that is most commonly used.

During this process, the woman’s breast is exposed to a low dose of X-rays. According to Beer-Lambert’s

law for a single X-ray wavelength, the attenuated energyI transmitted through the breast, when consid-

eringN different tissue types, is given by equation:

I = I0 · e

−

N∑

i=1

(µi · zi)

(1.1)
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(a) (b) (c) (d)

Figure 1.1: Example MLO view mammograms of breasts with increasing breast density from left (a) to

right (d).

whereI0 is the incident photon energy,µi is the X-ray attenuation coefficient of the tissue typei and

zi the corresponding tissue thickness. Therefore, the contrast between different tissue types in an X-ray

mammogram is a result of both the difference in the thicknessand the X-ray attenuation coefficients

between the fat, the fibroglandular and the tumorous tissue.

Experimental results [Johns and Yaffe, 1987] conducted to determine the X-ray attenuation coeffi-

cients of the three tissue types across different energies,showed that fat has the lowest attenuation at all

energies. The other two tissue types gave very similar results, with tumorous tissue having a slightly

higher attenuation coefficient than the normal fibroglandular tissue, especially for lower energies. The

difficulty in X-ray mammography is the ability to distinguish between the normal fibroglandular and

tumorous structures. This is the reason why images from dense breasts are more difficult to interpret.

Ducts, lobes and tumours appear brighter in the mammogram (higher attenuation), while adipose or fatty

tissue is darker (lower attenuation). Consequently, the contrast between tumour and fibroglandular tissue

is less than between tumour and fat. The difference in density between breasts can be seen clearly in

Figure 1.1.

Apart from the difference between the X-ray attenuation coefficients of the soft tissue types imaged

in mammography, there are additional factors that influencethe contrast and the image quality of an

X-ray mammogram. One of these is the X-ray beam spectrum thatis used. On the one hand, beams with

low photon energy are required for increased contrast, as the difference in X-ray attenuation between the

two tissue types is higher at low energies. On the other hand,in this case the radiation dose to the breast

tissue is higher, posing an increased risk to the patient. Therefore, the optimal X-ray beam spectrum

used in mammography is a compromise between high image contrast and low radiation dose.

The image quality of an X-ray image is further affected by theX-ray quantum noise and the scat-

tered radiation, which is partially reduced in mammographyby using an anti-scatter grid. Moreover,

the quality is limited by the final image spatial resolution and it is affected by the intensity variation of

the X-ray beam. As rays are emitted from a point source in a conical shape, their intensity reaching

the detector varies (via the inverse-square law), producing an X-ray image with varying spatial density.

Furthermore, due to the geometry of the anode target in the X-ray tube that is angled, the intensity of the
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X-rays emitted is greater towards the cathode and lower towards the anode, as the X-rays travel through

more material in that direction before being emitted. This is known as the anode heel effect.

In conventional film mammography, the final images are generated as a result of the exiting X-rays

that are absorbed by the X-ray film. The use of this analogue process is currently being replaced by Full

Field Digital Mammography (FFDM). In July 2011, 85% of the UKbreast screening units had at least

one digital mammography imaging scanner4 and this is expected to fully replace film mammography

in the future. FFDM uses an electronic digital detector instead of film, which facilitates the transfer of

images and enables their storage without degrading image quality.

During image acquisition and in order to increase image quality and avoid motion and scatter arti-

facts, the breast is extended, compressed and immobilised between two planes. In the UK, there are two

images acquired, one of the Cranio-Caudal view (CC) and one of the Medio-Lateral Oblique (MLO).

1.2.2 DCE-MRI acquisition

Another frequently used modality for breast screening and cancer diagnosis is DCE-MRI. The nature of

MR images differs significantly from that of X-rays. MR images are produced as a result of the nuclear

magnetic resonance properties of the hydrogen atoms in the human body. Hydrogen atoms can be found

in water and fat, which account for a large percentage of the human body composition.

The nucleus of the hydrogen atoms consists of a single proton. When the subject is inside the MR

scanner, the average magnetic moment of all protons is aligned with the static magnetic fieldB0. During

MRI, a sequence of several radio-frequency (RF) pulses is applied. These are described by the angle of

the net magnetisation with respect to the main magnetic fielddirection, which is called flip angle. When

the RF pulses are introduced, the protons absorb some of the transmitted energy, which then flips the spin

direction of the hydrogen atoms. The frequency of the RF pulses at which the spin direction changes is

known as the resonance or the Larmor frequency and it is givenby the equation:

ω0 = γ · B0 (1.2)

whereγ is the gyromagnetic ratio that is specific for each type of nucleus.

After the RF pulses are turned off, this energy is released atdifferent rates and the protons return to

their equilibrium state. The difference between these relaxation times produces the contrast amongst the

different tissue types. The MR signal produced by the transmission of this energy is finally transformed

from the original spatial frequency space (calledk-space) to the image space using a Fourier Transform.

There are three types of MR images that can be generated according to the relaxation processes that

occur. T1-weighted images reflect the difference in relaxation times and the recovery of the equilibrium

magnetisation along the longitudinal axis. This relaxation time is also known as spin-lattice. Similarly,

T2-weighted images reflect the relaxation times within the transverse plane, which is caused by the

varying magnetic fields of the moving protons around their neighbours. T2 is also known as spin-spin

relaxation time. Finally, proton density or spin echo images are not influenced by the T1-, T2-relaxation

times and the magnetic field inhomogeneities. The images produced reflect only the amount of spins in

4NHS Breast Cancer Screening Programme http://www.cancerscreening.nhs.uk/breastscreen/digital-mammography.html
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(a) (b)

Figure 1.2: An example of a transverse slice coming from (a) apre-contrast MRI and (b) the subtraction

image of the pre-contrast from the post-contrast image, showing an enhancing lesion (Invasive Ductal

Carcinoma).

the tissue, therefore the number of hydrogen atoms found in the human body.

One factor that influences the imaging quality of an MRI is thedifference between the MR signals

of fat and water. This difference is known as chemical shift and it can introduce image artifacts that

obscure interesting soft tissue structures. This is particularly relevant for breast imaging, as breast is

largely composed of fat tissue. These artifacts can be reduced by several different algorithms known as

fat suppression techniques. More details regarding the MR image acquisition can be found in the books

[Dendy and Heaton, 1999] and [McRobbie et al., 2003].

It has been shown that for the breast case, the contrast produced by the T1 and T2 signals is not

sufficient to differentiate between healthy and malignant tissue [Kopans, 1998]. DCE-MRI uses an in-

travenous contrast agent (usually gadolinium) that is injected into the patient and additional images are

acquired. Contrast agents pass through the patient’s vascular system to the breast and their presence

there changes the relaxation time of the vascular structures. In the areas where tumours develop, there

are new abnormal blood vessels generated (angiogenesis) and also leakage of vessels into the extracellu-

lar space of the tissue. Consequently the gadolinium concentration is higher there than in normal blood

vessels. As a result, the images that are acquired after the injection of the agent can be subtracted from

the pre-contrast MRI and the subtraction images highlight the location of the neo-vasculature associated

with tumours.

Additional information that can be extracted from the DCE-MRI sequence, apart from the subtrac-

tion images, is the washout pattern of the contrast agent. Ifa sufficient number of post-contrast images

are acquired, then by plotting the MR signal of a region over time, we can distinguish between healthy

and malignant tissue. Normal breast tissue enhances gradually and to a lesser degree, while tumours

enhance a lot and rapidly.

During MRI, the woman is lying prone and the breasts are pendulous under gravity inside two breast

coils. An example of a slice coming from a pre-contrast MR volume is shown in Figure 1.2(a) and the

corresponding slice of the subtraction volume, between thepre- and the post-contrast image, is given in

Figure 1.2(b).

It is clear from the above that the images produced using MRI and X-ray mammography differ

significantly in various aspects. Firstly, they are images of different dimensionality and they are produced
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as a result of inherently different processes (X-ray attenuation versus magnetic resonance). Moreover,

the position and compression of the breast in those two procedures are also different. This combined with

the highly deformable nature of the breast tissue, further complicates the registration process. Finally,

the image resolution differs too, as MRI exhibits coarser resolution. For a typical mammogram this is in

the range of[(0.05 − 0.1) × (0.05 − 0.1)]mm2, while for the MRI it is [(0.6 − 1.0) × (0.6 − 1.0) ×

(1.0 − 3.0)]mm3.

1.3 Problem statement

The problem that is addressed in this study is the difficult task that the radiologists encounter when

attempting to determine corresponding positions in MR and X-ray images of the breast. The goal of this

work is to develop a framework for the alignment of MRI to X-ray mammography images. This could

aid radiologists in determining corresponding regions, asthis is a challenging task and these modalities

are frequently used in the management of breast cancer, due to the fact that they provide complementary

information. Having built such a framework, we also investigate its use for the alignment of different

X-ray mammograms from a given patient, by making use of the 3Dimage of breast structure provided

by the MR volume.

1.4 Contributions

The contributions of this work are:

• Development of a generic framework for the alignment of MRIand X-ray breast images based on

their intensities, or in other words the internal breast structures, rather than only the breast outline,

the distance from the chest wall or the nipple position.

• Investigation and comparison of three different transformation models, that attempt to capture

the large breast deformation, with increasing complexity:from a simple geometrical model, such

as the affine, through an ellipsoidal model and to a patient-specific biomechanical model of the

breast.

• Validation of the developed framework with a large number of clinical datasets, using cases with

identified lesions in both modalities, annotated by experts, and MR and X-ray visible clips that

have been inserted at the position of mammographically detected lesions.

• Integration of a FEM-based transformation model inside the registration framework, using simul-

taneous optimisation of both the pose and the biomechanicalsimulation parameters.

• Use of the same registration framework to determine correspondences between X-ray mammo-

grams of the same patient via the 3D information of the MR volume. This task was previously

approached as a one-to-one correspondence task, although it is one-to-many.
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1.5 Report structure
Chapter 2 contains the literature review of relevant studies. We present the different intra- and inter-

modality registration techniques, with a particular focuson breast image registration.

Chapter 3 presents the X-ray image simulation technique using the MRI, which is an essential part

of the registration process.

The following chapters describe the three different transformation models used and the results when

applied to clinical datasets.

In chapter 4 we use a volume-preserving affine transformation model to approximate the mammo-

graphic breast compression. The main motivation for using this geometrical model is the low number of

degrees of freedom and the ease with which it can be incorporated into clinical practice.

To achieve better accuracy and model more accurately the breast deformation, we propose learning

the space of possible breast deformations by using an ellipsoidal shape of an average size and applying

biomechanically simulated compressions (chapter 5). The main modes of variation are then extracted

using Principal Component Analysis (PCA). The main advantage of using an ellipsoidal as opposed to a

patient-specific deformation model, or an incorporation ofthe biomechanical model inside the iterative

registration scheme, is that a single generic model is created once for all patients, eliminating the need

for model creation on a patient by patient basis.

As a third transformation model, we investigate the use of a patient-specific biomechanical model

of the breast, created from the MRI of the patient (chapter 6). This is enabled through a transformation

model that uses a fast explicit Finite Element solver, whichruns on the graphics card. The iteratively

updated parameters include both parameters of the biomechanical model and the boundary conditions,

and also rigid transformation parameters of the breast geometry model.

Finally, in chapter 7 we investigate the use of the same registration framework for a different appli-

cation, that of establishing correspondences between 2D X-ray mammograms, using the 3D information

provided by the MRI.

Chapter 8 includes the conclusions and potential extensions in future work.



Chapter 2

Literature Review

This chapter contains a review of the different methods thathave been introduced in the literature and are

related to the research of this study, which is focused on MRIto X-ray mammography registration and its

applications. The review is structured as follows: Section2.1 introduces the image registration problem

and the classification of existing algorithms, according totheir methodology. Section 2.2 refers briefly to

the algorithms introduced to solve the intra-modality breast image registration problem, such as between

X-ray mammograms of the same patient. Then, section 2.3 contains the different multimodal breast

registration approaches; the methods that were introducedfor MRI – X-ray registration are analysed

in more detail, as this is the topic of our study. Since breastis a deformable organ, it is important to

review how the same problem is approached for other deformable organs, apart from the breast. These

are included in section 2.4. In the next part (section 2.5), we review some techniques that are linked to

multimodal registration of deformable organs, such as biomechanics and statistical deformation models.

Finally, as the problem we aim to solve is a 2D-3D registration problem, the last part (section 2.6)

contains the different approaches that solve the same task for structures that are not deformable, such as

blood vessels, bones etc.

2.1 Image registration

If we consider two different images of the same scene, objector human organ, that are captured at

different times, from different views or using a different imaging modality, then these images will have

different coordinate systems. Consequently, integratingthe information about the object that is captured

and determining corresponding locations is difficult. The term “image registration” refers to the process

of aligning these two images, or in other words bringing theminto the same coordinate system.

Figure 2.1 illustrates the problem of a simple image registration task. The problem that registration

attempts to solve is to find a spatial transformation that maps the coordinates of one of the images to the

other, so that the intensities of corresponding structurescan be directly compared. Images are a discrete

representation of a continuous scene. In other words, the intensities at the pixel positions form a grid of

the continuous space. Therefore when we apply a transformation at a point in one of the images, the new

transformed position does not necessarily coincide with a pixel centre in the other image. To solve this

problem, we need to use interpolation to find the intensity ata specific non-grid position. Consequently,
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Figure 2.1: Illustration of the image registration problem. The goal is to calculate the transformation

T(x), in order to align the two images. The image on the left stays stable during registration (fixed/target),

while the image on the right is being resampled (moving/source).

one of the images during registration needs to be resampled.This image is called themovingor source

image, while the other one remains unchanged and it is calledfixedor target.

To re-state now the problem in mathematical terms and looking again at Figure 2.1, an image

registration algorithm is looking for the transformationT. For a 2D problem, the coordinates at the

position(x′, y′) are given by:

(x′, y′) = T(x, y) = (x, y) + u(x, y) (2.1)

whereu(x, y) is the displacement vector. The transformationT can vary in terms of complexity. Regis-

tration algorithms can be classified into different categories according to the type of the transformation

that they use to align the images. Below are given some example classes with ascending complex-

ity/degrees of freedom:

• Rigid Registration: In this registration problem the two images are aligned using a rigid-body

transformation, that incorporates a rotation plus a translation. This is alternatively known as Eu-

clidean transformation and when applied on a 2D point the newcoordinates are given by:
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whereθ is the rotation angle and(tx, ty) the translation components. In 2D the degrees of freedom

are 3 and in 3D they are 6 (three for rotations about each axis and three for translations).

• Affine Registration: An affine transformation can be seen as a rigid-body plus scaling along

the different directions and shearing. The main characteristic is that it preserves parallelism; so

parallel lines are transformed to parallel lines. The effect when applied on a 2D point is given by:
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whereα00...α11 incorporate the rotation as in equation 2.2, the scaling forthe two different axes

(in α00 andα11) and the shearing (inα01 andα10). In 2D, the degrees of freedom are 6 (four for

the matrix coefficientsα00...α11 and and two for the translations) and in 3D they are 12.
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• Deformable Registration: This transformation allows complex deformation of objects and it can

incorporate ten to millions of degrees of freedom. This typeof registration is widely used in

medical imaging, as human organs can be highly deformable. Solving for the transformation of a

highly deformable object is not a computationally tractable task, as in the previous cases. There

are several techniques in the literature that approach thisregistration problem.

One of the most widely used transformations are the Free-Form Deformations (FFD) based on B-

splines, that was introduced by Rueckert et al. [Rueckert etal., 1999]. The authors propose a novel

method for registration, where they apply a mesh on one of theimages and the points that form

this grid act as control points of a cubic B-splines equation. By simply then moving those control

points, the pixels of the images follow the same deformationas a B-spline curve. The equation of

this deformation in 3D, given a volumeΩ{(x, y, z)|0 ≤ x < X, 0 ≤ y < Y, 0 ≤ z < Z} and an

nx × ny × nz mesh of control points, is given by:

3∑

l=0

3∑

m=0

3∑

n=0

Bl(u)Bm(v)Bn(w)φi+l,j+m,k+n, (2.4)

where i = ⌊x/nx⌋ − 1, j = ⌊y/ny⌋ − 1, k = ⌊z/nz⌋ − 1, u = x/nx − ⌊x/nx⌋ , v =

y/ny − ⌊y/ny⌋ , w = z/nz − ⌊z/nz⌋ andBl is the l-th basis function of the B-splines. The

main advantage of the FFD method is that B-splines are locally controlled and thus can cap-

ture complex, local non-rigid deformations. For this reason, one has to use a global transforma-

tion (such as rigid, or affine) before applying the FFD. Othernon-rigid registration methods in-

clude the use of thin-plate splines [Meyer et al., 1997], optical flow [Kumar et al., 1996], demons

[Thirion, 1998], a poly-affine transformation [Arsigny et al., 2005] or a curvature-based scheme

[Fischer and Modersitzki, 2004].

Another method that is widely used is the fluid registration,introduced by Christensen et al.

[Christensen et al., 1996]. The object in this case is treated as a fluid, whose new position

is calculated as a result of an image-derived force. More specifically, in parts of the im-

age where the similarity measure is low, the force is high andso the the pixels in the im-

age are displaced following a fluid deformation. In contrastwith the B-splines FFD, this

method follows a physics law to deform the object, treating it as fluid. The main disadvan-

tage is that it makes use of the Navier-Stokes equation, which is computationally expensive to

solve. Christensen et al. use the Successive Over Relaxation method to solve it. Other ef-

ficient ways to compute it involve using a Full multi-Grid approach ([Crum et al., 2005] and

[Freeborough and Fox, 1998]), the Minimum Residual algorithm [Wollny and Kruggel, 2002], a

Convolution filter ([Bro-Nielsen and Gramkow, 1996] and [D’Agostino et al., 2003]) and finally a

method similar to the Fast Fourier Transform [Cahill et al.,2007].

Fluid registration belongs to a class of techniques called diffeomorphic registration approaches,

that have the advantage of providing transformations that preserve the topology of the image.

In other words they generate a one-to-one mapping between the images, without discontinu-

ities in the displacement fields. Recent advances in non-rigid registration techniques propose
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the use of other diffeomorphic approaches, such as those based on a log-Euclidean framework

([Arsigny et al., 2006], [Ashburner, 2007], [Arsigny et al., 2009], [Vercauteren et al., 2009]). One

of the most popular ones is using the demons registration approach [Thirion, 1998] inside the

log-Euclidean framework [Vercauteren et al., 2009]. The authors have also extended this work

to provide a computationally efficient inverse-consistenttransformation [Vercauteren et al., 2008].

Finally, Klein et al. [Klein et al., 2009] recently conducted an evaluation study of non-linear de-

formation algorithms applied to human brain MRI registration.

In all the above cases, we assume that the registration algorithm is used to align images of the

same dimension (either 2D or 3D). Another category of image registration techniques is the one that is

applied on 4D images. In this case, the fourth dimension is considered to be time and these algorithms

are applied in order to register image sequences that are acquired during some process that changes in

time (such as heart images that follow the cardiac cycle, or lung images that follow the breathing cycle).

Finally, another category is the one used to register imagesof different dimensions (2D/3D registration).

This type of registration is the topic of this research work and it is further analysed in the next sections

of the literature review as well as in the following chaptersthat describe our methodology in detail.

Another categorisation of image registration techniques can be performed according to which char-

acteristic of the images is used for alignment.

• Feature-based Registration: This type of registration is based on the detection and extraction of

corresponding points in the two images. These points are also known asfeaturesor landmarks.

The concept is that the registration algorithm uses only extracted points from the two images in

order to align them and the rest of the image information is discarded. The most important and

difficult step in this kind of registration is the feature selection. This can be done by various

ways:automatically, by extracting highly distinctive features in each scene,manuallyby selecting

corresponding points, or finally (especially in medical imaging) by usingfiducial markersattached

to the patient. The selection of the most appropriate landmark set from the images is crucial for the

success of the registration and it is not a trivial task. Automatic algorithms do not always perform

well for all the different cases, manual extraction is laborious and subjective, while the use of

fiducial markers is not always possible and is not used in general in clinical practice. On the other

hand, these algorithms are generally quicker than the intensity-based alternative, as they make use

of only a limited number of points for registration. A special type of feature-based registration

technique involves registering only thesurfaceof a certain object/organ, excluding any internal

structures. This category is applied for example for registration of images of the prostate and also

brain or tumour images, assuming that the region of interestis restricted to the surface only.

• Intensity-based Registration: The registration methods in this category use the intensity distri-

butions in the images for alignment. They use an appropriatesimilarity measure to compute the

similarity between the two images and the goal is to maximiseit by iteratively updating the pa-

rameters of the transformation. The similarity measure is chosen according to the nature of the

images involved. More details about this type of registration and its components are given in the
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remainder of the thesis, as this is the approach that is used in our study. The main advantage of

this approach is that by using the whole images there is no need for segmentation or extraction of

landmarks, which usually are a source of error. As a result, these algorithms are generally more

robust than feature-based techniques but they can be slower, since they process all the pixels in

both images and not only a specific set of points. Nevertheless, recent technology advances now

allow implementation of programs on Graphics Processing Units (GPUs) and thus rapidly perform

computationally expensive tasks in parallel offering unprecedented speed-up. Intensity-based reg-

istration can benefit from this technology and therefore thecomputational cost associated with it

might not be an issue in the near future.

Finally, regardless of which type of all the above registration algorithms is used, a very important

part of any study isvalidation. The purpose of validation is to provide a quantitative assessment of how

well the algorithm performed. In other words, we want to assign a numerical value to the registration’s

performance, other than the visual estimation. If the ground truth transformation between the two images

is known, then theTarget Registration Errorcan be simply calculated at every pointx in the target image

as the difference:

d = ||TR(x) − TGT (x)||, (2.5)

whereTR(x) is the transformation as a result of the registration algorithm andTGT (x) is the ground

truth transformation. The main problem is that in most casesthis transformation is not known. One

method of acquiring these ground truth transformations is by generating simulated data.

Another way to validate the results is done by computing the distance between corresponding points

in the target image and points in the transformed source image, after applying the transformation that

was acquired as a result of the registration algorithm:

d = ||TR(xs) − xt||, (2.6)

wherexs is a point in the source image andxt a corresponding point in the target. The set of correspond-

ing points is defined before registration and they can be obtained either by fiducial markers attached on

the imaging object/organ or by an expert (radiologist). Inevitably manual annotations of images, include

themselves an error even when performed by experts, as it is generally difficult to achieve high accuracy

of corresponding point locations. An estimate of this errorcan be obtained by using annotations made by

several different observers. This error is known as inter-observer variability. Even when annotations are

performed by one expert, at different time-points, these also include an error, which is known as intra-

observer variability. Due to the uncertainty introduced inmanual annotations, these correspondences are

commonly refered to asgold standard, rather than ground truth correspondences.

Apart from the two above methods, it is also common in medicalimaging to use gold standard

transformations for validation. This case is similar to thefirst one, but instead of using the ground truth

transformation, it uses the result of a registration algorithm that is known to give high accuracy. This is

named gold standard transformation and is considered to be very close to the ground truth.

All above validation metrics are computing a target registration error based on a distance metric.
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For certain applications in medical imaging, such as image segmentation, it is common to use overlap

metrics instead. The most popular overlap metric is the DiceCoefficient (DC). For two overlaping

regionsA andB, the DC is given by:

DC =
2|A ∩ B|

|A| + |B|
. (2.7)

For a perfect agreement between the two regions, the metric has a value of 1, while a value of 0 indicates

no overlap betweenA andB. Apart from the use of these metrics for the evaluation of segmentation

algorithms, they can also be used to evaluate registration techniques, for example when radiologists

provide gold standard corresponding regions, rather than points between the images. In this case the two

regionsA andB need to have the same size, in order for equation 2.7 to give sensible results. This issue

is discussed also later, when we first use radiologists’ annotations for the validation of our registration

algorithm (section 4.3.2). Also, as overlap metrics are equal to zero when there is no overlap, these do

not provide a measure of misregistration in these cases. This is particularly important when the annotated

regions are small, as their overlap after registration can often be zero.

2.2 Intra-modality breast image registration

2.2.1 Registration of X-ray mammograms

X-ray mammogram registration tasks can be divided into three main categories according to the problem

that they attempt to solve:ipsilateral registration that aims to register CC and MLO views of the same

breast,bilateral registration that approaches the registration between theright and left breast of the same

view mammograms, from the same patient, andtemporalor longitudinalregistration that registers mam-

mograms of the same view and the same breast, acquired at different time points. The latter registration

task is particularly important in medical imaging, as when radiologists examine an X-ray mammogram

for breast cancer they routinely compare it with previous ones and look for changes in the tissue struc-

tures. There are various methods in the literature that approach these tasks in different ways. Here, we

briefly refer to the most representative ones.

In terms of feature-based techniques and bilateral registration, authors have mainly extracted control

points automatically at locations such as the nipple position and the breast boundary ([Yin et al., 1991],

[Yin et al., 1994], [Mendez et al., 1998]).

For temporal registration, various feature-based techniques have been proposed, where distinc-

tive features have been extracted manually or automatically from the internal structures of the tis-

sue ([Sallam and Bowyer, 1994], [Vujovic and Brzakovic, 1997]). For the automatic feature extrac-

tion authors have proposed a curvature measure [Marti et al., 2002], wavelets [Marias et al., 2005]

or the Moravec interest operator [Kumar et al., 2001]. Intensity-based methods have also been pro-

posed for temporal alignment; for example elastic registration [Periaswamy and Farid, 2003] and

free boundary conditions for region matching [Richard and Cohen, 2003]. Also,hybrid meth-

ods have been introduced that combine aspects of both feature and intensity based methods

([Wirth et al., 2002], [Bakic et al., 2004]). Finally, a parametric model was proposed by Snoeren et al.

[Snoeren and Karssemeijer, 2007] in order to register film toFull-Field Digital Mammograms (FFDM).
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An evaluation of temporal X-ray mammogram registration techniques has been done by van Enge-

land et al. [van Engeland et al., 2003], where the authors compared four different temporal registration

methods and concluded that an intensity-based 2D affine registration outperforms simple feature-based

techniques and also a thin-plate splines intensity-based approach. The same conclusion was also made

in a later study [Pereira et al., 2010] that compared a 2D affine and a B-spline transformation with the

annotations made by radiologists expert in mammographic interpretation. Nevertheless a more recent

validation of intensity-based methods [Diez et al., 2011] showed that a B-spline transformation used in

a multi-resolution scheme outperforms other transformation models, including the affine.

The problem of ipsilateral registration, between the CC andMLO view mammograms, has been

mainly approached using various distance transformations. To locate the corresponding position of

a finding in one of the mammographic views to the other, authors have used the distance from

the nipple position and then texture information extractedfrom that region ([Paquerault et al., 2002],

[van Engeland et al., 2006]). Zheng et al. compared three different distance metrics for the same task

and found that a straight strip area that is perpendicular tothe line connecting the nipple to the pec-

toral muscle performed best [Zheng et al., 2009]. These techniques are widely used in Computer Aided

Detection (CAD) systems.

Kita et al. [Kita et al., 2001] proposed the use of the extracted curved epipolar lines to match find-

ings between the two views, in a similar way that epipolar lines are extracted from two cameras that

capture the same scene in Computer Vision applications. To account for the different breast compres-

sion between the two views, the authors proposed using a reconstruction of a simplified breast model.

Although the breast compression model is only an approximation of the real breast deformation, the

novelty of this technique, compared to other algorithms, isthat it attempts to capture the 3D deformation

of the breast, rather than use a 2D approximation that is inappropriate for this task.

Another approach that models the CC to MLO breast deformation was recently proposed

[van Schie et al., 2011] for a different application, the registration of ipsilateral tomosynthesis views.

The authors used a simplified semi-spherical model to simulate the breast deformation and predict the

corresponding locations in the images.

In terms of validation, the results were most commonly assessed visually or by the accurate match-

ing of a restricted region in the image that included a lesion. A novel approach was introduced by

Hipwell et al. [Hipwell et al., 2007], where instead of using“one-to-one” correspondences of points in

the 2D mammograms (as the evaluation in all the above techniques), the authors take into account that

these are actually “one-to-many” correspondences, due to the projective nature of the images. The au-

thors used biomechanical simulations as known 3D deformations in order to validate 2D mammography

registration algorithms. In a related approach, Qiu et al. [Qiu et al., 2008] proposed the use of a FEM-

based framework to map a lesion from the two views X-ray mammograms to the MRI of the patient and

thus use the 3D position of the lesion in the MRI to estimate correspondences between temporal mam-

mograms. Finally, the effect of the breast thickness variation in mammography registration was studied

on phantom experiments [Richard et al., 2006].
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Reviews about X-ray mammogram registration and in general breast image registration can be found

by Guo et al. [Guo et al., 2006] and in the book of Suri and Rangayyan [Suri and Rangayyan, 2006].

2.2.2 Registration of DCE-MRI breast images

As we have seen in the description of the DCE-MRI acquisition(section 1.2.2), there is initially one MR

image acquired before the injection of the contrast agent and then additional acquisitions take place to

obtain the post-contrast images. In theory, the breast volumes in all cases remain in the same position.

In practice, there is usually either a slight or a greater variation that causes artifacts in the subtraction

images, due to patient motion or breathing.

There are several methods in the literature that attempt to solve this registration problem. One

of the most popular is non-rigid registration using B-splines [Rueckert et al., 1999], as was discussed

in more detail in section 2.1. A modification of this approachincluded a volume conservation con-

straint, which was proven to give better results in the region of the tumour, when registering DCE-MR

images [Rohlfing et al., 2003]. Another popular registration technique applied to DCE-MRI is fluid reg-

istration ([Christensen et al., 1996], [Crum et al., 2005],[Cahill et al., 2007]). Other non-rigid registra-

tion techniques used for DCE-MRI registration were also discussed in section 2.1 ([Meyer et al., 1997],

[Thirion, 1998], [Kumar et al., 1996]).

Hayton et al. [Hayton et al., 1997] used a pharmacokinetic model for registration. This refers to an

intensity transformation approach, rather than spatial. The effect of MRI motion correction on the phar-

macokinetic parameter estimation was recently studied by Melbourne et al. [Melbourne et al., 2011].

In terms of validation, breast biomechanical modelling played an important role in the DCE-MRI

registration task. By simulating displacements of the breasts using the pre-contrast images, the authors

have generated simulated volumes, for which the real displacements were known and thus they could be

used for validation of the registration algorithms ([Schnabel et al., 2003], [Tanner et al., 2007]).

2.3 Multimodal breast image registration

The different modalities that are used for breast imaging were discussed above in section 1.2. Here, we

present in more detail the algorithms that attempt to solve the MRI – X-ray mammography registration

problem, followed by the ones that were introduced to register breast images from other modalities.

2.3.1 MRI/X-ray mammography registration

This is a difficult registration task, due to the nature of theimages acquired (two 2D views with high con-

trast versus one 3D volume of low resolution). Also, the factthat the breast is a highly deformable organ

increases the level of difficulty, given that it is significantly compressed during mammogram acquisition,

while it is left uncompressed in a prone position during MRI.Therefore, a tool that would automatically

provide correspondence between the two modalities could aid radiologists in breast cancer diagnosis and

management, and provide the enabling technology for routine multi-modal Computer-Aided Diagnosis

[Yuan et al., 2010].

There are three main methods introduced in the literature that approach this problem in different

ways ([Marti et al., 2004], [Behrenbruch et al., 2003], [Ruiter et al., 2006]). These are explained in de-
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tail below.

Marti et al. 2004, “2D–3D correspondence in mammography”

Marti et al. introduced one of the first techniques to register X-ray mammograms with MR volumes

[Marti et al., 2004]. Their method includes a 2D-2D registration of the images (by using a projection of

the MR volume) and also a method to find correspondences between certain Regions Of Interest (ROI)

in the 2D mammogram and the 3D MRI.

Regarding the 2D-2D registration, the authors first create a2D image of the breast from the unde-

formed MR volume, by parallel projection. Initially they roughly align the two images using a 2D simi-

larity transformation (rotation, translation and scale) and mutual information (MI). Then, they achieve a

more accurate registration result, by using a non-linear line operator to detect the linear structures in the

two images. The goal is to match those linear structures, based on a measure of their maximal curvature.

After the 2D-2D registration task is complete and as far as the 2D-3D registration is concerned, this

is achieved by using the same linear structures matching. The difference is that this time, the second

2D image is each individual MRI slice, rather than the projection image of the MR volume. If corre-

spondences are found on the slice of the MRI (by minimising a distance metric), then the 3D position is

automatically known.

The method was tested on a single patient. The evaluation of the results was based on similarity

measures of the detected matched features, taking into account their position, width, orientation and the

projection angle of the volume.

As explained before, this technique is based on finding feature correspondences of linear structures.

Feature-based registration algorithms have the limitation that a mismatched feature could result in a very

large error. Therefore these techniques are generally lessrobust and are less suitable for clinical use.

Other limitations of this study are the size of the dataset and the evaluation method used, which did not

include the use of ground truth or gold standard correspondences.

Behrenbruch et al. 2003, “Fusion of contrast-enhanced breast MR and mammographic

imaging data”

Behrenbruch et al. introduced in 2003 a method to map findingsin the X-ray mammograms to the DCE-

MR images [Behrenbruch et al., 2003]. As discussed in the introduction, MRI provides a 3D volume

of the breast, but the spatial resolution is not as high as in X-ray images. Therefore we cannot iden-

tify the precise 3D position of small structures, such as microcalcifications, which would be valuable

for identifying the 3D location of Ductal Carcinoma in Situ (DCIS). This method attempts to solve this

localisation problem, as it aims to find the MRI corresponding location of a point in the X-ray mam-

mogram and in this way define the 3D location of microcalcifications that are visible only in an X-ray

image. Therefore this technique is designed to map the X-raycoordinates into the MR volume.

The registration technique that is followed is feature-based and it contains two steps that are sum-

marised in Figure 2.2. Initially, the authors use the two X-ray mammograms (CC and MLO views) and

two parallel projections of the MR-volume in the same direction as the X-ray images. Then, at the first

stage of the registration, they use a curvature measure to correlate the boundary points of the film mam-
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Figure 2.2: Registration framework followed by Behrenbruch et al.

mogram with those of the projections from the MRI volume. This curvature measure depends on an

accurate segmentation of the breast boundary, which is achieved using an intensity-based search along

the image, a set of morphological operations for smoothing and finally a spline interpolation. By using

this technique, the extremities that are usually present inan X-ray mammogram are deformed in order

to match the shape of the boundary that is produced from the projection of the MR volume. This step

provides a rough alignment of the two images.

At the second and final stage of the registration method, a wavelet-based feature detection is used, to

identify correspondences between the two different modalities. The extracted features are matched using

various criteria, such as scale localisation, orientation, feature area, relative motion and neighbourhood

localisation. Finally, the registration is done using a combination of internal and boundary landmarks

which are matched using a thin-plate spline warping technique. After registration and to specify the 3D

location of a region of interest from the two 2D views, they use a 3D reconstruction method that takes

into account the breast compression.

This technique was tested on 14 patients, who were diagnosedwith different types of breast cancer.

The registration error varied between2mm for the best cases to around10mm for the worst. The

validation was straight-forward for the cases where the lesion position was clear in both modalities, but

it was poor when in one of the images the lesion could not be seen.

The proposed method of Behrenbruch et al. has the advantage of providing a promising solution to

the very important problem of 3D location of the microcalcifications, by registering X-ray mammograms

and DCE-MR images. Since the microcalcifications are not visible in the MRI and thus their location in

the 3D space is unknown, a fusion of an X-ray image and the MRI volume using registration can provide

this information. On the other hand, it also incorporates several limitations. Firstly, a prerequisite for

this feature-based registration method is that the corresponding features should be present in both the

modalities. This requirement makes questionable the potential use of the algorithm as a clinical tool.

This would be mostly valuable in cases where there are no clear correspondences between the modalities,

such as for women with dense breasts, where findings are oftenobscured. Moreover the possibility of

mis-matched features remains, as in all feature-based techniques.
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Ruiter et al. 2006, “Model-Based registration of X-ray Mammograms and MR Images

of the Female Breast”

The last of the three registration methods was proposed by Ruiter et al. ([Ruiter, 2003],

[Ruiter et al., 2006]). The main innovation that the authorsintroduce in their work is that they take

into account the deformation of the breast during image acquisition of the X-ray mammogram, by using

a biomechanical model of the breast and compression simulations. In all the previous approaches,

the MR volume is projected undeformed to produce a 2D image that can later be registered with the

2D mammogram. In this method, a new step is added into the process. Before the projection of the

MR-volume, the authors simulate the compression of the breast during X-ray mammography, using a

biomechanical Finite Element (FE) model. This way, insteadof deforming the 2D projection images, to

recover the 3D breast compression, the biomechanical modelling allows the 3D FE mesh to be deformed

instead.

In this approach, the first step is to discretise the MR volume, in order to generate a 3D FE mesh of

the breast. This is done based on a segmentation of the MRI into different tissue types. There are three

different categories used: the skin, the fat and the glandular tissue. The next step is to assign material

properties to them, that define the behaviour of the breast under compression. There are also other

parameters that need to be set at this stage, such as the coordinate system and the boundary conditions

that will be applied in order to create a deformation. Then, adeformation of the FE mesh is simulated,

in a similar way to the one that occurs during X-ray mammography (compression of the breast between

two plates). The resulting parallel projection of the deformed volume can then be directly compared with

the mammogram. The amount of compression is updated until the chest wall to nipple distance of the

simulated projection matches the one in the real mammogram.To achieve an accurate matching of the

boundaries in the 2D images, the authors apply additional displacements on the surface nodes that force

the 3D mesh to stretch in the medial-lateral direction.

Once the deformation of the breast is recovered in registration, this can be used both for mapping

MR coordinates to the X-ray mammogram and vice versa. For theinverse process, the 3D position of a

lesion that appears in the mammogram can be determined by finding the corresponding position in the

simulated deformed image and then applying the inverse transformation to go back to 3D coordinates.

This framework was tested on six patients. The mean displacement of the lesion centre when this

was projected from the MRI on the mammogram was 4.3mm(σ = 1mm). When this was mapped from

the two mammographic views within the MRI the mean registration error was 3.9mm(σ = 1.7mm).

The results indicate that this method outperforms all the previous approaches. Moreover the

methodology provides a tool for simulating realistic mammograms from MR volumes, as the breast

mammographic compression is taken into account for the firsttime, although the projection is performed

using parallel rather than perspective projection. The useof physically realistic compression simulations

is a significant contribution in the literature of multimodal breast imaging registration. However in a more

recent semi-automated implementation of this approach, the authors reported values of11.8 ± 6.5mm

and a mean overlap of63 ± 40% for 11 subjects (CC view only) [Hopp et al., 2012], which indicates
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possibly the effect that manual interaction has on the results and also possibly the variability depending

on the datasets used.

Although patient-specific biomechanical modelling can produce more realistic deformations, the

manual steps involved in building a different model for eachpatient and the variability in the results

depending on the material properties, the meshing and the simulation techniques used, make this frame-

work less suitable for clinical use.

Finally, recently there has also been another study [Lee et al., 2011] that used a similar approach to

Ruiter et al., but was further improved in order to drive the registration based on the image intensities

rather than the breast outline and the nipple position. Furthermore, in this work the material proper-

ties, the amount of compression and the pose of the breast areoptimised inside the iterative framework

according to the matching of the structures in the two images. Following this approach increases the

possibilities of an accurate matching between the two modalities. Nevertheless, in these preliminary

results, it is not clear which are the parameters that are optimised and whether these include the initial

positioning of the patient before compression. Finally, the validation was performed using only a breast

phantom. The registration error was1.35 ± 0.06mm.

As we can see from all the previous techniques, although there has been some significant progress

in solving the MRI/X-ray registration problem, the need foran accurate, reproducible and well validated

technique still remains.

2.3.2 Other breast imaging modalities

The references in the literature that attempt to register multimodal breast images are very limited. In-

stead of registering multimodal images that are acquired atdifferent times, there are various techniques

that propose the simultaneous acquisition of the two images. Consequently the images are already co-

registered. Although these methods are not applied in routine clinical practice, they provide valuable

information about how the breast tissue and its structures appear in different modalities.

Such devices for simultaneous acquisition were introducedfor the combinations of digital to-

mosynthesis with ultrasound data [Kapur et al., 2002] and Full-Field Digital Mammography with 3D

ultrasound [Kapur et al., 2004]. Co-registration of breastimages can also be used for biopsy guidance,

as the use of information from a second modality could improve accuracy [Piron et al., 2003]. In the

same concept, a similar device was used to acquire a PEM imagedirectly after an X-ray mammogram

[Murthy et al., 2000].

For the registration of PEM to MRI, Krol et al. used a FEM-based approach [Krol et al., 2004]. The

main limitation of this method is that it requires fiducial markers visible in both modalities to be attached

to the breast; these are inconvenient in routine clinical practice.

2.4 Multimodal registration of other deformable organs

As we have seen so far, multimodal registration of breast images is a research field that has developed

only in the last few years and therefore there are not many techniques proposed in this area. Never-

theless, multimodal registration of other human organs hasbeen an active research field for longer and
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several different approaches have been proposed. These techniques are usually organ specific (such as

brain, carotid artery, forearm, kidney, prostate, colon and liver) and also application specific (biopsy,

radiotherapy, image guided surgery etc). In this section wepresent only some representative techniques

that are mostly related to the registration of soft tissue organs and in particular the liver. There are plenty

of registration techniques that are applied also to organs with rigid structure (such as brain, bones, neck).

We will review those that refer specifically to the 2D/3D registration problem in section 2.6.

For the registration of liver images, several authors propose techniques that mainly rely on parts of

the liver that have a more rigid structure, such as the vessels and the surface. For example, we refer to

three different techniques that register MR to CT data. [Porter et al., 2001] and [Aylward et al., 2002]

find a transformation between the different modalities by segmenting the blood vessels and optimising

their correspondences. [Voirin et al., 2002] develop a feature-based method, using features on the liver

surface. These approaches are not expected to perform well for the breast case, since the fibroglandular

structures and vessels are not always visible in both modalities and also it is not sufficient to register the

images based only on information about the surface/skin of the breast.

Boundaries are also used for registration between CT and US data of the kidney [Leroy et al., 2004].

It is worth mentioning that in this technique, the authors apply a preprocessing step to the data, in order

to increase the similarity between them. In that regard, theCT images are blurred, while speckle is

removed from the US data. The similarity measure used is the Correlation Ratio (CR).

In another method that registers US and MR images of the liver[Penney et al., 2004], the authors

use a tracking device to capture the motion of the ultrasoundprobe and thus the conditions under which

the images are acquired are known. Of interest for our application is the use of a pre-processing step

they apply to the images before registration. They convert the intensity images to “probability images”,

where each pixel represents the probability of existence ofcorresponding vessel structures between the

images at that point. In this way, the “probability images” can be used directly for registration, as both

their values now represent similar quantities.

Finally, one multimodal registration method that concernsthe liver and could be useful for other

soft tissue organs like the breast, was proposed for registration between CT and 3D ultrasound data

[Wein et al., 2008], which is related to the work previously described [Penney et al., 2004]. The main

concept is that the authors use CT data to simulate ultrasound-like images and then use them for regis-

tration with the original ultrasound. Then, for registration, they use the slice of the ultrasound that has

the highest entropy, to ensure that it incorporates high vascularity in order to be more similar to a CT

image. Their main contribution to the literature is the use of a novel similarity measure, namedLinear

Correlation of Linear Combination(LC2). This new measure has two desired properties; it is indepen-

dent of brightness and contrast changes in the US image and also insensitive to how much the two main

physical effects that produce the US image contribute to theintensity, which is important for the specific

application.
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2.5 Learning soft tissue deformations

As the breast is a highly deformable organ, it would be valuable for registration to acquire some prior

knowledge about how the breast deforms. There are generallytwo main techniques that enable us to do

that; the use of biomechanical simulations (section 2.5.1)and the use of Statistical Deformation Models

(SDM), discussed in section 2.5.2.

2.5.1 Breast biomechanical modelling

As we have seen previously and in terms of registration, breast biomechanical modelling has been used

to simulate the mammographic compression that occurs for the MRI – X-ray mammography registration

([Ruiter et al., 2006], [Hopp et al., 2012], [Lee et al., 2011]) and for validation of both DCE-MRI regis-

tration ([Schnabel et al., 2003], [Tanner et al., 2007]) andX-ray mammography registration algorithms

[Hipwell et al., 2007]. Regarding multimodal breast registration, Rajagopal et al. used biomechani-

cal modelling and proposed a new reference state of the breast [Rajagopal et al., 2008], to which all

other modalities can be registered, in order to establish correspondences between them. Biomechanical

modelling was also used in combination with an FFD registration technique in order to register prone

to supine MR images and map pre-operative information aboutthe location of the lesion to the intra-

operative MR image ([Lee et al., 2010], [Han et al., 2011]).

Biomechanical models have also been used previously to simulate large mammographic compres-

sions but were not tested for MRI/X-ray correspondences ([Samani et al., 2001], [Pathmanathan et al., 2004],

[Chung et al., 2008]). In all these approaches the material parameters of the breast tissue were taken

from the literature, from studies onex-vivotissue samples. Han et al. proposed a method forin-vivo

parameter estimation, using a framework that incorporatesa GPU implementation of the FEM modelling

[Han et al., 2012]. This work can be further extended to FEM-based registration tasks, which were so

far computationally expensive. This did not allow their usein clinical practice.

Other applications of breast biomechanics include image guided surgery or biopsy ([Azar et al., 2000],

[Azar et al., 2002], [Carter et al., 2008], [Carter et al., 2009]) and breast elastography ([Sinkus et al., 2000],

[Samani et al., 2007], [Washington and Miga, 2004]). An evaluation study of FEM-based large compres-

sion simulations [Tanner et al., 2011] showed an average error in the range of4.1−6.7mm according to

the material properties used. Finally, an analysis of the factors that influence the accuracy of the various

breast biomechanical models can be found in [Tanner et al., 2006].

2.5.2 Statistical Deformation Models

Statistics have been widely used in image registration, in order to provide some prior information of the

shape or the appearance of the object/organ in the images. This is done by using a population of training

images, from which we can acquire some prior knowledge of thevariation between them and use that

later, with the goal of parametrising the deformation spaceand assisting the registration algorithm to

converge faster and more accurately. There are two main categories of statistical deformation models in

the literature; those that are based onregistrationand those that are based onbiomechanical simulations.

The ones that are based on registration [Rueckert et al., 2003], use the same principle as the Active
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Shape Models [Cootes et al., 1995] that are widely used in theComputer Vision community. The main

difference is that instead of using manually selected landmarks to describe the shape of interest, they

use the control points of the grid that controls the B-splines deformation. By registering the organs

(in this case: brains) using an FFD registration algorithm,the authors automatically establish point

correspondences. This technique can be used to acquire a mean model of the object of interest and use it

later as a starting point for registration. However this method cannot be applied to the breast, due to the

high variation of the breast anatomy across the population.

An alternative method is the use of a Statistical Deformation Model that is created using biome-

chanical simulations. This can be population-based, when the compressions are applied on a pop-

ulation of real breast images, or patient-specific, when thecompressions are applied on one im-

age of a specific patient. A population-based approach was used for the breast for multimodal reg-

istration [Tanner et al., 2008] and is based on a similar method introduced for prostate registration

[Mohamed et al., 2002]. Patient specific biomechanical modelling of the prostate deformations was also

proposed more recently [Hu et al., 2008]. The advantages anddisadvantages of population and patient-

specific Statistical Deformation Models are further discussed later in chapter 5, as one of our proposed

transformation models uses a deformation model that is learnt from biomechanical simulations.

2.6 2D/3D registration of non-deformable organs
As we have seen so far, there is a limited number of approachesin the literature that refer to 2D/3D multi-

modal registration of breasts or other deformable organs. In this section, we present some representative

methods that attempt to solve the 2D/3D registration problem for organs that are not deformable, such

as the spine, the vessels etc. The reason for reviewing thesetechniques is that an initial step of align-

ment could be achieved using those methods for application to the breast. The review of the similarity

measures and the optimisation schemes used is also relevant.

From all the registration techniques, we exclude those thatare feature-based as the type of the fea-

tures extracted in every case is application- and organ-specific. For breast images, extracting automati-

cally 2D and 3D features is an open research field and there is not an established method available. Apart

from the feature-based and the intensity-based techniquesthat are explained below, 2D/3D registration

can also be done based on reconstruction and gradients ([Tomazevic et al., 2003], [Markelj et al., 2008],

[Mitrovic et al., 2011]). The last two techniques are not analysed any further here, as they are not suitable

for our research topic. These have been mainly used for registration of rigid structures such as bones,

where the gradient information is stronger in projection images and also a partial reconstruction based

on a small number of projection images, depending on the application, is possible. In mammography, the

breast is compressed in different ways for the two views, CC and MLO, and also the contrast is produced

from soft tissue structures and is often weak or obscured. Consequently, these methods are not discussed

further in this review.

Intensity based techniques use the volume from the 3D imaging modality (MRI or CT) in order to

produce a 2D projection image, calledDigital Reconstructed Radiograph(DRR). The method followed

to create this DRR aims to create an image that resembles as much as possible the image from the
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2D image modality (usually X-ray or fluoroscopy). The registration is then performed by optimising a

similarity measure between the DRR and the 2D image. The mostappropriate similarity measure for

this registration task varies according to the application.

Weese et al. used 2D-3D registration in order to align pre-operative CT scans with intra-operative

fluoroscopy images of the spine [Weese et al., 1997]. As a similarity measure they usedpattern inten-

sity, due to its robustness in the presence of new objects in one ofthe images, such as the catheter during

surgery. A similarity measure comparison study for the sametype of images [Penney et al., 1998] shortly

after showed that the most appropriate and robust similarity measures are pattern intensity andgradient

difference. An intensity-based technique applied to the registrationof 3D Magnetic Resonance An-

giograms with 2D X-ray Digital Subtraction Angiograms [Hipwell et al., 2003] has shown that pattern

intensity, gradient difference andgradient correlationare the similarity measures that are most appro-

priate for this task. A correlation-based measure and more specificallycross correlationhas been also

used for the registration of 3D CT scans of the cranium, with 2D X-ray images [Murphy, 1997]. Gra-

dient and correlation based similarity measures were also proposed by [Lemieux et al., 1994]. Another

clinical application of 2D-3D registration has been used inradiotherapy, for the alignment of portal

images with CT volumes. Such approaches were followed by Gilhuijs et al., using adistancemetric

[Gilhuijs et al., 1996], and Khamene et al., usingnormalised local correlation[Khamene et al., 2006].

The most recent reviews in this area concern 2D/3D registration methods proposed for image-guided

interventions [Markelj et al., 2012] and also a comparison of the optimisation techniques used for the

same application [van der Bom et al., 2011].

The main advantage of intensity-based techniques is that they do not require any segmentation or

extraction of points from the images and as a result are generally more automated and potentially more

robust. On the other hand, the computational time is quite high and in cases of image guided surgery or

radiotherapy this can be crucial. The production of DRRs is also a computationally expensive step and

in order to accelerate it, authors have used various techniques, such as a restricted region of interest for

projection or a different rendering algorithm [Weese et al., 1999]. Perspective projection algorithms are

further discussed in chapter 3, where we describe in detail the methodology that we follow to simulate

X-ray images from the MRIs.

2.7 Our approach
The subject of this study is the development of a framework for establishing correspondences between

2D and 3D images of the breast. More specifically, we propose aregistration pipeline for MRI to X-ray

mammography registration and we also investigate its application for finding correspondences between

2D X-ray mammograms, using the 3D information provided by the MRI.

We approach the MRI to X-ray mammography registration problem using an intensity-based

method. There are two main reasons for not following a feature-based technique. Firstly, the robust-

ness in comparison to intensity-based approaches is poor, as a misregistered set of points can result in

a high registration error. Therefore such techniques cannot be easily integrated into clinical practice.

Secondly, the 2D/3D feature selection from breast images still remains an open research field, mainly
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due to the large variation of the fibroglandular structures in their appearance across modalities, time and

individuals. The selected features should be distinctive areas of normal structures in the breast, as the

algorithm should not rely only on the presence of lesions.

The 3D-2D matching process is a poorly constrained, ill-posed problem and thus the optimisation

is prone to terminate in local, rather than global, minima. Keeping the number of degrees of freedom of

the transformation model to a minimum is therefore essential to provide robustness. Subsequently, our

strategy is motivated by keeping a low number of degrees of freedom for the transformation model used

and also developing a framework that can be easily incorporated into clinical practice.

We propose an MRI to X-ray mammography registration framework that can adapt to incorporate

different types of transformation models. We investigate three different transformation models with

increased complexity and we validate their performance on clinical cases. All our transformation models

are integrated in the Insight Segmentation and Registration Toolkit [ITK, 2003], making the pipeline

flexible to adapt different similarity measures and optimisation schemes. In the next chapter we describe

a key component of our registration framework, which is the X-ray image simulation from the MRI.



Chapter 3

X-ray simulations from an MR volume

As the MRI is a 3D volume image, while the X-ray is a 2D projection, we facilitate the registration task

by simulating an X-ray image using the MRI. The simulated 2D image can then be directly compared

with the real X-ray mammogram inside the iterative registration process.

There are two main steps involved in the simulation process.Firstly, the MR intensities are trans-

formed to X-ray attenuation. This is needed because the intensities in the two modalities represent

different physical properties of the breast tissue. The contrast in an X-ray image is a result of the differ-

ence in the attenuation coefficients between the fatty and the fibroglandular tissue, as discussed in section

1.2.1. Therefore, prior to the intensity transformation, the MR voxels are classified into these two tissue

categories (section 3.1). After transforming the MRI to an X-ray attenuation volume, the second part of

the simulation process is the perspective projection of the3D volume to a 2D image (section 3.2). An

illustration of the simulation process is given in Figure 3.1. Section 3.3 contains the results of the X-ray

simulation process at each step and a comparison of our classification method with other techniques.

3.1 Breast tissue classification

3.1.1 Literature

Tissue classification and segmentation has been an active research field in medical imaging during the

past years. There are many different approaches in the literature, especially for the classification of

brain tissue into white, grey matter and Cerebro-Spinal Fluid (CSF). There are two main categories of

algorithms, non-parametric and parametric, that are further discussed below. It is worth mentioning that

there is also a class of algorithms that uses prior shape information of the structure to be segmented; we

will not refer further to these, as for the breast case the fibroglandular tissue structures vary significantly

across different subjects.

Non-parametric methods classify the image voxels based on their intensity and without assuming

any model of the intensity distribution of each class. Wei etal. [Wei et al., 2004] used manual thresh-

olding to obtain a density estimation from the breast MRI andcompare this with that conventionally

computed from X-ray mammography. For the same application,Nie et al. [Nie et al., 2008] used a fuzzy

c-means technique. This is similar to thek-meansclustering that classifies the voxels intok clusters

by assigning them to their nearest mean and iteratively updating the mean of each cluster with its new
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Figure 3.1: X-ray simulation process.
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(a) (b) (c)

Figure 3.2: (a) An example of a pre-contrast breast MRI and (b),(c) increasing magnification views

around the red cross that illustrate the partial volume effect. Due to the limited resolution of the MR

scanner, one voxel can belong to more than one different tissue types; in this case both fibroglandular

and fat.

centroid. The advantage of incorporating fuzzy logic into the k-means algorithm [Chen and Giger, 2004]

is that it allows voxels to belong to more than one tissue type(so for example a voxel can be80% fibrog-

landular and20% fat). This is a phenomenon that is observed in all MRIs (particularly of the breast), it

is caused by the limited resolution of the MR scanner and is known as thepartial volume effect. This

is illustrated in Figure 3.2. Hipwell et al. [Hipwell et al.,2007] used manual thresholding to obtain the

histograms of the segmented tissue types and then applied Gaussian smoothing on them to account for

the partial volume effect.

Parametric methods assume that the intensity histogram of each tissue class follows a probability

distribution and the image voxels are classified to different classes by fitting the underlying distributions

(usually Gaussians) to the data. This is done by following anExpectation-Maximisation (EM) algorithm,

explained in further detail in section 3.1.2, that iteratively updates the parameters of the probability dis-

tribution. This update can be based on the current estimate of either the Maximum Likelihood (ML)

[van Leemput et al., 1999] or the Maximum A Posteriory (MAP) parameters, if a spatial prior is avail-

able. Using the spatial prior in the same framework is an advantage of these techniques, especially for the

brain tissue classification, for which anatomical priors can be extracted from atlases. Other advantages

are the ability to incorporate into the model a bias field correction and a regularisation according to the

classification of the neighbouring voxels. Our approach includes both features and is explained in more

detail in the next section 3.1.2. It has been observed that the intensity histograms do not always follow

a Gaussian distribution. To take into account this variation, authors have proposed using mixtures of

Gaussians [Ashburner and Friston, 2005] or power-transformed mixtures [Lee et al., 2009] instead. The

parametric approaches provide a probability that each voxel belongs to one of the classes/tissue types.

Therefore, the final classification takes into account the partial volume effect, as voxels can belong to

more than one tissue type.
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3.1.2 Our approach

As in [van Leemput et al., 1999], our method integrates an intensity model, a spatial regularisation

scheme and bias field inhomogeneity correction in the same framework. The incorporation of spatial

information has been shown to improve classification results in the past as it provides robustness to noise

and it allows the use of anatomical information. Specifically for breast tissue classification, MRF reg-

ularisation is considered an appropriate choice due to the anatomy of the fibroglandular tissue. Since

this is connected in a tree-like structure inside the breast, our hypothesis is that the voxels containing

glandular tissue are more likely to appear connected to other glandular voxels rather than isolated inside

the fat (and similarly for fat voxels).

The intensity model assumes three classes (for glandular, fat tissue and background) and the bias

field is modelled using a third order polynomial basis function. Instead of considering Gaussian dis-

tributed intensities corrupted by a multiplicative bias field, log-transformed intensities are used to make

the bias field additive. ForK classes letθk = {µk, σk} denote the normal probability distribution with

meanµk and varianceσ2
k of a voxel belonging to classk and letzi = ek be the tissue type of voxeli,

whereek is the unit vector with thek-th component equal to 1 and the others equal to zero. ForJ basis

functionsφj(x), C = {c1...cJ} denotes the bias field parameters. The probability density for voxel i,

with intensityyi, given it belongs to classk is:

f(yi|zi = ek,Φy) = Gσk
(yi − µk −

∑

j

cjφj(xi)), (3.1)

whereΦy = {θ1, ..., θk, C} are the intensity model parameters andGσ() is a normal distribution with

mean zero and standard deviationσ. The model parameters are optimised using an EM algorithm under

a Maximum Likelihood formulation. Due to the large variation of glandular structures in the breast

across the population, there are no anatomical priors available. Ifm is the iteration number, then the ML

estimation gives:

µ
(m+1)
k =

∑n
i=1 p

(m+1)
ik (yi −

∑J
j=1 c

(m)
j φ(xi))

∑n
i=1 p

(m+1)
ik

(3.2)

(σ
(m+1)
k )2 =

∑n
i=1 p

(m+1)
ik (yi − µ

(m+1)
k −

∑J
j=1 c

(m)
j φ(xi))

2

∑n
i=1 p

(m+1)
ik

, (3.3)

where
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The intensity model alone can only give accurate results when the different distributions are well

separated. This is not the case for the glandular and fat tissue due to many voxels containing both tissue

types (partial volume effect). The use of an MRF regularisation scheme improves the overall robustness

of the model parameter estimation and provides spatial consistency. Voxels are thus classified based also

on the current classification of the neighbouring voxels. Inthis case, equations 3.2 and 3.3 remain the

same, while 3.4 is now given by:
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where
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with Φz = {G,H} being the MRF model parameters andUmrf (z|Φz) the energy function that depends

on Φz. G andH areK × K matrices that define the transition energy between classes.Further details

of the bias field parameter estimation and detailed explanations of the other equations can be found in

[van Leemput et al., 1999].

The above regularisation makes the classification more robust to noise and to isolated misclassified

voxels (e.g. isolated voxels classified as fat and surrounded by glandular tissue). Instead of estimating

the MRF parameters from the image as in [van Leemput et al., 1999], we use a two-level MRF with its

parameters derived from the anatomical properties of the breast [Cardoso et al., 2011]. In the first level,

the interclass MRF energy is the same for all classes, thus the MRF only adds global spatial consistency

and robustness in the parameter estimation. In the second stage, after the EM converges, the MRF

energy matrices (G andH) are altered in order to include more anatomical knowledge (e.g. the cost

of having glandular tissue next to the background is higher than having fat next to the background) and

the classification is restarted again until convergence. This modification allows an unbiased and robust

parameter estimation in the first step followed by a second step that enforces more anatomical knowledge

and topological constraints.

The values of the MRF energy matrix are chosen empirically, in order to produce realistic X-ray

mammogram simulations. More specifically, in our implementation we have used as matrixG the3 × 3

matrix:

Fat Gland Back

Fat 0 be 0

Gland be 0 ba

Back 0 ba 0

At the first stage of the EM-MRF classificationbe = ba = 0.15. For the second stage, the parameterba

is altered toba = 6, to increase the cost of having glandular tissue (Gland) next to background (Back).

G is used as the energy matrix for the regularisation within the transverse plane of the volume. For MR

volumes with isotropic voxelsH = G. OtherwiseH = r · G, wherer is the ratio of the slice thickness

over the voxel size within the transverse plane.

The implementation of this algorithm was done by M-Jorge Cardoso, working on brain MRI tissue

classification [Cardoso et al., 2011]. It was adapted for application to breast MRI (initialisation of the

two tissue type distributions and set of the costs between them) by the author.

The only requirement of the classification algorithm is thatthe pectoral muscle is pre-segmented

from the MRI. This is needed because automated intensity-based segmentation methods are prone to

error for this task. This boundary is not well-defined in the majority of the cases, especially when the

glandular tissue is very close to the chest wall, or when organs with intensities similar to fat (such as the

liver) are adjacent to the rib cage. We use for this task a semi-automated pre-processing method, where
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the user defines landmarks on the boundary between the pectoral muscle and the breast through which a

parametric B-spline surface is subsequently fitted.

After classifying the voxels into fibroglandular and fatty tissue, we then calculate the X-ray

attenuation volume intensities. In our first implementation we follow the method proposed in

[Hipwell et al., 2007], where these classes are weighted with different factors in order to simulate the

difference in X-ray attenuation. The intensity of voxeli in the X-ray attenuation volume is given by:

wG · P i
G + wF · P i

F (3.7)

wherewclass (wG andwF ) are the weights of each tissue type andP i
class is the classification result for

voxel i, for each one of the classes (0 ≤ P i
class ≤ 1). The choice of the most appropriate weights was

performed empirically. The goal was to produce simulationswith similar contrast to X-ray mammo-

grams. In our later implementation the X-ray attenuation volume is calculated using the methodology

described in appendix B, removing the need for the empiricalweightswG andwF . Our experiments

in sections 4.2.1, 4.2.2 and 4.3.1 use equation 3.7. All remaining experiments follow the methodology

described in appendix B.

3.2 Perspective projection of the 3D volume
There are two different methods for projecting a 3D volume to2D, theparallel and theperspective

projection. As the name indicates, the parallel projectionassumes parallel rays. Therefore if we assume

that the direction of projection isz, then the intensity at each 2D position of the imageI2D can be

calculated as the integral of the intensities of 3D imageI3D along thez direction:

I2D(i, j) =

NZ−1∑

k=0

I3D(i, j, k) (3.8)

wherei andj are the indices along thex andy directions respectively andNZ is the size of the 3D image

along thez direction.

Parallel projection was used by all previous MRI/X-ray mammography registration techniques, but

this provides only an approximation of the real process. As we know, the rays in X-ray mammography

are emitted from a point-like X-ray source (the anode) and thus are not parallel. Perspective projec-

tion techniques assume that rays are emitted from a point source. The geometry and related work are

described below.

3.2.1 Literature

Several different perspective projection algorithms wereproposed in the literature, mainly applied to

rigid 2D/3D registration tasks, as the ones reviewed in section 2.6. Ray-casting is a technique that is

widely used. To generate the projection image, rays are castfrom each pixel in the 2D image through

the 3D volume to the X-ray source. The pixel value is then calculated as the integral of the ray in-

tersections with the 3D grid. This technique is explained inmore detail in the next section 3.2.2, as

we have also incorporated it in our framework. Ray-casting is generally accepted as a methodology

that produces high-quality projections and is frequently used as the reference to which other methods
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are compared. Nevertheless, its main disadvantage is that it is computationally expensive and this can

be critical especially in applications such as image-guided interventions and radiotherapy. Several ac-

celeration techniques have been proposed with a scope to overcome this limitation. These include the

use of data that are calculated from pre-computed projections before registration, as in graphics ren-

dering ([LaRose et al., 2000], [Russakoff et al., 2003]), orare updated progressively during registration

[Rohlfing et al., 2005].

An alternative to ray-casting is the shear-warp factorisation [Lacroute and Levoy, 1994] that avoids

calculating the integrals along each ray by warping the 3D volume to a sheared space, where parallel

projection gives the same DRR as the perspective projectionin the original space. The method was

applied on 2D/3D registration by Weese et al. [Weese et al., 1999]. This technique is mainly used for

applications where the image quality of the projection image is not of great importance, as the resampling

steps involved in warping the 3D volume can lead to loss of detail in finer structures.

Another alternative to ray-casting is the direct projection of each voxel in the 3D image on

the 2D plane and the computation of the final DRR by interpolation on the projection plane. This

methodology is called splatting [Westover, 1990]; it was used in medical 2D/3D registration by Birk-

fellner et al. [Birkfellner et al., 2005] and was later further accelerated by a GPU implementation

[Spoerk et al., 2007]. The main disadvantage of this method is the possibility of obtaining a 2D im-

age with spatially varying intensities, as the interpolation is only performed on the 2D space.

3.2.2 Our approach

The registration of MR volumes to X-ray mammograms is a process that can be performed off-line. The

registration result (ie. the transformation parameters) can then be stored in the workstation and used by

the radiologist when assessing the image findings. Therefore, although the registration time is important

for any clinical application, it is not as critical as in image guided procedures. At the same time, the

image quality of the simulated projection image should be high, as the similarity between this projection

and the real mammogram drives the registration. For these two reasons, we use in our framework a

ray-casting algorithm for the perspective projection of the 3D volume.

The geometry of a ray-casting projection is shown in Figure 3.3. To simulate a mammogram, the

X-ray attenuation volumeV is positioned above the projection plane. The distance between the plane

and the X-ray sourceS is calledfocal lengthand is typically aroundf = 660mm. This information is

recorded in the digital DICOM images. For each grid positionon the 2D planePi,j we define the ray by

the pointPi,j and the direction~d:

~d = S − Pi,j =
−−−→
Pi,jS (3.9)

We then calculate the coordinatesr1...rn of the ray at regular intervals along the ray’s path through the

volumeV . These are shown in Figure 3.3 as red crosses. As the ray passes through the 3D volume, these

ray coordinates occur at non-grid positions. We therefore need to use interpolation at each location.

Lemieux et al. [Lemieux et al., 1994] used tri-linear interpolation. In this case, the value at each location

point is calculated from the nearest eight neighbouring grid positions. To accelerate this computationally

expensive process, Penney et al. [Penney, 2000] used bilinear interpolation at each intersection of the
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Figure 3.3: Perspective projection geometry.

ray with the slices of the 3D volume (so four neighbouring positions are used for interpolation). Our

implementation uses the same principle, as this is more efficient computationally, without affecting sig-

nificantly the image quality. Finally, the intensity at the pixel positionPi,j is given by the integral of the

intensities at the above intersections:

I2D(i, j) =
n∑

k=1

V (rk) (3.10)

3.3 Experiments

In our initial registration experiments with data from five patients [Mertzanidou et al., 2010b] we have

used manual thresholding for the breast tissue classification (as Hipwell et al. [Hipwell et al., 2007]).

In [Mertzanidou et al., 2010a] we then proposed the methodology described in section 3.1.2. Figure 3.4

shows a visual comparison between the two classification methods on two patients. The data used in

these experiments are described in section A.1.

In the figure we can see that the main advantage of the proposedEM-MRF method is that the final

simulated mammogram contains more details of the glandulartissue. It is also fully automated. Other

advantages over manual thresholding are the fact that this gives reproducible results, it takes less than

one minute to process each breast volume and it requires minimal pre-processing interaction: the only

requirement is that the pectoral muscle is pre-segmented from the MRI, as discussed above.

Here we investigate further the benefits of the proposed EM-MRF method, by showing results in

comparison with thek-meansalgorithm and the use of the intensity model of section 3.1.2alone, without

the MRF regularisation. Figure 3.5 shows the pre-contrast MRI of a patient and the corresponding

histogram. This is an example histogram which illustrates the difficulty in segmenting the two tissue

types, as these do not appear clearly separated in the image histogram. In this instance, using intensity
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Figure 3.4: (a) Pre-contrast MRI, (b) X-ray attenuation volume using manual thresholding and histogram-based classification, (c) using the EM-MRF algorithm, (d) Simulated

X-ray mammogram from the undeformed volume using manual thresholding, (e) using EM-MRF. The two rows correspond to two patients. The red cross indicates the position

of a corresponding coordinate in each image.
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Figure 3.5: (a) Pre-contrast MRI of a patient and (b) the corresponding histogram of the intensities.

information only (as in thek-meansalgorithm or the fitting of Gaussian distributions) does notproduce

accurate results, as illustrated below.

Figure 3.6 shows the classification results of the three techniques tested. Thek-meansalgorithm

gives binary segmentations of the fat and the glandular tissue, and as we can see in Figure 3.6(a) the clas-

sification is clearly affected by the bias field in the MRI. Thebenefit of including the MRF regularisation

to incorporate neighbouring voxel information is also evident from the images of Figure 3.6. We can

see that the MRF provides smoother areas across the images, removing erroneous voxel classifications

as glandular tissue, when these are all surrounded by fat. This assumption is particularly useful for the

breast case, as glandular tissue appears mostly as a tree-like structure (and therefore connected) inside

the breast. Moreover, smoothing reduces the effect of noiseand results in increased contrast between

the glandular and the fat tissue, which is desirable when simulating a mammogram, as the glandular

structures are then more visible. Figure 3.7 shows the simulated X-ray attenuation volumes and the sim-

ulated mammograms that both methods produce. More examplesof simulated mammograms using the

EM-MRF method are given in the next chapters, as results of the MRI/X-ray registration process.

Finally, it is worth mentioning that although the bias field correction works reasonably well in our

framework, there are certain cases, where the bias field is very strong, which results in failure of the

classification in certain areas. An example is shown is Figure 3.8. In breast MRI the coils are very close

to the breast surface and therefore the intensity inhomogeneity can be significant. Future work could

investigate the use of alternative bias-field correction methods for those cases. A comparison of existing

algorithms specifically for breast MRI was performed by Makarau et al. [Makarau et al., 2010], where

themean-shiftalgorithm was shown to outperform other techniques.

3.4 Discussion

In this chapter we have presented the X-ray simulation process in detail and the intermediate steps that are

involved. Regarding the breast tissue classification, our approach produces automatically segmentations

that are visually realistic, while performing bias-field correction. Moreover, the simulated X-rays contain
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(a) k-means Glandular (b) EM only Glandular (c) EM-MRF Glandular

(d) k-means Fat (e) EM only Fat (f) EM-MRF Fat

Figure 3.6: Breast tissue classification results for the patient volume displayed in Figure 3.5, using the

k-means algorithm, the EM algorithm without and with the MRFregularisation.
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(a) pre-contrast MRI (b) EM only X-ray atten. (c) EM-MRF X-ray atten.

(d) real mammogram (e) EM only sim.mammo (f) EM-MRF sim.mammo

Figure 3.7: The X-ray attenuation volumes and the simulatedmammograms produced using the EM

algorithm only and the EM-MRF. The pre-contrast MRI and the real mammogram are given for compar-

ison. Note that at this stage there is no registration or deformation of the volume before projection. The

simulated mammograms come from the original undeformed MR volume.

(a) (b)

Figure 3.8: (a) Pre-contrast MRI with strong bias field and (b) the X-ray attenuation volume. The

inhomogeneity correction was not successful for this case.
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more fibroglandular structures than manual thresholding.

Quantitative validation of this algorithm is problematic due to the lack of a ground truth classifica-

tion of the breast tissue. The fine nature of the ductal network, and relatively coarse resolution of the

MRI in comparison, mean that the partial volume effect is substantial. For this reason manual delineation

of the ductal network to produce such a ground truth data set is impractical. The choice of the EM-MRF

approach for this application therefore, was made based on its advantages over manual thresholding

discussed above, and also because it has been successfully applied and validated for the classification

of different tissue types visible in MR images (albeit braintissue classification) by van Leemput et al.

[van Leemput et al., 1999]. We believe the use of physical X-ray reference data in the simulation process

creates images with intensity characteristics close to that of real X-ray mammograms. However given the

lack of an appropriate validation strategy, this assumption must be evaluated, alongside our choice of the

other registration components, with reference to the final registration error obtained by the experiments

described in the following chapters. An alternative automated method targeted for this task was recently

proposed by Gubern-Merida et al. [Gubern-Merida et al., 2011].

Regarding the perspective projection methodology, ray-casting produces high quality images, with

a higher computational cost in comparison to other techniques. In the next two chapters, where we

combine the volume transformation with the ray-casting we will review techniques that accelerate this

process.

Using the methodology described in this chapter we can obtain simulated X-ray images that can

be directly compared with the real mammograms. Nevertheless, there are several difficulties that still

remain and are associated with this comparison. Firstly, even if we assume that we know the exact

deformation of the breast that occurs during mammographic compression, the fibroglandular structures

in the simulated X-ray image will not have the same appearance as in the real mammogram. The main

reason for this is that the image is generated from the MR signal of the tissue, which is a different

physical property than the X-ray attenuation and thereforethe exact relationship between them is not

known. Other aspects that differ between the two images are the spatial resolution and the factors that

contribute to the degrading of the image in real X-ray acquisition, such as the quantum noise of the X-

ray source and the scatter. These factors were reviewed in section 1.2.1, where the X-ray mammogram

acquisition was described in detail. Despite the remainingdifferences between the images, the X-ray

simulation process facilitates the MRI to X-ray registration task, providing images that can drive the

registration, when using an appropriate similarity measure between them. This is evident both in the

visual and in the quantitative results of the registration experiments described in the next chapters.



Chapter 4

MRI to X-ray registration using an affine

transformation

In this chapter we describe in detail our 2D/3D registrationframework and the experiments carried out

for the alignment of MR volumes to X-ray mammograms. In all these experiments we use an affine

transformation model to approximate the breast deformation between the prone position in the MR scan-

ner and the compression between two plates during X-ray mammography acquisition. As described in

section 2.1, the affine transformation consists of a rigid-body transformation plus scaling and shearing.

Our hypothesis is that the rigid-body transformation can account for the initial positioning of the breast

between the X-ray source and the detector, while the scalingand shearing can approximate the deforma-

tion caused by the plates’ compression. Although the real breast deformation is more complex, the goal

of these first experiments is to investigate whether a globalregistration with a simple geometrical model

can give useful clinical accuracy. The main advantage of theaffine transformation is the low number

of degrees of freedom (twelve) which is expected to add robustness to the ill-posed 2D/3D matching

problem.

The chapter is structured as follows. Section 4.1 describesthe general 2D/3D registration frame-

work and its components. The next two sections (4.2 and 4.3) describe the experiments carried out on

simulated and real mammograms respectively. Finally, advantages and limitations of this approach are

discussed in section 4.4.

4.1 Registration Framework

An overview of the registration framework is given in Figure4.1. The main registration components

are further described in the next sections. The inputs to theregistration pipeline are the fixed, or target

image (the real X-ray mammogram) and the moving, or source image (the X-ray attenuation volume

estimated from the MRI). Prior to registration, the user specifies ametric (similarity measure), to be

used to assess the similarity between the two images. Duringthe registration the value calculated by the

metric is used by theoptimiser, which iteratively updates thetransformationparameters. In this chapter,

we confine our investigations to the affine transformation. Then, theinterpolator is used to compute the

values of the moving image at the pixel positions of the fixed image, by projecting the 3D volume into
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Figure 4.1: Overview of the 2D/3D registration framework. The processes are illustrated in blue and the

data in red. The output of the registration is used for mapping between the MRI and the X-ray image.

2D. The resulting image is used again for comparison with thetarget, where a new iteration begins. The

projection from 3D to 2D is performed by the interpolator. The process is repeated until the stopping

criteria are satisfied (for example the similarity measure is a maximum).

The main difference of the 2D/3D process in comparison to a conventional intensity-based registra-

tion pipeline is that the interpolator component has been modified in order to incorporate the ray-casting

from the X-ray source to the 2D detector. In a registration task between two images of the same dimen-

sionality, every grid position of the fixed image is being transformed and the intensity at that point is

given by the interpolation of the intensities at the neighbouring pixel or voxel positions in the moving

image. In the 2D/3D case, the interpolation occurs as the raytransverses the moving volume grid, in the

way described in section 3.2.2. Consequently, the target mammogram is compared with a 2D projection

of the X-ray attenuation volume at each iteration.

There are different options for combining the transformation and the projection of the 3D volume.

One would be to resample the 3D grid into a new, transformed volume and then perform the ray-casting

through the new grid. The main drawback of this method is the high computational cost associated

with an extra 3D interpolation followed by ray-casting. Moreover, the transformed 3D volume is not

needed, since we only use the simulated projection to compare it with the real mammogram. A different

method makes use of the fact that the affine transformation preserves parallelism. In other words, the

ray that passes through the affine-transformed volume remains a straight line. For this reason, instead

of transforming the 3D grid, we can transform instead the ray(ie. the projection plane and the X-

ray source). The same approach was used previously for rigidregistration tasks ([Penney et al., 1998],

[Hipwell et al., 2003]).

We have seen the effect of an affine transformation on a volumein section 2.1. The 3D affine
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transformation has twelve parameters; these include translations(tx, ty, tz), rotations(rx, ry, rz), scal-

ing (sx, sy, sz) and shear(shxy, shyz, shxz). We create an individual matrix for each one of these

parameters and concatenate them into one matrixT :

T = Ttranslation · (Trotation · (Tscaling · Tshearing)). (4.1)

Instead of optimising the matrix coefficients ofT , we optimise the affine parameters defined above. This

allows us to easily include the volume preservation constraint as explained below.

The source volume of the registration framework is the MRI that is acquired in the prone position.

From this point onwards we refer to the MRI breast shape as theundeformedbreast. Our first exper-

iments, that are described in section 4.2.1, have shown thatwithout any constraints the breast volume

can increase during registration [Mertzanidou et al., 2010b]. This happens due to the fact that the 2D/3D

alignment is an ill-posed problem, and thus during optimisation the scaling in the direction of the pro-

jection, if it is not constrained, can be trapped in local minima or lead to physically unrealistic expansion

or contraction of the breast. To avoid such non-physical volume variations, for example an expansion

for CC views in the superior-inferior and also in the posterior-anterior direction, we include a volume-

preservation constraint, by ensuring that the product of all scaling factors across the three dimensions

is unity (sx · sy · sz = 1). This is done by constraining the scaling on the direction ofthe projection

(superior-inferior for a CC view) to be

sz =
1

sx · sy

. (4.2)

This constraint removes one degree of freedom from the optimisation process, reducing the size of the

search space and potentially enhancing the robustness of the registration [Mertzanidou et al., 2010a].

A good initial position of the volume before registration isimportant as it can lead to fast con-

vergence and it also reduces the likelihood of the optimisation getting trapped in local minima. The

projection geometry used is shown in Figure 4.2. The distance between the X-ray source and the de-

tector can be extracted from the DICOM header of the Full-Field Digital Mammograms (FFDM). The

initial translation of the volume in the direction of the projection (z axis) ensures that the volume is po-

sitioned on top of the detector. The volume is also translated in the perpendicular plane (xy plane) such

that the centre of mass of the volume is projected onto the centre of mass of the real mammogram. Let

OV = [0, 0, 0] be the origin of the volumeV andOP the origin of the projection plane. Then iff is the

distance between the X-ray sourceS and the projection plane, the X-ray source is positioned such that:

S = [MV x,MV y,−(f − dV z)], (4.3)

whereMV = [MV x,MV y,MV z] is the centre of mass of the volume anddV z is the size of thez

dimension of the volumeV in mm. The origin of the projection planeOP is:

OP = [MV x − MTx,MV x − MTy, dV z], (4.4)

whereMT = [MTx,MTy,MTz] is the centre of mass of the target image (real mammogram).

Regarding the initial orientation of the volume before registration, this is illustrated for the CC view

in Figure 4.2(b). The initial rotation, scaling and shear parameters are set to zero. For the MLO view, the
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(a) (b)

Figure 4.2: (a) Projection geometry used in the registration, showing the X-ray source, the breast volume

V and the projection plane. Before registration the volumeV is positioned such thatf = 660mm. This

is extracted from the DICOM header of the real mammogram. (b)Illustration of the initial position of

the breast volume in V prior to registration for a CC view.

volume is rotated about the y axis (ry=45°), to account for the positioning of the X-ray source andthe

detector and also about the z axis to account for the in-planerotation of the breast that usually occurs in

the MLO view mammograms. We experimentally determined thatan initialisation ofrz=30°produces a

good initial position for the registration. An example of the DRRs generated for one case at iteration 0,

for CC and MLO view registrations, is given in Figure 4.3.

In the next two sections we describe in detail the different similarity measures and optimisation

techniques that we tested in our framework, as part of the work described in [Mertzanidou et al., 2010b].

4.1.1 Similarity measures

As the name of this registration component indicates, the similarity measure provides a quantitative

measure of the similarity between the fixed image and the resampled moving volume, after it has been

transformed (and in our case projected). There are several different similarity measures that can be

used, such asMeanor Sum Squared Differences, (Normalised) Cross Correlation, Gradient Difference,

Gradient Correlation, (Normalised) Mutual Informationetc. The similarity measures that were used in

our experiments are further explained later in this section. The choice of the most appropriate similarity

measure is application-specific. Each one of them has its owncharacteristics that make it most suitable

for a certain registration problem. For example, some perform better in cases where the images have

similar intensity ranges or others when the image intensities are not related with a linear relationship

(like in multimodal registration).

We have seen in the literature review (section 2.6) that authors have used various similarity mea-

sures for 2D/3D registration. Between these, it has been shown that gradient and correlation based

measures perform best. A comparison of different metrics that has been done by Penney et al.

[Penney et al., 1998], showed that apart from Gradient Difference, another metric that performs well
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(a) CC view

(b) MLO view

Figure 4.3: Illustration of the initial position before registration for the (a) CC and (b) MLO view of one

case. Left: Target mammogram in the registration space and right: overlaid with the DRR outline shown

in green, created at iteration 0 of the registration process.

is Pattern Intensity. Nevertheless, this was due to the application of that specific registration task, where

in one of the image there was an interventional instrument present that did not appear in the second

image. Pattern intensity has been proven to be robust to these changes. As in our case there are no

additional objects present in one of the images, the suitability of this similarity measure is not examined.

Instead, since the intensity ranges between the two images are similar for the first set of experiments

(section 4.2.1), apart from the Normalised Cross Correlation and Gradient Difference metrics, we also

tested the performance of Mean Squared Differences. Moreover, we used Mutual Information, which is

a popular measure in multimodal registration. In this case,we do not need to simulate an X-ray at each

iteration of our algorithm, as the relationship between theimages that are compared does not have to be

linear. Instead we use directly a perspective projection ofthe segmented MR volume.

In our first set of experiments, that are further described insection 4.2.1, we have tested the per-

formance of the similarity measures that are most suitable for this 2D/3D registration task, as discussed.

The description of these similarity measures is given below.

Mean Squared Differences (MSD)This similarity measure computes the pixel-wise differences of the

intensities between the two images and returns the mean of these squared differences across the whole

image or the region of interest that is specified. In mathematical terms, for two imagesA andB, this

similarity measure is given by:

MSD(A,B) =
1

N

N∑

i=1

(Ai − Bi)
2, (4.5)

whereAi is the intensity at thei-th pixel in imageA, Bi is thei-th pixel’s intensity in imageB andN

is the number of pixels in the region of the two images that is considered for registration. For a perfect
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registration result, this measure gives a zero value if the intensities in the two images are identical.

This metric is very sensitive to differences in images at alignment and subsequently is only used for

registration of images that come from the same modality, acquired using identical imaging parameters,

and assumes that there is no tissue change between the imaging time points. The purpose of testing the

performance of this metric in our case is that for the first setof experiments, in section 4.2.1, we only

use simulated X-ray images and thus this metric should be able to drive correctly the registration. For

the experiments on real X-ray mammograms this similarity measure is not expected to perform as well.

Normalised Cross Correlation (NCC)This metric assesses the similarity between two images by com-

puting the pixel-wise cross-correlation between them and normalising the result by dividing by the

square-root of the auto-correlation of the two images. The equation for imagesA andB is:

NCC(A,B) =

N∑

i=1

((Ai − A) · (Bi − B))

√∑N
i=1(Ai − A)2 ·

∑N
i=1(Bi − B)2

. (4.6)

whereA andB are the mean values of the intensities in imageA andB respectively. Higher values in

correlation indicate greater similarity and since the result is normalised, a perfect registration result gives

NCC(A,B) = 1.

Normalised cross-correlation is a similarity measure thatis suitable for images that come both from

the same and also from different modalities with a linear intensity relationship, due to the normalisation

done when dividing with the autocorrelations of the images.Although this measure is sensitive to the

presence of additional structures in one of the two images, this case does not appear in any of our

experiments and so this similarity measure is considered tobe appropriate for our task.

Gradient Difference (GD)Gradient-based measures use the gradient instead of the intensity information

of the two images. The gradient images on thex and they direction are computed using the Sobel

operator. More specifically, gradient difference operateson the differences of those gradient images, that

are given from the equations below:

IdiffH(i, j) =
∂A

∂i
− α

∂B

∂i
(4.7)

IdiffV (i, j) =
∂A

∂j
− α

∂B

∂j
, (4.8)

whereA andB are the original images andα is a scaling factor. The gradient difference is then given

from:

GD(A,B) =
∑

i,j

Ah

Ah + (IdiffH(i, j))2
+

∑

i,j

Av

Av + (IdiffV (i, j))2
, (4.9)

whereAv andAh are constants and are equal to the variances of the gradient imagesIdiffV andIdiffH

respectively. As we can see from the above equation, the better the registration of the images, the higher

the value of the similarity measure.

Gradient Difference minimises the effect of the lower spatial frequencies of the images, as the

filtering enables the alignment based on the edges of the structures. This is a desirable property for the

registration of breast images, as we are interested in aligning the fibroglandular structures that create

edges when projected from the 3D volume to 2D.
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Mutual Information (MI) Mutual information estimates the similarity between two images by calcu-

lating their entropy. For a random variableA (that in our case is the image intensity of the image A), the

entropy is given by:

H(A) =
∑

a

pA(a) log pA(a), (4.10)

wherepA(a) is the probability distribution of the intensities in imageA. If the intensities of two images

A andB are independent, then their joint entropyH(A,B) is equal to the sum of their entropiesH(A)

andH(B). Otherwise, the difference between those values can give usa measure of the dependency

between the two images. This measure is called mutual information and it is given by the following

equation:

MI(A,B) = H(A) + H(B) − H(A,B) (4.11)

or alternatively:

MI(A,B) =
∑

a,b

pAB(a, b) log
pAB(a, b)

pA(a)pB(b)
. (4.12)

The higher the mutual information is, the greater the dependency between the two images. The main

characteristic of this measure is that the type of dependency between the two variables does not have to

be specified and that makes it a widely used similarity measure for multimodal registration.

This metric was introduced for image registration by Viola and Wells ([Viola and Wells, 1997],

[Wells et al., 1996]) and [Collignon et al., 1995]. Similar approaches were also proposed at the same

time ([Studholme et al., 1996], [Studholme et al., 1999]). The marginal and joint probability densities

are estimated by drawing a random sample of elementsS and using the following equation:

pA(a) ≈ P ∗(a) =
1

NS

·
∑

sj

K(a − sj) (4.13)

whereK is a window function that integrates to 1 (usually the Gaussian density function) andNS is

the number of the samples used.P ∗(a) is known as the Parzen window density estimate. Finally, the

entropy of variableA is computed using a second intensity sampleR and is given by:

H(a) =
1

NR

·
∑

rj∈R

P ∗(rj) · log P ∗(rj) ≈
1

NR

·
∑

rj∈R

log P ∗(rj), (4.14)

whereNR is the number of samples inR.

Mutual information does not assume a linear relationship between the two images. Therefore, when

using this similarity measure we do not need to simulate an X-ray at each iteration of the registration

(by segmenting the MRI and computing an X-ray attenuation volume), as the two images that will

be compared do not need to have intensities in the same range.Instead, we use a simple perspective

projection of the original MR intensities.

4.1.2 Optimisation

Generally speaking, optimisation is the process of searching for the best element, between a number of

alternatives. In mathematical terms, optimisation techniques aim to maximise or minimise a function

by determining its maximum or minimum value respectively. For every optimisation problem, we need
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to define thefunction, whose extremum we want to locate, thevariablesor parametersthat we vary

during this search and therange of the search space. Optimisation is an iterative process that max-

imises/minimises the defined function by varying the parameters in a specified range and finding the

optimum values.

In the image registration problem, the function is the similarity measure (as discussed in sec-

tion 4.1.1) and the variables are the parameters of the transformation that we use (as described in sec-

tion 2.1). At each iteration of the registration the parameters are updated to give a new instance of the

moving image. This is then compared with the target image andthe result of the similarity measure (cost

function) is passed to the optimiser, where a new iteration begins.

There is a wide range of different optimisation algorithms,such as theGradient Descent, Conju-

gate Gradient, Evolutionary OptimisersandPowell Optimiser. They all have several advantages and

drawbacks and the choice is application specific. When the function does not have a “noisy” behaviour

(rapid changes in certain directions, for small changes of the variables) and the initial position is close

to the total minimum/maximum, then the most commonly used optimiser is the Gradient Descent. The

behaviour of this optimiser is explained in more detail below.

Gradient Descent optimiserThe Gradient Descent optimiser (also known as steepest descent) is search-

ing for a function’s minimum (maximum) by moving towards thenegative (positive) direction of its gra-

dient. We assume that we have an one-dimensional functionf(x) that is defined in a specified range of

x and also its gradient can be calculated (or approximated) inthe same area. Then, the gradient descent

method is based on the fact thatf(x) decreases faster if one moves from a certain pointP to the direc-

tion of the negative gradient of the function at that point. According to this, the optimiser starts from an

initial estimate of the function’s minimum at pointx0 and iteratively updates this position with a new

estimationx1, x2, x3..., wherexi is given from the equation:

xi = xi−1 − ǫi∇f(xi−1), (4.15)

andǫi is a small positive value that defines the step of the optimiser which can change in each iteration.

As f(x) decreases in the direction of its gradient, then for a sequence of pointsxn: f(x0) ≥ f(x1) ≥

f(x2)... etc, corresponding to a number of iterations, the optimisation will converge to a minimum.

In image registration, the function to be minimised/maximised is the similarity measure and the

variables are the transformation parameters. The gradientdescent method is widely used, especially for

metrics that give smoothly variable values for small changes in the parameters of the transformation. In

our experiments, we are using a variation of this optimisation technique, that follows an update scheme

based on a user-definedstep-size. For a set ofX parameters to be optimised, each parameterx is updated

according to:

xi = xi−1 ±
∇f(xi−1)

w(x)
·

step√√√√
X∑

k=1

(
∇f(ki−1)

w(k)
)2

(4.16)

where∇f(x) is the magnitude of the gradient of the similarity measure with respect to parameterx

andw(x) is a scalar weight factor that controls the relative magnitude of the step sizestep for each
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parameter. Thestep size decreases during optimisation if the direction changes, indicating that the

similarity measure is close to the minimum value. The optimisation terminates when the magnitude of

the gradient, for all parameters, is smaller than a pre-defined tolerance value.

The gradient descent optimiser does not perform well for metrics that have either a noisy behaviour,

various local minima or a long narrow valley that leads to theglobal minimum. In these cases we can

use other alternatives, such as an evolutionary optimiser as described below.

Evolutionary Optimiser Evolutionary optimisers approach an optimisation problemin a way that is in-

spired by biological evolution, as their name indicates. Ateach iteration, this optimiser selects randomly

a new position for the variables inside the parameter space.This choice is controlled by a probability

function that is centred at the current value of the variables and it either grows or shrinks, according to

the following update rule:

xt+1 = xt + at · rt (4.17)

at+1 =






at · cgrow, if f(xt+1) < f(xopt)

at · cshrink, otherwise
(4.18)

xopt =






xt+1, if f(xt+1) < f(xopt)

xopt, otherwise
(4.19)

where cgrow, cshrink, a0 and x0 are given as inputs andrt = N(0, I) is a random vector with

isotropic normal distribution of zero mean and one variance. There are several different variations of

the above notation in the literature. In our experiments, weuse the modified version of Styner et al.

[Styner et al., 2000], where the normal density function is updated by using a matrixA that relates to the

covariance matrixΣ = A · AT , instead of a simple scalarat.

Evolutionary optimisers are well-suited for optimisationof functions with noisy and random be-

haviour. In our experiments, we are using this optimiser in combination with the mutual information

(MI) similarity measure, as the gradient descent optimiserdid not perform well with the MI.

4.2 Experiments on simulated mammograms
As a first step of our MRI to X-ray mammography registration study and in order to ensure that the

proposed framework performs reasonably in a simple registration task, we used only simulated X-rays,

rather than real mammograms, as the target images for the following experiments. These simulated

images were created using the method described in chapter 3.This way, the similarity between the

generated DRR at each iteration of the algorithm and the target image is high if the transformation is

recovered correctly. The only difference in the way that thetarget image is created in comparison with

the DRR at each iteration, is that it contains Poisson noise,to account for the the quantum noise that

occurs when photons are emitted from any X-ray source, as discussed in the previous chapter (section

3.4).

In the experiments described below, we used the reprojection error ([Masutani et al., 1997],

[Hipwell et al., 2003]) for evaluation. The main concept is illustrated in Figure 4.4. All the pointspi
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Figure 4.4: Illustration of the reprojection error used by Masutani et al. [Masutani et al., 1997] and

Hipwell et al. [Hipwell et al., 2003] for the evaluation of 2D/3D registration tasks.

in the volume are projected on the 2D plane to give the pointsui, by using the ground truth affine matrix

G. Then, those points are reprojected back into 3D space, producing a lineLi, using the affine matrix

T resulting from the registration process. For each voxel coordinate in the volumePi, the reprojection

distanceDi is equal to the minimum distance of the pointPi to the lineLi. For a perfect registration the

line Li passes throughpi and thus the distance is zero. For the whole volume, the reprojection error is

given by the equation:

D =

√∑N
i=1 D2

i

N
, (4.20)

whereN is the number of voxels in the volume. The use of this metric ismostly suited for vascular

imaging applications, where the imaging object is positioned approximately in the middle of the distance

between the X-ray source and the detector. In mammography the breast is close to the detector, so the

reprojection error gives almost identical results to the 2Ddistance of the points (lesions or landmarks) in

the plane of the detector. Consequently, we later use the 2D distance as the error metric.

In the experiments described in section 4.2.1, the goal was to test different similarity measures

to identify the one that performs best, while we recover a known 3D affine transformation. Then, in

section 4.2.2, we use simulated mammograms generated from real breast compressions, to evaluate how

accurately an affine transformation can approximate the breast compression in a 2D/3D registration task.

4.2.1 Recovering a known affine transformation

The goal of this set of experiments was to examine the performance of several similarity measures (and

optimisers where necessary) in a 2D/3D registration, in order to recover a known 3D affine transfor-

mation of the breast volume. In all the experiments we have used simulated CC view X-rays from the

MR volume. Initially, we applied a known affine transformation to the MRI. This deformed volume

was used to to simulate an X-ray image that would be the targetimage of the registration. The original,

undeformed MRI was used as the source image. These experiments were part of the work described in

[Mertzanidou et al., 2010b].

In these experiments we have used MR images of five patients, described in section A.1. The
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Affine parameter Distribution

translation in X, along plate position Normal,µ = 0, σ = 18mm

translation in Y, direction of the rays Normal,µ = 0, σ = 5mm

translation in Z, closeness Uniform, min = −15mm, max = 15mm

rotation in Y, in-plane Uniform, min = −15◦, max = 15◦

rotation in Z, rolling Uniform, min = −11◦, max = 11◦

scaling in X, expansion Uniform, min = 0.5, max = 0.9

scaling in Y, compression Uniform, min = 1.1, max = 1.5

shear between X and Y axis Normal,µ = 0, σ = 0.25

Table 4.1: Distributions from which we have randomly chosenthe parameters of the affine transforma-

tion, in order to deform the MR volume and create the target images. The coordinate system that we

refer to is shown in Figure 4.5.

MR volumes have voxel dimensions[1.33 × 1.33 × 2.5]mm3 and a coronal slice orientation. The

simulated mammograms have a pixel size of[1 × 1]mm2. Although real mammograms have typically

finer resolution, the simulated ones are limited by the MRI. Given that the MR voxels are not smaller that

1mm at each direction, we have used[1× 1]mm2 for the 2D pixel dimensions. This way we ensure that

the accuracy is not affected, while at the same time the computational cost of the ray casting algorithm

is reduced, as rays are cast from each pixel position to the X-ray source for the mammogram simulation.

The choice of the appropriate affine transformation parameters was done based on the parameters

that were used by Tanner et al. [Tanner et al., 2008] for the construction of breast Statistical Deformation

Models. To approximate the compression of the breast, we used scaling along the two in-plane axes. To

approximate the volume conservation constraint when a breast is compressed, the choice of the scaling

parameters ensured that expansion on one direction leads tocompression by the same amount on the

other direction. The distributions from which we randomly chose the affine parameters are shown in

Table 4.1. These include rolling, in-plane rotation, translation in 3 directions, scaling and shearing. The

coordinate system that these parameters refer to, is illustrated in Figure 4.5.

We have performed in total 40 experiments (5×2×4), for which we have used 5 patients, 2 random

affine transformations per patient from the distributions in Table 4.1 and the 4 similarity measures that

were discussed in section 4.1.1. The choice of two affine transformations was made in order to perform a

certain number of registration tasks that would indicate the similarity measures that are most appropriate

for this task. As the number of available MRIs is five, we consider that 40 registration tasks are adequate

for this first set of experiments. The optimiser used was evolutionary for the Mutual Information and

Gradient Descent for the other metrics. Some representative results for all patients are shown in Figure

4.6. The detailed reprojection error results are given in Table 4.2 for all four similarity measures.

The results on the first set of data indicate that simulating an X-ray image performs better than a

direct projection of the MR intensities and the use of MutualInformation. Both visual and numerical
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Figure 4.5: Illustration of the coordinate system used in the experiments with simulated mammograms

(CC views). The parameters of the affine transformation in Table 4.1 were chosen according to this

coordinate system.

Table 4.2: Reprojection error results (inmm) of the experiments on simulated X-ray data using all four

similarity measures. The experiments were carried out using the MRIs of 5 patients. For every patient,

there were two known affine transformations applied (aff. 1 and aff. 2), as explained in section 4.1.

patient 1 patient 2 patient 3 patient 4 patient 5

aff. 1 aff. 2 aff. 1 aff. 2 aff. 1 aff. 2 aff. 1 aff. 2 aff. 1 aff. 2

before reg. 11.14 11.60 10.14 15.9 24.73 12.39 8.93 15.95 21.77 15.22

after reg.(GD) 1.54 6.55 4.03 1.98 5.91 11.09 0.61 5.76 13.73 1.60

after reg.(NCC) 3.42 1.07 3.57 2.31 6.78 8.69 0.91 5.73 62.4 6.0

after reg.(MSD) 16.54 2.78 16.95 20.3 29.53 13.52 13.73 24.13 17.78 7.34

after reg.(MI) 20.82 40.82 45.94 36.40 50.82 11.26 29.87 29.00 82.25 72.56
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results show that the registration using MI has failed. Between the rest of the three similarity measures,

Normalised Cross Correlation and Gradient Difference performed best. In these two cases, the mean

reprojection error across all 5 patients was reduced from14mm before registration to4.34mm for the

GD and4.27mm for the NCC. We can see in Table 4.2 that for both metrics, the error decreased after

registration for all cases, apart from one (patient 5, affine1). Looking closely at this case in Figure

4.6 (row 5), we can see that this patient has a breast that is almost entirely composed of fatty tissue.

As a result, the registration algorithm is expected to terminate in local minima, since there are few

fibroglandular structures to contribute to the image similarity and so the registration is only affected

by the alignment of the breast boundaries. This case was excluded from the calculation of the mean

reprojection error.

The results in Figure 4.6 demonstrate that GD and NCC performed best. MI is the only metric

that failed to register the images in most of the cases. MSD has not performed as well in general and

the images were in most cases aligned only on the breast boundaries. This is a metric that will not be

useful when using real X-ray mammograms, due to its sensitivity to scaling or offset intensity differences

between the images. In terms of performance, NCC converged in less iterations than the other similarity

measures. The experiments indicate similar performances for the tested similarity measures, as the ones

reported for other 2D/3D registration tasks in the literature (section 2.6).

4.2.2 Recovering a real breast deformation

The goal of this second set of experiments was to evaluate howwell the affine transformation performs

when registering the undeformed MR volume to a simulated X-ray that was created using an MR image

of a real breast compression. In these experiments we used a series of real MR compressions of the breast

from 8 volunteers, described in [Tanner et al., 2011] and section A.2, in the lateral to medial direction.

Figure 4.7 illustrates the images acquired for one volunteer. In our experiments we used the undeformed

MRIs (for the source images) and those that correspond to themaximum amount of compression (to

simulate the target X-ray images). Figure 4.8 shows examples of the MR compression images (volume

sizes:1mm × 1mm × 2.5mm3). The gold standard correspondences in this case were estimated by

manually picking 3D landmarks between the undeformed and the compressed MRI. These experiments

were part of our work described in [Mertzanidou et al., 2010a] and [Mertzanidou et al., 2012a] and they

included the volume preservation constraint.

The mean reprojection error [Hipwell et al., 2003] for theseexperiments was reduced to3.83mm

(with a standard deviation of1.59mm) after registration, from an initial11.58mm (std6.65mm) mis-

alignment. All results are shown in Table 4.3. The results indicate that the affine transformation can give

a clinically useful accuracy when registering 3D volumes toX-rays that have been generated using real

compression images. These are promising results, althoughthe error is expected to be higher when using

real X-ray mammograms, as the similarity between the simulated DRR at each iteration and the target

mammogram will change significantly.
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Patient 1

before MSD NCC GD MI

Patient 2

before MSD NCC GD MI

Patient 3

before MSD NCC GD MI

Patient 4

before MSD NCC GD MI

Patient 5

before MSD NCC GD MI

Figure 4.6: Results of the simulated X-ray mammogram experiments for all patients (1 case per patient).

The images show the intensity differences between the target image and the projection of the source,

before and after registration for all the similarity measures tested (MSD, NCC, GD and MI). For MI the

results are shown using a chequerboard, as the MRI projection is not a simulation of an X-ray and thus

the intensities cannot be directly subtracted from the target image. Each square alternates the intensities

between the two images: the target mammogram and the projection of the source after registration.
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Figure 4.7: Illustration of the real compression MR images acquired for one of the volunteers. The

volume on the left corresponds to the uncompressed breast. The rest of the volumes from left to right

have increased amount of compression applied from the lateral to the medial direction.

Figure 4.8: Coronal slices of the data used for evaluation for 3 volunteers (a)-(c). From left to right in

each image: MRI slice before and after compression.

Table 4.3: Reprojection error (in mm) for the eight volunteers before and after registration.

v1 v2 v3 v4 v5 v6 v7 v8 mean std

before reg. 5.87 20.1 17.69 19.85 4.01 8.6 5.97 10.56 11.58 6.65

after reg. 2.67 6.24 5.96 3.83 1.52 4.0 2.98 3.49 3.83 1.59

after reg. (std) 1.9 2.4 3.2 1.1 0.6 1.9 1.4 1.8 - -

after reg. (max) 6.6 9.9 12.1 5.2 2.6 7.6 5.3 7.2 - -
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4.3 Experiments on real mammograms

In the following sections we present the results of the volume-preserving affine transformation model on

the registration between real MR and X-ray images. Determining gold standard correspondences in real

cases is not a trivial task and therefore requires the expertopinion of radiologists. The following sections

describe in detail the experiments carried out on two different datasets. There is also a clinical validation

experiment that was carried out as part of the HAMAM project [HAMAM, 2012] in collaboration with

other partners. This is described in appendix C.

4.3.1 Validation using visual assessment on digitised mammograms

Our algorithm was initially tested on MR images and digitised film mammograms (CC views) of a

dataset of five subjects from a high-risk population (section A.1). As gold standard correspondences

were not available for this dataset, the results were evaluated visually. Figure 4.9 shows the registration

results. Although we cannot obtain a quantitative validation, we can see that the similarity between the

real mammogram and the projection of the source volume afterregistration has greatly improved, with

the breast volume expanding to the medial and lateral direction. These experiments were part of the

work described in [Mertzanidou et al., 2010a].

4.3.2 Validation using radiologists’ annotations on FFDM

In these experiments we used clinical datasets of MRIs and FFDMs (section A.3), both CC and MLO

views, that were acquired approximately at the same time point1. The voxel resolution of the MRIs

varied, as the images were acquired from three different scanners. The majority had a resolution of

either[0.9×0.9×1.0]mm3 or [0.6×0.6×1.3]mm3; whilst one had a resolution of[0.7×0.7×2]mm3.

The original resolution of the X-ray mammograms was[0.1 × 0.1]mm2 for all of the cases apart from

one that was[0.085 × 0.085]mm2; they were subsampled by a factor of 10 for registration to match the

MRI resolution and reduce the computational cost associated with the ray-casting.

The patients had a range of different pathologies. One of thepatients had an MR and X-ray com-

patible clip inserted after breast biopsy (section A.4.1).This was used as ground truth correspondence.

The rest of the patients had clearly visible findings in both modalities. These were annotated and the

annotations were used as gold standard correspondences forvalidation. For the annotated data, the MR

findings were marked using one or multiple spheres, while theX-ray images using either a disk, or more

frequently a free-form shape defining the outline of the finding.

As it is generally harder to annotate the 3D images accurately, the spheres did not always represent

the finding’s actual volume, but were rather centred around it. As a result we consider as the most

appropriate error metric the distance between the centres of the annotated regions. In all the results

shown below, the registration error is the 2D Euclidean distance between the centres of mass of the X-ray

annotation and the projection of the MR annotation, after being deformed with an affine transformation.

For validation we have performed in total 113 registration tasks, including both CC (n = 55) and

MLO (n = 58) view mammograms. These came from 49 patients, some of whichhad multiple studies

1In most of the cases these were acquired the same day, overall within a month.
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Figure 4.9: Registration results on real data (5 cases, one per row). From left to right: projection of the

source volume before registration, after registration andreal X-ray mammogram. The red cross indicates

the position of a corresponding coordinate in each image.
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Figure 4.10: Histogram of the registration errors calculated from 113 registration tasks. In red is shown

the median value (13.1mm) and in green the outliers.

of MRI and X-ray mammogram pairs acquired at different times. The total histogram of the registration

errors is given in Figure 4.10. The median registration error including all cases is13.1mm. As it can

also be seen in the histogram, for a limited number of cases (n = 3), the registration was not successful

for reasons that are further discussed below. We consider these cases as outliers. The percentage of the

registrations that had an error larger than30mm is 2%. Using the median instead of the mean value

is more informative of the registration error’s central tendency, as it represents better the value around

which the majority of the registration errors are clustered. The outliers affect the computation of the

mean error value, while the median is less sensitive to theirpresence.

Figure 4.11 shows the distributions of the registration errors for the CC and MLO view mammo-

grams separately. The histograms and the median values illustrate that overall the algorithm is slightly

less accurate for the MLO view, although the difference between the two median values is negligible

(12.9mm for the CC and13.5mm for the MLO view).

Figures 4.12 and 4.13 illustrate the results for 3 patients (6 registrations), for which the registration

was considered to perform well. In the first two cases it is clear that the appearance of the lesion shape in

the two modalities varies significantly. We can also see thateven in cases where the error inmm seems

rather high (Figure 4.12(a):14.43mm and Figure 4.13:9.96mm), there is still an overlap between the

two annotations and the registration result can give a good indication about the location of the lesion on

the X-ray.

The results of two cases for which the registration did not perform well are shown in Figure 4.14.

Figure 4.15 shows the two corresponding MR volumes to illustrate the difficulty in registering these

lesions.

As we can see in the figures illustrating the results, the annotation of the projected MR lesion is

generally larger than the corresponding annotation in the X-ray mammogram. Overall, the mean radius
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Figure 4.11: Histograms of the registration errors of Figure 4.10, displayed individually for the CC and

MLO views. Whilst the median error for MLO mammograms is marginally higher than for CC view

mammograms (13.5mm versus12.9mm as indicated in red) the distribution of these errors is broadly

similar.

(a) Patient 1 (b) Patient 2

Figure 4.12: CC (on the left) and MLO (on the right) mammogramof patients 1 and 2. The X-ray

mammogram annotation is shown in red and the projection of the MR annotation in green. (a) Patient

1 was diagnosed with an Invasive Ductal Carcinoma; the registration error is8.12mm for the CC and

14.43mm for the MLO view. (b) Patient 2 diagnosed with Ductal Carcinoma In Situ; the registration

error is6.85mm for the CC and2.63mm for the MLO view.
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(a) (b)

Figure 4.13: Registration result for CC (on the left) and MLO(on the right) mammograms of patient 3.

(a) illustrates the raw mammograms and (b) the registered DRRs. A magnification view is given for both

views on the bottom right corner of the raw mammograms. The evaluation in this case was done using

the clip location. The clip is2mm long as displayed in the magnification view; the location in the X-ray

mammogram is illustrated by the high intensity region (red arrow) and the projection of the clip location

in the MR is shown in green (green arrow). The registration error is 9.9mm for the CC and7.7mm for

the MLO view.

Figure 4.14: Two cases for which the registration error was high. CC view of patient 4 (error28.45mm)

and MLO view of patient 5 (error20.24mm), both diagnosed with Invasive Ductal Carcinoma. The

corresponding MR volumes and annotations are shown in Figure 4.15.
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Figure 4.15: Corresponding MRIs and annotations of the patients illustrated in Figure 4.14. Patient 4

(left) and patient 5 (right).

of the MR lesions is11.7mm, while that of the X-ray annotations is9.9mm. This small difference in

size can be caused by the difficulty in annotating the 3D volumes as discussed above, and the different

contrast mechanisms in MRI and X-ray. When the MR lesions are projected into 2D after transformation,

the mean radius of these areas is15.9mm. This increase in size is expected from the global affine

transformation model, since the lesions are not modelled separately as rigid objects. Therefore, although

their volume is preserved, an expansion of the breast in the medial-lateral direction (for a CC view)

would result in an expansion of the mean radius of the lesion when this is projected into 2D.

Overall, the main characteristic of the cases where the registration did not perform well are patients

with large fatty breasts and cases with large, irregular-shaped lesions. In our experiments, the results did

not show any correlation between the breast density or size and the registration error. Nevertheless, the

analysis of the cases that had errors larger than25mm showed that seven out of nine cases were large

breasts. Their mean volume size was 46% larger than the mean breast size of all cases (1.55 · 106mm3

against1.06 · 106mm3). Moreover, five of these cases were also fatty breasts, withan average of 76%

by volume of fatty tissue; the range for all the breast volumes in the dataset is 58%-78% (mean: 71%).

For the case of very fatty breasts, there is not enough information (ie. glandular tissue) to drive the

registration and subsequently the optimisation is more likely to terminate in local minima. The regis-

tration of these cases is of less clinical importance, as forthe radiologists establishing correspondences

between the images is more challenging in cases of dense rather than fatty breasts. We also expect the

affine transformation assumption to be less accurate for thelarge-size breasts, as in these cases the breast

undergoes large anisotropic deformations that cannot be approximated accurately by our affine transfor-

mation model. Finally, we consider that the cases with largeirregular-shaped lesions are not suitable for

validation, since the contrast mechanisms are different between the two modalities and hence the lesion

appearance differs significantly between them; as a result,their centres of mass would not necessarily

correspond.

Although not suitable for validation, if accurate alignment of large lesions is possible, then we can

extract useful information regarding tumour heterogeneity that could be useful for therapy planning and
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Figure 4.16: Two MLO view mammograms that were excluded fromvalidation, because the lesion

annotation was too large.

response to treatment.

One of the main issues that arises from the validation of thisalignment task on clinical cases, is

how the gold standard correspondences between the two images are determined. Although in clinics

the registration would only be useful to the radiologists incases where lesions are not easily identified

in both modalities, clearly visible lesion cases are used inthis study to provide quantitative results.

Nevertheless, due to the different nature of the images involved, the appearance of a lesion in a projection

X-ray mammogram differs significantly from the enhanced 3D area in the MRI. Moreover it is not always

straightforward to identify the lesion boundaries. Consequently, the 2D Euclidean distance could give

results that are not representative of the actual correspondence. We believe that the cases that would be

best suited for validation are the ones with small lesions orclip data, as the one displayed in Figure 4.13.

The total number of clinical cases that we originally had access to was 76 patients. From these, we

excluded from validation the ones that had artifacts. For example, we excluded those that had annotation

problems (8 cases), either because of lesions that were mis-matched between the MRI and the X-ray

mammogram, or because of very large lesion annotations likethe ones shown in Figure 4.16, as the

Euclidean distance is not meaningful for these patients. There were also 4 cases excluded for which our

breast segmentation carried out before registration failed to produce reasonable results around the chest

wall, due to non-clearly defined boundaries between the pectoral muscle and the breast tissue.

The rest of the patients that were excluded from validation are patients with breast folding artifacts

in the MRI. Two examples of these cases are shown in Figure 4.17. We found that for a large number

of cases the breast was significantly deformed in the MRI. Onereason why folding was so frequent in

our dataset is that, according to the protocol of the clinic,women were advised to wear t-shirts during

MRI acquisition to limit subtraction artifacts coming frommotion of the breast before and after the

injection of the contrast agent. Furthermore, a light breast compression was also sometimes applied, to

reduce motion. As a result, this can cause folding artifactsin the MRI, particularly for large breasts. Our

algorithm cannot compensate for folding of the breast and webelieve these cases will also be problematic

for previously published methods which attempt to deform the breast volume from the prone position

to the compression between two plates. Subsequently these cases were excluded from validation. An
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Figure 4.17: The MRIs of two patients with large folding artifacts. These cases were excluded from

validation.

alternative option for reducing breast motion artifacts without introducing folding would be volume

registration between the pre- and the post-contrast image [Rueckert et al., 1999].

As our algorithm does not require significant manual interaction, we ran the registrations for all the

above cases. The histogram of the registration errors is shown in Figure 4.18. We also display in the

same figure the histogram of the cases used for validation andthe total histogram for comparison. We

can see from the plots that the errors for the cases that contained artifacts are spread equally throughout

the total error range and account for all the errors that are larger than45mm. These experiments were

part of the work described in [Mertzanidou et al., 2012a].

4.4 Discussion

In this chapter we have described in detail our registrationframework and the experiments carried out

using the volume-preserving affine transformation model toapproximate the breast deformation when

compressed by two plates. This is the first method proposed that uses the structures within the breast

for alignment, rather than surrogates based on breast outline or nipple position, and that has been

tested on a meaningfully large number of datasets. Its main advantages are the ability to be easily

integrated in clinics and also to provide reproducible results with minimal pre-processing interaction.

The only interactive step is selecting landmarks on the pectoral muscle boundary. With an alterna-

tive automated method incorporated for pectoral muscle delineation, such as that recently proposed by

[Gubern-Merida et al., 2011], the pipeline would be fully automated. For each registration, the algo-

rithm requires around 20 minutes, on a single core,64 − bit machine, with a2.8GHz processor. We

believe that this can be further improved with a GPU-based ray-casting algorithm, as this part is the most

computationally expensive component.

The experiments on simulated data indicate that a simple affine transformation model can approxi-

mate a real breast compression in a 2D/3D registration task with a mean error of3.83mm, when tested on

eight cases. These results are promising for demonstratingthe suitability of the affine transformation for

this task, however these cases contain limited rotation, shear and more complex non-rigid deformations
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Figure 4.18: Total histogram of the registration errors. Inred are shown the cases that were excluded

from validation due to artifacts. The histogram in green corresponds to the cases used for validation and

is the same as in Figure 4.10. The total histogram of all casesis shown in blue.

which we expect from many real mammographic compressions.

The results of 113 registration tasks on clinical cases showthat our algorithm can be applied in

clinical practice giving useful accuracy (median13.1mm). The results show a comparable accuracy to

patient-specific biomechanical modelling ([Hopp et al., 2012], mean11.8mm). Nevertheless we cannot

directly compare the two statistics as the two techniques were tested on different data sets. In future

work it would be beneficial to compare our method with patient-specific biomechanical modelling on the

same dataset for a more rigorous comparison, as the accuracycan vary with breast shape, size and the

pathology or other features used for validation. In chapter6 we present experimental results on a smaller

dataset, where the affine transformation is compared against a personalised FEM-based transformation

model.

The experiments in this chapter give us an indication of the problems associated with the 2D/3D

registration process and the limitations of affine transformations. These are caused by the fact that

registration is driven by the similarity measure that is calculated in 2D and thus any displacements in the

direction of the projection cannot be recovered (there are multiple 3D deformations that will generate

identical projections/DRRs). This difference in dimensionality when using a 2D cost function to optimise

a 3D transformation, is also the reason why the registrationis prone to terminate in local minima. The

low number of degrees of freedom make this algorithm less likely to be trapped in local minima and

this is a principle that we take into account in our next approach, when using a different transformation

model.

The next two chapters explain in detail how we incorporate prior knowledge about the breast de-

formation inside the transformation model. The new models are expected to achieve better registration

accuracy, by constraining the transformation to the set of plausible deformations.



Chapter 5

MRI to X-ray registration using an ellipsoidal

breast model

The main difficulty associated with the MRI to X-ray mammography registration task is the large defor-

mation of the breast between the two different image acquisitions. Women are lying prone in the MR

scanner, while they are standing, with their breast compressed between two plates, to obtain an X-ray

mammogram. This complex deformation was approximated so far using an affine transformation. In this

chapter we present a new approach that uses biomechanical modelling to simulate breast compressions

and then incorporate them into a new transformation model that can be used for registration.

We propose the use of an ellipsoidal breast model to approximate the average breast shape and we

use biomechanically simulated compressions to learn the deformations that occur during mammogram

acquisition. By varying the parameters of the simulations,we simulate a wide range of compressions

and then use Principal Component Analysis (PCA) to extract the main modes of variation. During

registration, we optimise the coefficients of these modes and the parameters that define the initial position

of the breast before compression. The proposed transformation parametrises the deformation into a lower

dimensional space and captures the complex mammographic plate compression in only eleven degrees

of freedom. This method has the advantage of using a transformation model with a low number of

parameters, that is learnt using physically realistic breast deformations, instead of a geometrical model.

Firstly, we discuss the types of Statistical Deformation Models proposed in the literature (section

5.1) and then we describe the use of the proposed mean ellipsoidal breast model (section 5.2). The mam-

mographic compression simulations are discussed in section 5.3 and the extraction of the main modes of

variation in section 5.4. The modified, non-rigid registration framework is presented in section 5.5 and

the experiments used for validation in section 5.6. Finally, section 5.7 contains the discussion.

5.1 Breast Statistical Deformation Models

The goal of our work in this chapter is to create a large numberof plausible deformations that occur

during mammographic compression and then use these to extract the main modes of variation. In our

approach the deformations are generated from biomechanically simulated compressions. To generate

these simulations we need to use a breast model (for the geometry) and a series of model parameters that
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(a) (b) (c)

Figure 5.1: (a) MRI of patient p1; this is chosen as the space where all deformations are mapped for

the SDM. (b) MRI of another patient p2 used for the construction of the SDM. Initially compressions

are applied to all patients and then these are mapped to p1, where PCA will be used to extract the main

modes of variation. (c) Deformed MRI of p1, after applying the displacement field of p2, mapped into

the space of p1 using an affine registration. The anomalous shape of the breast in (c) is caused by the

large difference in breast shape between p1 and p2 (particularly obvious in the coronal view) which is

not compensated for by the affine registration.

define the boundary conditions and the mechanical properties of tissues.

Regarding the breast model, there are different approachesthat can be used. Tanner et al. have

followed a population-based approach [Tanner et al., 2009], where the breast compressions are applied

to the MR volumes of 20 different patients. The deformation fields are then mapped into a common

space of a patient’s breast that is selected as reference. The assumption is that this breast has an average

size and shape. The mapping into a common space is essential,as we aim to extract the main modes of

variation of the deformation resulting from the simulated compression, rather than the breast shape vari-

ation across subjects. In the original Active Shape [Cooteset al., 1995] and Active Appearance Models

[Cootes et al., 2001] this mapping is done using a set of points that represent corresponding anatomical

locations, which are used to warp the images. For breast MRIsthat come from different patients, there

are no anatomical features, other than the nipple position,that can be used as corresponding locations.

Tanner et al. have proposed an affine intensity-based registration of the breast MR binary masks for this

mapping. Our experiments showed some issues associated with this method. These arise from the fact

that breast shape variation across patients is large. The artifacts occur when the displacement fields cor-

responding to one patient are mapped onto another. An example image illustrating this effect is shown

in Figure 5.1.

As an alternative to the population-based approach, the breast model can be extracted from the MR

volume of a specific patient. This means that a new breast model needs to be created for each one of

the MRI/X-ray registration tasks. In this case, all the breast compressions are applied in the same space

of this particular patient. This is clearly illustrated in Figure 5.2, which summarises the differences

between population- and patient-based approaches. The patient-specific approach has the advantage of

using the exact geometry of the subject of interest for the simulations, while avoiding the mapping of

the deformation fields both before and after performing PCA.Nevertheless, the need of repeating this
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Figure 5.2: To create an SDM model, the population-based approach uses the two mapping processes

illustrated.M1 is used to map the deformation fields from the individual patients in the training set to

the common space of one selected patient. PCA analysis is performed in space B of this selected patient.

M2 is used to map the extracted components to the new patient space. The patient-specific methods do

not use any mapping process, as spaces A, B and C are the same and they change for each individual

case. The ellipsoidal method proposed in this chapter uses only M2, as space A and B are the space of

the mean ellipsoid.

process in a patient-by-patient basis is the main drawback of this technique.

5.2 An ellipsoidal breast model

In the approach followed in this chapter the breast geometrymodel is created from an ellipsoidal shape

that approximates the average breast size and shape. More specifically, we are using half of an ellipsoid,

whose dimensions are calculated from a population of 20 MR breast images. This approach has the

advantage of using the same space for all the simulated compressions. Therefore, artifacts such as those

created by the population-based model and illustrated in Figure 5.1 are avoided. Moreover, the modelling

and PCA analysis are only performed once for all patients, asopposed to being repeated for each subject

in the patient-specific approach. However both in population-based and in our approach, the extracted

modes of variation still need to be mapped onto each patient’s space for the MRI to X-ray registration

(Figure 5.2). Although this can cause problems for patientswith breasts asymmetries, these artifacts will

only occur for this subset of patients, while in the population-based approach these are applied to all

patients, because they are incorporated in the modes of variation, as they occur before the PCA analysis.

Below we describe in detail the process of creating a geometry model for the ellipsoidal case. The

geometry of an ellipsoidal shape is given by:

x2

a2
+

y2

b2
+

z2

c2
= 1 (5.1)

wherea and b are the equatorial radii andc is the polar radius, shown in Figure 5.3(a). The radii

are extracted from a population of 20 breast MR images (appendix A.1), using the the mean values.

The computed values area = b = 60mm andc = 160mm. The image is sampled at a resolution of

[1×1×1]mm3, which is similar to a typical resolution of an MR scanner that is used for mammography.

The next step in the modelling process is meshing. To extractthe surface mesh, we are using the

VTK1 implementation of the marching cubes algorithm [Lorensen and Cline, 1987]. The tetrahedral

1http://www.vtk.org/
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(a) (b)

Figure 5.3: (a) Image of the ellipsoid used for modelling and(b) its extracted mesh showing the ellipsoid

between two plates, before compression.

elements are extracted using the open-source software package TetGen2. The final model consists of

3, 535 nodes and12, 056 elements. Figure 5.3(b) shows the extracted mesh.

5.3 Mammographic compression simulation

For the biomechanical compression simulations, we use a homogeneous transversely isotropic hypere-

lastic material [Han et al., 2012]. As we use one geometricalmodel that is applied to all patients, we only

consider one material and do not assign different material properties to the fibroglandular and the fatty

tissue. We also include anisotropy to account for the reinforcement of biomechanical properties from

fiber-like connective tissues in preferred directions [Tanner et al., 2011]. We therefore allow the breast

to expand more in the Medial-Lateral (ML) direction, than inthe Anterior-Posterior (AP), for a CC view

compression. This approach can be further justified by the fact that the breast is already extended more

in the AP direction due to gravity, as the MRI is acquired in the prone position.

To create a range of different compression configurations, we vary the amount of compression, the

ratio of tissue enhancement coefficient (anisotropy) and the Poisson’s ratio, that controls the amount of

breast volume change. For each compression the parameters are chosen randomly from the distributions

shown in Table 5.1 that are taken from the literature ([Tanner et al., 2009], [Tanner et al., 2011]). The

amount of compression refers to the displacement of the plates during compression. Therefore, this

is 0% before compression and it would be 100% for a maximum compression, if there was no breast

between them and the position of the two plates coincided.

At this stage, we do not vary the parameters that define the original position of the breast before

compression. The pose that is defined from possible rotations and translations of the volume will be

optimised inside the iterative registration process.

For the boundary conditions, we constrain the nodes that areclose to the chest wall along the

Anterior-Posterior (AP) direction, but allow unconstrained movement of the nodes in the other two di-

2http://tetgen.berlios.de/
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Table 5.1: Parameters that vary between the different compressions and their distributions.

Parameter Distribution

Amount of compression Normal (µ = 55%, std = 4%)

Poisson’s ratio Uniform [0.45, 0.498]

Ratio of tissue enhancement coefficient Uniform [1, 512]

(a) (b)

Figure 5.4: (a) The ellipsoid image superimposed with the displacement field extracted from a compres-

sion simulation and (b) the corresponding mesh under compression.

rections. As we use half an ellipsoid it is straight-forwardto extract the nodes that are close to the

chest wall, as they lie on a plane. To simulate the compressions, we apply displacements on two contact

plates and use a GPU implementation3 of an explicit Finite Element (FE) solver [Taylor et al., 2009].

The contact model avoids artifacts on the breast surface that can be caused when applying individual

displacements on the surface nodes [Ruiter, 2003]. Furtherexplanations of the different techniques that

model plate compression are given in the next chapter, section 6.1.3, where breast biomechanical mod-

elling is discussed in more detail. Figure 5.4 shows an example of a compression applied on the ellipsoid

to simulate a mammographic CC view compression.

5.4 Building a deformation model using PCA

After simulating a range of compressions on the ellipsoid model (we have usedn = 100), the next

step is learning the ellipsoid breast deformations using PCA. Each deformation vectorDi consists of the

concatenation of the displacementsd in theX, Y andZ directions on a regular grid across the volume.

We are using a regular spacing of2mm across all three directions. Subsampling the deformation fields

has a significant benefit in the computational cost of the eigenanalysis that follows. For a total number

of m points in the grid:

Di = (d1, ..., d3m) (5.2)

3http://niftysim.sourceforge.net/
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(a) original (left) and after mean def. (right)) (b) mean±3σ1, first mode

(c) mean±3σ2, second mode (d) mean±3σ3, third mode

Figure 5.5: Illustration of the ellipsoidal image when varying the first three principal components. For

each one of the four squares the top row corresponds to the coronal view and the bottom to the axial.

A superimposed pattern is used for each view for better visualisation of the deformations. The first

component (b) shows the effect of varying the amount of compression, the second (c) the anisotropy

ratio (notice change in extension in the axial view) and the third (d) the breast shape under compression

(notice the breast shape in the coronal view).

In a similar way to [Cootes et al., 2001], PCA is used to extract the main modes of variation and approx-

imate any deformation fieldD by:

D = D̂ + P · b (5.3)

whereD̂ is the mean deformation field,P is the matrix of the firstt principal components (eigenvectors)

and b is a vector of weights for each one of thet eigenvectors used. The eigenvectorsei and their

corresponding eigenvaluesλi are extracted from the covariance matrix:

S =
1

n

n∑

i=1

(Di − D̂)(Di − D̂)T (5.4)

Figure 5.5 shows the the effect of varying the first 3 principal components of the learnt deformations.

The resulting displacement fields that represent the mean deformation and the deviations from it can

then be mapped onto the MRI of a new patient. The mapping is done using a registration that includes

scaling and translation between the binary masks of the ellipsoid model and the patient’s MRI. As we



5.5. Non-rigid registration framework 84

Table 5.2: Overview of the proposed framework that uses an ellipsoidal breast model and biomechani-

cally simulated compressions.

Once for 1. Extract the mean dimensions of an ellipsoid, from a

all patients population of breast MRIs

before 2. Simulate compressions on the ellipsoidal model

registration 3. Extract the mean deformation and the main modes of variation

using PCA

Once 1. Map the PCA components to the new patient

for each 2. Segment the pre-contrast MR to fibroglandular tissue & fat

patient 3. Simulate a volume corresponding to X-ray attenuation

Iterative X-ray mammogram:target, X-ray attenuation volume:moving

registration 1. Cast rays through the transformedmovingimage

process 2. Calculate the similarity measure in 2D between

the real and the simulated mammogram

3. Update the 3D transformation parameters, according to the derivative of

the similarity

4. Go to step (1) until convergence

saw in Figure 5.2, an advantage of using the ellipsoidal model is that this mapping process is only done

once, after performing the PCA and extracting the main components. When using a population model,

all breast shapes need to be mapped to the same space and giventheir large variability and the lack of

anatomical correspondences, the registrations of the deformation fields can cause significant artifacts.

As a result, these artifacts then cannot be excluded and theyappear in the main PCA components.

5.5 Non-rigid registration framework

In this section we use the deformations that were learnt as part of our transformation model. The general

registration framework remains the same as illustrated before in Figure 4.1. The only differences, as

opposed to the processes described in chapter 4, are the transformation used and the way the transforma-

tion is combined with the ray-casting. These are further analysed below. Table 5.2 gives an overview of

all the steps involved in the registration framework. It is given here in order to combine the information

of all the methods described so far and summarise the complete process. Apart from the main regis-

tration process that is updated iteratively, the frameworkconsists of two more parts that are performed

in advance, off-line. The first is the PCA analysis, explained in section 5.4 that needs to be done only

once. The second part, also performed before registration,needs to be repeated for each patient and is

explained further below.

Before registration, we simulate the X-ray attenuation volume from the pre-contrast MRI, with

the method discussed in chapter 3. Another step that is performed off-line is the mapping of the PCA



5.5. Non-rigid registration framework 85

(a) (b)

Figure 5.6: (a) An example of an X-ray attenuation volume superimposed with the displacement field of

the mean PCA component and (b) the same volume after the mean deformation.

components to the new patient space, as the analysis was carried out in the ellipsoidal model space. The

mapping is done using a registration between the binary masks of the ellipsoid and the patient’s MRI.

The updated parameters are translations and anisotropic scaling factors along the three axes.

Scaling the deformation fields assumes a linear relationship between the deformations of the ellip-

soidal shape and the ones of the real patient. However, it is known that the breast undergoes non-linear

deformations when it is being compressed. As a result, scaling only gives an approximation for the map-

ping between the ellipsoid and the patients’ space. Nevertheless, as the dimensions of the ellipsoid are

extracted from real MR images, our hypothesis is that the dimensions represent the average population

and that the error introduced by this simplification is not significant for the majority of cases, apart from

very small and particularly very large breasts.

Figure 5.6 shows an example of a patient’s X-ray attenuationvolume after being deformed with

the mean component of the PCA analysis. Note that the deformation field is defined even outside the

breast volume. All the principal components were extrapolated using B-splines, so that the displacement

fields vary smoothly outside the breast shape. We followed this technique because the mapping from

the ellipsoidal model to the patient’s breast did not alwaysensure that all the breast volume is inside the

boundaries of the ellipsoid. With this approach we avoid losing information around the breast surface

from any breast voxels that are not included inside the ellipsoidal shape.

We propose a transformation model that consists of two parts, rigid and non-rigid. The rigid-

body transformation determines the initial position of thebreast on the detector, before compression. It

includes three translations in all directions and two rotations; one for the rotation about the Anterior-

Posterior axis of the breast (rolling) and one for the rotation about the Superior-Inferior axis (in-plane).

The total number of degrees of freedom introduced by the rigid-body transformation is five:

dofrigid = dofrotations + doftranslations = 2 + 3 = 5 (5.5)

For the non-rigid part of the transformation, we use the PCA components that are extracted from



5.5. Non-rigid registration framework 86

the ellipsoid deformations in the previous section. As we have already seen, each one of the defor-

mation componentsDj is mapped onto the new patient space. In other words, the componentDj is a

three-dimensional image, of the same size as the X-ray attenuation volume, that contains for each voxel

positionxi a vector with the learnt displacements along the three axesX, Y andZ. The parameters of

the non-rigid transformation that are optimised inside theregistration framework are the scalar weights

bj of each one of them components used in the transformation. As we have seen before and given that

|bj | ≤ ±3σj , a new deformation instance can be expressed as a linear combination of the deformation

components. Consequently, the non-rigid transformation of a pointxi is given by the positionxi plus

the deformation defined by the mean and the weighted deformation components:

Tnon−rigid(xi) = xi + D̂i + b1 · D
i
1 + b2 · D

i
2 + ... + bm · Di

m (5.6)

As we can see in the above equation, the non-rigid transformation model containsm degrees of

freedom:

dofnon−rigid = {b1, b2, ..., bm} = m (5.7)

The choice of the optimal number of deformation componentsm is usually performed according to the

percentage of the variation captured by that number of components. For example, as the variance of each

component is given by the corresponding eigenvalue, then using m components means that the model

has the flexibility to capture the following percentage of the data:
m∑

i=1

λi

t∑
i=1

λi

× 100%, (5.8)

wheret is the total number of components.

Our proposed transformation model (with both the rigid and the non-rigid components) has a total

number of degrees of freedom that is:

doftotal = dofnon−rigid + dofrigid + dofmapping = m + 5 + 3 = m + 8 (5.9)

wheredofmapping refers to the three degrees of freedom of the scaling factorsthat are applied to the

displacement fields, when these are mapped from the ellipsoid to the new patient space.

To combine efficiently the two types of transformation with the ray-casting algorithm we use the

following technique. As we have discussed before for the affine transformation model, it is not compu-

tationally efficient to resample the 3D volume into the transformed position and then run the ray-casting

algorithm on the new volume grid. Instead, the transformation is performed as the ray transverses the

3D grid of the undeformed, moving volume. More specifically,during the registration process, we use

ray-casting from the 2D target space through the 3D grid of the moving image and integrate the inten-

sities of each transformed intersection of the ray with the 3D grid. In other words, we first compute the

intersections of the ray with the 3D grid of the moving volume, then transform them using the combi-

nation of rigid and non-rigid transformations and finally integrate the intensities that correspond to the

transformed intersections. This way we avoid an extra 3D interpolation of the transformed 3D volume

that would add computational cost and introduce additionalsampling errors.
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Table 5.3: Registration error (in mm) of this method (Ellipsoid-Statistical Deformation Model, E-SDM)

and comparison with the volume-preserving affine transformation.

p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 mean

E-SDM CC 7.8 14.0 9.7 5.7 9.3 13.7 6.2 12.3 24.4 24.3 9.8

Affine CC 1.9 14.2 12.6 12.0 28.3 15.1 28.5 14.6 39.1 28.3 15.9

To combine the rigid and non-rigid transformation parts, itis important to respect the order that

the different transformations occur, in order to avoid artifacts. As the transformation is defined from the

compressedto theuncompressedbreast space, the transformation of each point is describedby equation

5.10. For a pointxi the transformation is given by:

T (xi) = T2rigid(Tnon−rigid(T1rigid(xi))) (5.10)

whereTnon−rigid is given by equation 5.6 and:

T1rigid(xi) = Ttranslation(Rin−plane(xi)) (5.11)

T2rigid(xi) = Rrolling(xi) (5.12)

The initial position of the X-ray attenuation volume beforeregistration ensures that the centres of

mass of the X-ray mammogram and the simulated DRR coincide, as we saw in the previous chapter

for the affine transformation model. Furthermore, the initialisation of the rotations for a CC and MLO

view registration is the same. At iteration zero of the registration the mean component is applied to the

volume, while the weights of the other components are all initialised to zero.

5.6 Experiments
For validation we used MRIs and CC view X-ray mammograms of 10patients that were acquired approx-

imately at the same time point (a subset of those described insection A.3). The patient group was differ-

ent to that used to extract the mean ellipsoid dimensions (section A.1). As before, the registration error is

the 2D Euclidean distance between the centres of the X-ray annotation and the projection of the MR an-

notation, after being deformed, first with our method and then following an affine transformation (chapter

4) for comparison. These experiments were part of the work described in [Mertzanidou et al., 2011].

In these experiments we used 3 PCA components, so the total number of degrees of freedom was

11. This choice was done experimentally and as a trade-off between the percentage of the deformations

explained by the components and the computational time. Ourexperiments showed that the use of more

components has a negligible effect in the final registrationposition and the quantitative results did not

improve. More specifically, three components explain 52% ofthe data, while for example the use of ten

components, that explains 63% of the data, provides very similar breast deformations compared to the

three components but it significantly increases the computational cost. These values are illustrated in

Figure 5.7.
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Figure 5.7: Illustration of the percentage of the variationcaptured byN number of PCA components.

Three components (red) explain 52% of the data, while ten components (green) explain 63%.

A summary of the results is given in Table 5.3. Overall, and excluding the two last cases where the

registration failed, our method outperformed the affine transformation by severalmm in all cases, apart

from one (p1). Figures 5.8 and 5.9 illustrate the results on 4cases. We can see that the projection of the

MR finding was close to the X-ray annotation and even in cases where the distance was rather high (eg.

p2 = 14mm), the projection was still inside the annotated X-ray area,shown in green. In all eight cases

the projected MR annotation mask overlapped with that of theX-ray and the mean registration error was

9.8mm, as opposed to15.9mm for the affine.

The two cases that gave very high errors are shown in Figure 5.10 together with the MRI annota-

tions, to illustrate the difficulty in registering these findings. As we can see, p9 has a finding that is very

close to the pectoral muscle. Our ellipsoidal model is expected to perform less well for lesions that are

so close to the chest wall.

The main characteristic of the second failure case (p10), which is illustrated in Figure 5.10(b) is that

this is a large breast. Our ellipsoidal model is expected to be less accurate for very large breasts, since

the deformations they undergo are highly complex and non-linear. The approximation that we use when

scaling the deformation fields in order to map them on the new patient is more likely to cause larger

errors for larger breasts.

For the MLO view registrations, our ellipsoidal SDM approach failed to produce reasonable results

for this dataset. However, in our later work with the patient-specific biomechanical modelling, described

in the next chapter, we have investigated alternative optimisation schemes. Registration results for the

MLO view are presented in the next chapter for all three transformation models (affine, E-SDM, patient-

specific FEM) using the new optimiser for the E-SDM approach.
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Figure 5.8: Registration results on 2 patients. For each case, the left image shows the real mammogram

with the centre of mass of the MR annotation after alignment (red cross). The right image in each pair

shows again the real mammogram, but as well as the projected MR annotation, the mask of the X-ray

annotation is also shown in green.(a) p1 (error:7.8mm) and (b) p2 (error:14mm).

Figure 5.9: Registration results on 2 patients. For each case, the left image shows the real mammogram

with the centre of mass of the MR annotation after alignment (red cross). The right image in each

pair shows again the real mammogram, with the projected MR annotation and the mask of the X-ray

annotation, shown in green. (c) p3 (error:9.7mm) and (d) p4 (error:5.7mm).
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(a) p9 (24.4mm)

(b) p10 (24.3mm)

Figure 5.10: Cases for which the registration error was high. On the left are shown the X-ray mammo-

grams and on the right the MRIs of (a) p9 and (b) p10.
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5.7 Discussion
In this chapter we saw in detail the steps involved in the learning process of the mammographic compres-

sions. The extracted mean deformation and the modes of variation are then used in our transformation

model for registration. The proposed ellipsoidal breast model has the advantage of avoiding artifacts

that can be created in the population-based models. Also, itdoes not require repeating the modelling

process for each patient, as in the patient-specific methods. This makes our method more suitable for

use in clinical practice, as there are usually manual steps involved in the modelling process, explained

in more detail in the next chapter. Moreover, in comparison to patient-specific biomechanical modelling

that does not perform any statistical analysis [Ruiter et al., 2006], this method provides the benefit that

results are less dependent on the modelling and the FE solverthat are used.

Our motivation for using this transformation model was its ability to avoid the problems associated

with patient-specific modelling, while providing clinically useful registration accuracy. The experiments

on a clinical dataset show an improved accuracy (9.8mm) in comparison to the affine transformation

model that can be clinically useful. However, the initial results indicate a wide range of registration

errors.

Finally, a potential limitation of this approach concerns how well an ellipsoidal shape and a single

tissue type can approximate the shape and deformation of a real breast. To answer this question the

next chapter includes testing against a biomechanical patient-specific simulation model that updates the

modelling parameters inside the iterative registration process.



Chapter 6

MRI to X-ray registration using a

patient-specific biomechanical model

In chapters 4 and 5 we saw two different transformation models that can be used for an intensity-based

MRI to X-ray mammography registration. Both models have theadvantage of being applicable to an ex-

tensive population of breast shapes, without requiring manual interaction. Nevertheless, both incorporate

simplifications of the actual deformation that the breast undergoes during mammographic compression.

In this chapter we are considering a patient-specific transformation model that is based on biome-

chanical simulations and we compare its performance to the two other transformations. The new trans-

formation model is built individually for each patient, using the MR volume. The novelty compared

to other patient-specific methods proposed for the same task([Ruiter et al., 2006], [Hopp et al., 2012],

[Lee et al., 2011]) is the integration of the simulation inside the iterative intensity-based registration

framework, as opposed to registration based on surrogates such as the breast outline and the nipple

position. This is enabled by the use of an integrated transformation module that runs on the graphics

processing unit [Taylor et al., 2009], providing shorter execution times than commercial packages.

Section 6.1 describes the details of the patient-specific biomechanical modelling and its challenges.

Section 6.2 summarises the integration of the biomechanical simulations into the registration frame-

work. Finally, sections 6.3 and 6.4 contain the experimental results on clinical cases and the discussion

respectively.

6.1 Patient-specific biomechanical simulations

Biomechanical modelling is a powerful tool that can providephysically realistic breast deformations,

as opposed to geometrical models. Nevertheless, there are several challenges that are associated with

the patient-specific biomechanical modelling of a highly deformable organ with a complex anatomical

structure, such as the breast. Firstly we address these problems and we briefly review how these were

tackled in the literature. We then present our approach and contribution.

6.1.1 Meshing

As we saw in chapter 5, the first step in biomechanical modelling consists in extracting the surface and

and the volumetric mesh from the MRI. In our previous SDM approach the MRI is a binary ellipsoidal
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Figure 6.1: Example of a patient’s mesh showing folding of the skin that can cause problems in the

topology of elements when the breast undergoes a large compression.

mask. This simplification which uses an average breast shapehas the advantage of providing a smooth

mesh. However, real breast shapes often have irregularities. For example, the surface can have areas

where the skin is folded, especially in parts where the breast is attached to the chest wall, such as that

illustrated in Figure 6.1. This can be problematic if we attempt to apply large breast compressions, as the

topology of the elements could break down. Subsequently, this would necessitate re-meshing our model

after applying smaller amounts of compression in order to correct the node and element topology. Re-

meshing the breast model adds computational cost to the simulation process and could require manual

interaction.

Another factor that can cause problems in meshing is the breast folding that is a result of the breast

touching the bottom of the coil, or the patients wearing t-shirts during scanning, as we saw in Figure 4.17.

Moreover, this type of folding violates the assumption thatthe breast is pendulous under gravity, and

since these deformations cannot be recovered with tools currently available, all cases that include breast

folding are excluded from this study.

The choice of an optimal number of nodes and elements is also an open research problem when

generating surface and volumetric meshes. This choice is a trade-off between accuracy and robustness or

simplicity of the model. Very fine meshes have the advantage of representing the real breast shape more

accurately, but mean that the FE solver requires longer computational time. Also, large deformations,

such as the mammographic compression, can cause topology problems when applied to very fine meshes,

as discussed above.

In the literature authors have proposed a wide range of values for meshing, from very fine to

very coarse meshes, but there is no experimental study that demonstrates the optimal values. When

modelling breast plate compressions, the number of elements used varied from an order of one or

two hundred ([Ruiter et al., 2006], [Chung et al., 2008]) to tens of thousands ([Samani et al., 2001],

[Tanner et al., 2011], [Han et al., 2012]).

In our approach, before extracting the surface mesh, we initially segment the volume from the back-

ground using a simple region-growing algorithm, and then apply Gaussian smoothing and downsample

the extracted binary mask to an isotropic volume of10mm, as in [Tanner et al., 2011]. This way, we can
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(a) (b) (c)

Figure 6.2: (a) Example of a surface mesh extracted from one of the clinical cases. (b) The same

mesh, showing also a slice of the corresponding MRI. (c) Different view of image (b), illustrating the

approximation of the pectoral muscle as a plane.

avoid small irregularities of the breast shape that might cause problems to the FE solver, such as those

in Figure 6.1. The surface mesh is extracted using the VTK1 implementation of the marching cubes

algorithm [Lorensen and Cline, 1987] and the tetrahedral elements are extracted using the open-source

software package TetGen2, as in the ellipsoidal case. An example of an extracted mesh is shown in Fig-

ure 6.2. This consists of2, 529 elements and777 nodes. The numbers lie in the mid-range of breast mesh

sizes proposed in the literature, as described above. The modelling of the pectoral muscle illustrated in

the same figure is discussed in section 6.1.3.

6.1.2 Material properties

After meshing, the next step in modelling consists in assigning either one or multiple material properties

to the different breast tissue types. These describe the mechanical properties of the breast and hence

model the relationship between the applied stress and resulting strain. One option is to assume that the

breast consists of one single tissue type, as a simplification. In this case, the elements of the breast model

have the same behaviour whether they belong to fibroglandular or to fatty tissue, as in the ellipsoidal case.

Alternatively, we can segment the breast tissue from the MRIinto these two classes and assign different

material properties to each of them. Moreover, there are other tissue types that can be considered. For

example, the skin can be modelled either as a membrane or as a thin layer over the surface of the breast,

tumours can be assigned specific material properties if their presence and locations are known. Finally,

the pectoral muscle can also be modelled as another class. Although it is not visible in a CC view X-

ray mammogram, it affects the breast tissue behaviour undercompression, especially for the part that is

closer to the chest wall.

Assigning different material properties to the extracted elements is not a trivial task, due to the

partial volume effect and also the dependence on the size of the elements used, as these are usually

1http://www.vtk.org/
2http://tetgen.berlios.de/
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larger than the voxel size. Thus one element can correspond to more than one tissue type. One further

complication is the fact that the difference in material properties between the different tissue types is not

known. Although there are several material parameters thatare proposed in the literature, their variation

and range is high and there is no experimental study that shows the optimal values. In our experiments,

sampling randomly from the distributions of the proposed values can cause convergence problems for

the FE solver used and can introduce the need for re-meshing.Both issues involve manual interaction to

overcome them and therefore do not allow the modelling process to be automated.

When modelling large breast compressions authors proposed mainly non-linear material models,

as linear elastic models are considered less accurate for large deformations. More specifically, a hy-

perelastic, (nearly) incompressible material was proposed by [Samani et al., 2001], [Ruiter et al., 2006],

[Chung et al., 2008], [Han et al., 2012], [Lee et al., 2011] and [Hopp et al., 2012]. [Tanner et al., 2011]

used a linear elastic model, although in the experiments described, the displacements of all the surface

nodes were known and constrained. Therefore for this particular application the effect of the material

model is expected to have less influence on the results.

Regarding the material classes used, [Samani et al., 2001],[Ruiter et al., 2006], [Han et al., 2012]

and [Tanner et al., 2011] used three different classes:fibroglandular, fat andskin. [Chung et al., 2008]

and [Hopp et al., 2012] proposed one homogeneous tissue typeinstead. [Ruiter et al., 2006] and

[Tanner et al., 2011] reported an anisotropic behaviour of the breast when applying mammographic com-

pressions, with a reduced elongation in the Anterior-Posterior direction and an increased expansion in the

Medial-Lateral direction, as discussed previously in section 5.3. This was incorporated in the modelling

by [Tanner et al., 2011] and [Han et al., 2012].

In our implementation, we are using a nearly incompressibleand hyperelastic neo-Hookean mate-

rial model [Han et al., 2012] which is transversely isotropic, to incorporate the anisotropic behaviour that

was previously observed and account for the reinforcement of biomechanical properties from fiber-like

connective tissues in a preferred direction. The use of a non-linear instead of a linear model and the

incorporation of an anisotropic behaviour are considered to be crucial for our application, as the com-

pression is simulated using a contact model (discussed below) and not constrained displacements of the

surface nodes as in [Tanner et al., 2011]. The material parameters of this model are optimised during the

registration framework as we will see in section 6.2.

Regarding the different tissue types, our approach assumesa homogeneous tissue type as a sim-

plification. The advantage of this implementation is that itavoids convergence problems of the FE

solver, as shown by experimental results, due to the large variation in the material properties used in

the literature. In relevant previous work other authors have also proposed homogeneous tissue types

([Chung et al., 2008], [Hopp et al., 2012]). Experimental work [Ruiter, 2003] showed no significant ef-

fect on the results when different tissue models are used instead.

6.1.3 Compression simulation and boundary conditions

The choice of boundary conditions and the technique used to simulate the mammographic compression

also have an effect on the simulation results. As there is no gold standard available, a range of approaches
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have been adopted which produce different solutions. As in the previous points, the choice of boundary

conditions and compression simulation may introduce the need of intermediate re-meshing steps.

Plate compression

The plate compression that occurs in mammography has been modelled in the literature using mainly

two different techniques. The first involves applying displacements to the surface nodes of the breast

mesh in the direction perpendicular to the two plates ([Ruiter et al., 2006], [Hipwell et al., 2007]). The

compression plates and their interaction with the breast are not explicitly modelled in this case, but it

is assumed that the displacements applied on the surface nodes have the same effect. In was reported

[Ruiter, 2003] that this technique leads to artifacts on thebreast surface (breast swelling) around the

nodes which are adjacent to the ones that the displacements are applied to. An alternative method is to

explicitly model the interaction between the contact plates and the breast tissue using either a friction

[Lee et al., 2011] or a frictionless model ([Chung et al., 2008], [Han et al., 2012]).

In our approach, we are using the frictionless contact modelproposed by Han et al.

[Han et al., 2012]. The main advantage of using a contact model instead of applying displacements

on the surface nodes is that the interaction is modelled explicitly. Moreover, this method avoids artifacts

on the breast surface that can occur if the displacements applied on neighbouring nodes are different,

as discussed previously. Regarding the modelling of friction between the compression plate and the

breast skin, there is no experimental study that illustrates either the effect that this has on the breast

deformation or the friction coefficient that describes bestthe breast-plate interaction. Our assumption is

that a frictionless model provides a good approximation to the actual breast compression.

Pectoral muscle

The behaviour of the breast tissue under compression is influenced by the presence of the pectoral mus-

cle. This was modelled in the literature either by constraining the nodes close to the pectoral muscle to

be fixed ([Samani et al., 2001], [Chung et al., 2008], [Hopp etal., 2012]), or by allowing them to slide

along the chest wall ([Tanner et al., 2011], [Han et al., 2012], [Lee et al., 2011]).

In our implementation, we approximate the pectoral muscle by a plane and allow the nodes to slide

along that plane. This approximation is not expected to introduce significant errors to our modelling, as

the pectoral muscle is not visible in the CC view mammograms.For the MLO views, the pectoral muscle

is excluded from the area where the similarity measure is calculated, but our simplification is expected

to be less accurate for the MLO view. An advantage of this approximation is the fact that it can avoid

meshing problems that might occur, as the chest wall surfaceoften has topology irregularities. These are

caused from the fact that the segmentation algorithms do notproduce a smooth profile on that region,

as the intensity boundaries are not clearly defined. An example mesh showing the approximation of the

pectoral muscle as a plane is shown in Figure 6.2(c).
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Table 6.1: Overview of our patient-specific FEM-based registration framework.

Once 1. Segment the pre-contrast MR to fibroglandular tissue & fat

for each 2. Simulate a volume corresponding to X-ray attenuation

patient 3. Approximate the chest wall using a plane

4. Extract the surface and volumetric mesh

5. Create anxml file with the geometry, the material properties and

the constraints of the breast model

Iterative Inputs: X-ray mammogram (target), X-ray attenuation volume (moving),

registration breast modelxml file

process 1. Cast rays through the deformedmovingimage

2. Calculate the similarity measure in 2D between

the real and the simulated mammogram

3. Update the 3D transformation parameters, according to similarity

4. Go to step (1) until convergence

6.2 Integration of the FEM simulations in the registration frame-

work

In this section we use the patient-specific breast FE model inside the registration process. This is achieved

via a transformation module that uses the FE solver to simulate the mammographic compression. The

registration framework is the same as illustrated previously in Figure 4.1, with the modification described

in the previous chapter (section 5.5) regarding the technique used to combine the non-rigid transforma-

tion with the ray-casting. The difference of the approach described here is the transformation model, that

consists of biomechanical simulations of the mammographiccompression.

An overview of the complete pipeline is given in Table 6.1. Aswe can see, this approach has more

pre-processing requirements for each patient before registration than the other transformation techniques,

as the breast FE model needs to be created for each subject using the methodology described in the

previous section. After the modelling is completed, the information is stored in anxml file. This file is

used as an additional input into the registration pipeline,together with the X-ray mammogram and the

X-ray attenuation volume.

Figure 6.3 illustrates the axes to which the transformationparameters correspond and an example

CC view compression for one of the patients. The parameters that are optimised inside the registration

process are:

• Translation in X

• Translation in Y

• Rotation about the Y axis (rolling)

• Rotation about the Z axis (in-plane)
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Figure 6.3: Illustration of an example CC view compression of a mesh generated from a subject’s MRI

and the axes used for the FEM transformation geometry.

• Amount of compression - constrained between: no compression (0%) and 90% of the maximum

distance between the nodes in the Z direction (for a CC view)

• Ratio of tissue enhancement coefficient (Anisotropy) - constrained between[0−512] (range taken

from the literature [Tanner et al., 2009], [Tanner et al., 2011])

• Poisson’s ratio - constrained between0.45 and0.499

The first four parameters account for the initial positioning of the breast before compression and the

last three define the amount of breast compression and the behaviour of the breast tissue. In our SDM

approach, in the previous chapter, we attempted to extract the main modes of variation caused by the last

three parameters. In this method, we optimise these directly for each patient.

As previously, the distance between the X-ray source and thedetector is extracted from the DICOM

header of the X-ray mammogram and isf = 660mm for all the mammograms using in this study. Before

registration, the moving volume is positioned on top of the detector and is translated in the corresponding

XY plane such that the centre of mass is projected onto the centre of mass of the real mammogram. This

provides a good initial position for the registration and does not require manual interaction. The amount

of compression is initialised to a 50% plate displacement, Poisson’s ratio toµ = 0.498 and the ratio of

tissue enhancement coefficient tor = 250.

For an MLO view, the initial position changes, such that the breast has an initial rotation of 45°about

the Y axis (roll) and an in-plane rotation of 20-30°. The initial value of the roll angle is extracted from

the mammogram’s DICOM header and the initial in-plane rotation is determined experimentally to be

either 20°or 30°, depending on the mammogram of each individual case.

The order of the transformations is important for this case as was described before for the SDM

transformation. For a pointxi, which is the intersection of the ray with the volume grid of the moving

image, equation 5.10 remains the same:

T (xi) = T2rigid(Tnon−rigid(T1rigid(xi)))

whereT1rigid(xi) = Ttranslation(Rin−plane(xi)) andT2rigid(xi) = Rrolling(xi), but now the non-rigid

transformationTnon−rigid is not given by the PCA components. It is the interpolated node displacement

at the current positionxi as computed by the FE solver at the current parameter position.
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Figure 6.4: Illustration of a the initial position of the plates before compression to avoid intersection of

the breast model nodes and the plates during registration.d is the distance of each plate from the centre

of mass of the volume in the XZ plane and it is given by equation6.1. The grey plates illustrate where

the position of the plates would be set initially if only the maximum distance on the Z axis was taken

into account. By considering also the X axis, the initial position of the plates is set to the location of the

red plates. Consequently, the maximum plate separation is2 · d.

To avoid an intersection of the breast nodes and the compression plates when the breast is rotated

about the Y axis, we re-position the plates before registration such that they are equidistant from the

centre of mass. This distance is equal to the maximum distance between all the nodes and the centre of

the mass on the XZ plane. Figure 6.4 illustrates this process. Let C(cx, cy, cz) be the centre of mass of

the breast volume andNi(nix, niy, niz) the i-th node of the FE model. As we can see in the figure, the

initial plate separation is2 · d and the distanced is given by

d = max(dXZ
i (Ni, C)) (6.1)

where

dXZ
i (Ni, C) =

√
(nix − cx)2 + (niz − cz)2 (6.2)

The optimised parameter is the separation between the two compression plates, and its maximum

value is2 · d. This way, the deformed volume is always centred around the centre of mass. If the initial

position of the plates was changing at each iteration, then the corresponding deformed volumes would

not be centred around the same point. This would further complicate the optimisation process as the

magnification factor of the projected mammogram would vary.

Regarding optimisation, in our previous implementations of the affine and the ellipsoidal transfor-

mation models we were using a gradient descent optimiser with a regular step size, as described in sec-

tion 4.1.2. Gradient-based optimisers are very commonly used in medical image registration, providing

good results when the optimised function has a smooth behaviour. When applying the same optimisation

method using the FE model, the results showed that the optimisation failed to reach the global mini-

mum, as the final alignment did not provide visually good results. Moreover, often the similarity at the

last iteration was lower than that obtained for previous iterations. This behaviour can occur when the
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Table 6.2: Comparison between the Regular Step and the Regular Step Gradient Descent optimisation

schemes.

Regular Step Regular Step Gradient Descent

At each iteration i At each iteration i

For each parameter p For each parameter p

pi = pi−1 ±
step

w(p)
pi = pi−1 + d ·

G(pi−1)

w(p)
·

step√√√√
P∑

k=1

(
G(ki−1)

w(k)
)2

updatepi if similarity increases

decrease step if the similarity doesn’t improve decrease step if the directiond = ±1 changes

stop if step < tolerance stop if gradient < tolerance

*G(p) : the gradient magnitude of the similarity measure with respect to parameter p

*w(p) : the weight of parameter p that controls the magnitude difference between the transformation

parameters

optimised function has a noisy profile with respect to the parameters. Moving towards the direction of

the gradient does not guarantee better similarity. Our experiments showed that, especially for the FEM

transformation model, where the initial position of the volume is already close to the optimal solution,

the similarity measure has a noisy behaviour around it and this optimisation scheme did not provide good

registration results.

To overcome this problem, we propose the use of a regular stepoptimiser that does not use gradients.

The optimisation scheme is simple. At each iteration, the optimiser sequentially varies all the parameters

by a specified factor (step) and keeps the value that results in a better similarity. A comparison of this

optimisation scheme against the one that was used so far is given in Table 6.2. The results showed a

significant improvement when the new optimiser was used.

A further small improvement was achieved when updating at each iteration of the registration only

one parameter, instead of all sequentially. According to this scheme, the parameter that is updated at

each iteration is the one that results in the largest increase of the similarity measure, at the current

relative step size. This is also known as a simple hill-climbing [Russell and Norvig, 2003] optimisation

scheme. Using this technique is a logical approach for the optimisation of our FEM-based transformation

parameters, as this has the effect that the translations androtations, which naturally contribute most to

the similarity measure, are updated first. Then, the rest of the parameters are updated according to their

contribution to the similarity measure, rather than their relative position in the transformation module,

which would occur if they were updated sequentially.
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Table 6.3: Registration error (in mm) of our FEM transformation method and comparison with the

Ellipsoid-Statistical Deformation Model (E-SDM) and the volume-preserving affine. The clip cases are

p4 and p5. The last three columns in the table correspond to the mean value, the standard deviation and

the confidence intervals of the mean values for a 95% confidence level. For a valuec in the last column

the confidence interval is given by:[mean − c,mean + c].

p1 p2 p3 p4 p5 mean std conf.

FEM CC 8.0 6.8 7.2 4.8 11.4 7.6 2.4 2.1

E-SDM CC 12.3 16.3 3.6 4.4 28.8 13.0 10.2 9.0

Affine CC 14.6 13.5 3.7 9.9 23.4 13.0 7.1 6.3

FEM MLO 12.2 11.5 10.3 11.1 6.2 10.2 2.3 2.0

E-SDM MLO 11.0 24.7 16.5 7.5 21.5 16.2 7.1 6.2

Affine MLO 11.9 7.2 9.4 7.7 18.9 11.0 4.7 4.1

6.3 Experiments

For validation we used MRIs and X-ray mammograms of five patients that were acquired approximately

at the same time point. These data are described in section A.3 and they include also two clip cases

(section A.4.1). In total we used three patients with identified lesions in both modalities and two with

MR and X-ray compatible clips. As before, the registration error is the 2D Euclidean distance between

the centres of the X-ray annotation/clip position and the projection of the MR annotation/clip position,

after being deformed, first with our FEM-based method and then following an affine (chapter 4) and an

SDM transformation (chapter 5) for comparison. These experiments were part of the work described in

[Mertzanidou et al., 2012b].

The data selection process ensured that this dataset does not include any MRI cases with unusual

breast shapes and irregularities, such as folding. This facilitates the process of building a breast model

and avoids artifacts and convergence problems of the FE solver when a large breast compression is

applied. The solver used is the same as in the previous chapter, a GPU implementation3 of an explicit

Finite Element (FE) solver [Taylor et al., 2009].

The registration errors of all registration tasks are givenin Table 6.3. Overall, we can see from

the results that the patient-specific FEM-based transformation performed best. Moreover, the standard

deviation of the registration errors had the lowest value. The latter means that this approach gave the

most consistent results amongst the three models. These results are not surprising, as a model that is

built from a patient’s MRI is less likely to give large errorsthan a geometrical or a statistical deformation

model, that are not constrained to provide physically realistic deformations. In addition to the mean

values and the standard deviation, Table 6.3 contains the confidence intervals of the mean values for

a 95% confidence level and assuming normally distributed errors. As the confidence intervals for all

3http://niftysim.sourceforge.net/
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three transformations overlap, one can conclude that the differences in mean values are not statistically

significant. However given the small number of cases, futurevalidation tests on a larger dataset will

examine whether this is a valid conclusion.

While for the CC view registrations the FEM had clearly the lowest error (7.6 ± 2.4mm), for the

MLO view the registrations errors were slightly larger (10.2±2.3mm) and also comparable to the affine

transformation. One possible explanation is the fact that the pectoral muscle has a larger effect on the

registration results of the MLO view and thus the simplification of the pectoral muscle as planar could

have contributed to the method’s accuracy for this view. Further validation on a larger number of cases

could verify this explanation.

It is also clear from the results that for this dataset the SDMapproach performed slightly worse

than the affine for the MLO view. For the CC view the results arecomparable, which can occur for a

specific dataset, although in the previous results the SDM performed better. In these experiments we

used the new optimisation technique described in section 6.2, as the one used in the previous chapter did

not provide good alignment. Nevertheless, the results indicate that this approach is less reliable for this

view. We can conclude that the approximation of the breast asan ellipsoidal shape has a more significant

and negative effect on the MLO view registration.

Figures 6.5 and 6.6 show some example registration results of the FEM-based transformation. As

was discussed in section 4.3.2 inevitably each modality cangive different estimates of a lesion’s size,

but all the cases with annotated lesions show overlap. The difference in size as an effect of the different

contrast mechanisms and the difficulty in manually annotating the lesions, cannot be avoided. Another

factor that results in larger sizes of the MR annotations is the use of a homogeneous tissue type that can

result in a compression of the lesion size in the direction ofthe compression and an expansion in the

perpendicular direction. This is expected, as the lesion isnot modelled explicitly in our approach and

it was also previously observed in other FEM-based simulations [Ruiter, 2003]. The use of a different

tissue type for tumours could overcome this problem, but would also complicate further the modelling

and the FE simulation processes. Our error metric is not influenced by this lesion expansion effect, as it

takes into account only the centres of mass of the different annotations.

6.4 Discussion
In this chapter we have presented a novel framework for MRI toX-ray mammography registration using

an iteratively updated FEM breast compression simulation.The results on five clinical datasets show

improved accuracy compared to the affine and the SDM transformation models, indicating that this could

be a useful tool and potentially help in better breast cancerdetection and diagnosis. Better accuracy was

expected from this transformation model, as it provides subject-specific and more physically realistic

compressions of the breast than the other two models.

Compared to other patient-specific FEM-based methods used for this task, quantitative results on

clinical cases showed a mean error of 4.3mm on 6 cases [Ruiteret al., 2006], and in a more recent

semi-automated implementation of the same approach11.8 ± 6.5mm on CC view mammograms of 11

patients [Hopp et al., 2012]. However, a meaningful comparison is not possible unless these algorithms
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(a) p3 CC,7.2mm (b) p3 MLO,10.3mm (c) p1 CC,8mm (d) p1 MLO,12.2mm

Figure 6.5: Registration results for two patients with identified lesions. The X-ray annotation is shown

in red and the projection of the MR annotation in green; theiroverlap is yellow.

(a) p5 CC,11.4mm (b) p5 MLO,6.2mm (c) p4 CC,4.8mm (d) p4 CC, sim

Figure 6.6: Registration results for the two patients with MR and X-ray compatible clips. The clip

location in the X-ray mammogram is visible as the high intensity region (and a red arrow for p4). The

MR annotation in shown in green. For the patient p4 we also show the simulated CC X-ray mammogram

(d).
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are tested on the same datasets. The main novelty of our method is the integration of a biomechanical

transformation model into an intensity-based registration, where we simultaneously optimise both the

pose, via four degrees of freedom, and the model parameters,via a further three degrees of freedom.

This framework maximises the amount of information used by the optimisation, compared to registration

methods based only on the breast outline [Ruiter et al., 2006], increasing the likelihood of the correct

transformation being obtained.

The breast modelling process proposed in this chapter includes certain simplifications, such as the

use of coarser resolution images to extract the meshes, the use of one homogeneous tissue type and

the approximation of the pectoral muscle as a plane. Nevertheless, these methods contribute to a more

automated approach of the breast modelling, which when combined with our registration framework,

only requires one interactive step, which is the pectoral muscle segmentation. As discussed previously

this can be automated in the future, and it could be integrated into the clinics, providing a fully-automated

patient-specific framework for MRI to X-ray mammography alignment.

Nevertheless, large breast compressions, such as those occurring in mammography, can cause con-

vergence problems for the FE solver. As a result, this could introduce the need for manual interaction,

which would not occur with an affine or the SDM transformationmodel. Further validation tests should

be performed to examine the applicability of this registration framework in clinical practice.

In future work it would be interesting to investigate the performance of this framework using a more

complex model of the breast. This would include for example more tissue types. Classes that can be

considered are the fibroglandular and the fat tissue, the skin, pectoral muscle and tumour (if present).

Regarding the boundary conditions, we could also optimise the modelling of the pectoral muscle as in

this implementation it is simply approximated by a plane. Another factor that could be tested is the

removal of the effect of gravity before compression as proposed by [Rajagopal et al., 2008]. Finally,

further work includes validation using a larger number of datasets.



Chapter 7

Relating findings between X-ray

mammograms via an MR volume

In the previous chapters we presented our registration framework for mapping MR coordinates to the

X-ray mammograms and we investigated the performance of three different transformation models for

this task. Here we are using this framework for a different application: the mapping between X-ray

mammograms, via the MR volume.

The clinical importance of this application is high. X-ray mammogram registration techniques can

be used to assist radiologists in automatically determining correspondences when examining temporal

mammographic images of the same view, or when they relate findings from the CC to the MLO view and

vice-versa. Determining correspondences between X-ray mammograms is of interest for cases with an

available MRI. For the remaining cases, our method paves theway for a model-based approach that could

be performed without MRI in future. Moreover, these techniques can be integrated in CAD algorithms

([Paquerault et al., 2002], [van Engeland et al., 2006], [Zheng et al., 2009]) to reduce the search space

when mapping texture features that are extracted from different mammographic views and also relate the

extracted information to improve CAD performance.

In the next sections we describe the modifications made in order to adapt the registration frame-

work for this purpose and also demonstrate its use for ipsilateral and temporal registration of X-ray

mammograms.

7.1 Analysis

As we have seen in the literature review (section 2.2.1), determining corresponding regions in X-ray

mammograms has been an active research field. Nevertheless,most previous techniques approach this

problem as a 2D-to-2D correspondence task (so assuming one-to-one correspondences), either using a

mapping based on texture and intensity measures, or using a distance transform from features such as the

pectoral muscle and the nipple position. Since X-ray mammograms are projection images, any 2D trans-

formation model is inappropriate for this task, as the 3D physical transformation of the tissue cannot be

modelled by a 2D technique. This problem was approached as a one-to-many correspondence approach

for the validation of X-ray mammography registration algorithms [Hipwell et al., 2007] and for relat-
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ing findings between ipsilateral X-ray mammography views [Kita et al., 2001] and breast tomosynthesis

views [van Schie et al., 2011].

Assuming that we have an MRI and two mammograms (either CC andMLO, or temporal) of the

same patient, then we can perform two registration tasks, torelate the MRI to the X-ray mammograms

independently. After having acquired the two transformations, we can use them to map coordinates from

one X-ray image to the other.

7.1.1 Ipsilateral registration between CC and MLO mammographic views

An example case that illustrates the general pipeline is given in Figure 7.1. Step (1) shows the CC view of

a patient’s X-ray mammogram. The area illustrated in green corresponds to the detected lesion (Invasive

Ductal Carcinoma). Step (2) shows the deformed MRI volume atthe registration position, obtained via a

FEM registration between the MRI and the CC view mammogram. The ray illustrated in red corresponds

to the voxels that are projected to the centre of the green annotated area in the previous step. Step (3)

shows the original undeformed MRI of the patient and the red voxels correspond to the ray illustrated in

the previous figure. For this step, we are using the transformation result of the CC FEM registration. At

this stage we know which voxels of the original MRI correspond to the lesion identified in the CC view.

Step (4) shows the deformed MRI volume at the registration position, obtained via a FEM registration

between the MRI and the MLO mammogram. For this step, we are using the transformation result

of the MLO FEM registration. Notice that this transformation incorporates a rolling of the breast of

approximately 45°. Finally, step (5) shows the MLO view of the patient’s X-ray mammogram overlaid

with the lesion identified in the MLO view in green and the projection of the lesion position from the CC

view (corridor shown in the previous step) in red. As expected, the correspondence between the CC and

MLO view of the patient is not one-to-one, but one-to-many.

The registration framework described in the previous chapters does not need to be altered for estab-

lishing correspondence between mammograms. However thereis an additional process that needs to be

followed. So far, we have seen that the output of the registration is the set of optimised transformation

parameters. These parameters are then used to map regions ofinterest between the MRI and the two

X-ray images. We have described previously how we map a position in the MRI onto the 2D X-ray

mammogram. For the inverse step that is used to map the selected X-ray coordinates to the MR, we

simply cast a ray from a specified 2D position on the mammogram, in this case the centre of mass of

the X-ray annotation, and then extract the four neighbours of the intersections of this ray with the 3D

MR grid, shown in red in step (2). We then use the FEM transformation from the registration result to

map the coordinates from the compressed to the uncompressedMRI. These transformed intersections

are shown in step (3) in red.

For display purposes, the corridors in Figure 7.1 have been dilated, using a binary structuring ele-

ment, and subsequently smoothed using Gaussian smoothing.This process has the effect of producing a

single connected region when the surface mesh is extracted.In practice, this corridor can have discon-

tinuities, particularly during the mapping process from stage (2), the CC compressed volume, to stage

(3), the undeformed MRI. In all the other results displayed in the experiments (section 7.2) the corridors
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Figure 7.1: The process of determining corresponding findings between the CC and MLO view mam-

mograms of a patient, through the MRI. The patient shown is p3.
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Figure 7.2: The process of determining corresponding findings between temporal CC view mammo-

grams of a patient, via the MRI. The centre of the annotation in the mammogramt1 (1) is mapped onto

the mammogramt2 (5), illustrated as green. The mammogram acquired att2 contains a clip, illustrated

as red. Their overlap is yellow. The patient shown is p5.

have not been dilated or smoothed.

7.1.2 Temporal mammogram registration

Following the same concept, we can use this framework for thealignment of temporal mammographic

images of the same view. For the registration between CC viewmammograms acquired at timepoints

t1 and t2, steps (4) and (5) in Figure 7.1 will be different. Assuming that the X-ray mammogram

in step (1) was acquired att1, then mapping a region in the X-ray mammogram to the undeformed

MRI shown in step (3) requires the use of the CC FEM transformation between the MRI and the X-ray

mammogram att1. Subsequently, we can then use the CC FEM transformation between the MRI and

the X-ray mammogram att2 to obtain a new deformed volume in step (4) and then project this on thet2

mammogram in the final step (5). The same process can be applied to the MLO view mammograms.

The temporal mammogram registration process is valid if we assume that there is no significant

change of the breast tissue during this time. This can be ensured if the two timepoints are close to each

other. In practice, when there is a large time difference between the two image acquisitions the breast

tissue appearance can change. For example this can be causedby changes in the amount of fatty tissue,

the effect of tumour growth, or the removal of breast tissue during surgery. For these cases, and if there is

an MRI acquired at both timepointst1 andt2, we can add one more step in the registration pipeline that
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Table 7.1: Registration errors inmm for the CC to MLO registrations on ten cases. The clip cases are

p9 and p10.

p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 mean std

FEM CC-to-MLO 15.6 11.5 0.1 15.6 2.3 8.9 9.4 0.2 13.0 5.1 8.1 5.9

corresponds to the temporal alignment of the MR images. Suchtemporal MRI registration techniques

have been recently proposed to monitor change of the breast tissue over time and tumour response to

treatment ([Chittineni et al., 2007], [Li et al., 2009], [Boehler et al., 2010]).

7.2 Experiments

For validation we used clinical X-ray mammograms of patients for whom an MRI was also acquired.

The mammograms included annotated lesions of various pathologies. We also included cases that had

an X-ray compatible clip inserted after biopsy. The clip wasinserted at the position of the lesion and

consequently the annotations and clip positions were used as gold standard correspondences across the

mammograms. The inter-observer error of the manual annotations calculated from 4 radiologists on 4 of

the mammograms used in the experiments was2.8mm.

For the evaluation, we consider the centres of mass of the annotations and/or clips. Our error metric

is the minimum of the 2D Euclidean distances between the centre of mass of the annotation/clip in the

second mammogram and the projection of the uncompressed andrecompressed ray locus corresponding

to the centre of the annotation in the first mammogram. This isthe same error metric that was also

proposed by [Kita et al., 2001].

7.2.1 Ipsilateral registration between CC and MLO mammographic views

In these experiments, we used data from ten patients, for which we had both MR and X-ray images ac-

quired approximately at the same time point. Two patients had inserted clips that were used for validation

(section A.4.1) and the rest had annotated lesions (sectionA.3).

The registration errors are given in Table 7.1. The mean registration error for this task is8.1 ±

5.9mm. Figures 7.3 and 7.4 illustrate two example cases. It is clear that the projected area on the MLO

view is not a straight line. Also its length can vary, depending on the position of the lesion inside the

breast: for example the length of the line in Figure 7.4 is relatively short, as the lesion is positioned

close the the edge of the mammogram, while the line illustrated in Figure 7.3 is longer, as the lesion is

positioned closer to the centre of the breast. The advantageof our method compared to other techniques

that use a distance metric from the nipple and the chest wall,is that it can represent each correspondence

case individually and therefore incorporate these variations, as a patient-specific model is used for each

case.
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(a) p8 CC (b) p8 MLO

Figure 7.3: CC to MLO registration results for patient p8. The X-ray annotation of the CC view and its

projection on the MLO are shown in green. The X-ray annotation on the MLO view is shown in red.

The error is0.2mm.

(a) p10 CC (b) p10 MLO

Figure 7.4: CC to MLO registration results for patient p10. The clip on the CC view its projection on

the MLO are shown in green. The X-ray clip on the MLO view is shown in red. The error is5.1mm.
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Figure 7.5: 2D registration errors for the temporal CC and MLO view registrations of 6 patients. Our

method is illustrated in red and it is compared against a 2D affine transformation (green) and the initial

2D error, without registration (blue). The clip cases are patients p5 and p6.

7.2.2 Temporal mammogram registration

In these experiments, we demonstrate the use of the same framework for the matching between tem-

poral mammograms. We used data from six patients, four with annotated lesions at two time points

(section A.3) and two with annotated diagnostic mammogramsthat were mapped to X-rays obtained

after biopsy, with a clip inserted at the lesion’s position (section A.4.2). Our method was com-

pared against a 2D affine registration, that has been proven previously to outperform other methods

([van Engeland et al., 2003], [Pereira et al., 2010]). The experiments that use the 2D affine, intensity-

based registration using normalised mutual information were performed by John Hipwell, as part of the

work published in [Pereira et al., 2010]. The algorithm was previously implemented by Julia Schnabel

and Daniel Rueckert based on an original algorithm developed by Colin Studholme. We also provide the

errors when no registration is performed.

All results are given in Figure 7.5. The mean registration error of our approach is3.5 ± 3mm, the

2D affine registration error is6.5±4.6mm and no registration gives an error of10.5±5.4mm. As we can

see, our method outperforms the 2D affine registration method. It also provides good registration results

for all cases, with a maximum error of8.5mm, while the maximum error of the 2D affine transformation

technique is14.4mm. Two example cases, one good registration result and one with a larger error, are

illustrated in Figures 7.6 and 7.7. The figures illustrate the one-to-many mapping between temporal

mammograms.

7.3 Discussion

In this chapter, we have demonstrated the use of our FEM-based MRI to X-ray mammography registra-

tion framework for the mapping of findings between X-ray mammograms of the same patient that have

been acquired from a different view or at a different timepoint. It is the first time that a patient-specific

3D model of the breast with a physically realistic biomechanical simulation has been used for this task.
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(a) p1 CC(t1) (b) p1 CC(t2)

Figure 7.6: Temporal registration results for the CC view ofpatient p1. The X-ray annotation at timepoint

t1 is shown in green, as well as its projection on the second mammogram. The X-ray annotation of p1 at

timepointt2 is shown in red. Their overlap is yellow. The error is0.08mm.

(a) p6 MLO(t1) (b) p6 MLO (t2)

Figure 7.7: Temporal registration results for the MLO view of patient p6. The X-ray annotation at

timepointt1 is shown in green, as well as its projection on the second mammogram. The clip of p6 at

timepointt2 is shown in red. Their overlap is yellow. The error is6mm.
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The results showed that our method outperforms the 2D affine transformation that is typically used

for temporal alignment. In our experiments we assumed that the breast tissue of the patient has not

changed significantly over time. In future work and if an MRI is available at both time points, an

additional step could be inserted into the pipeline, that would perform a non-rigid registration between

the two MRIs, to account for any changes in breast volume and structure.

Our proposed framework was also tested for the matching between CC and MLO mammograms.

The errors for these registrations were larger than the those of the temporal registration. This was ex-

pected, as the difference in breast deformation between same view mammograms will inevitably be much

smaller than the difference between CC and MLO views. Compared to other methods proposed in the

literature for the same task, the method of Kita et al. [Kita et al., 2001] is the one that is most closely

related to our approach, as it did not make use of CAD extracted features. Instead the authors used a

simplified breast model reconstructed from the two mammographic views. The mean registration error

in their study was6.8mm, which is comparable to our results. Nevertheless, the two mean errors cannot

be directly compared, as they were not applied to the same data sets. Future work includes validation

on a larger data set and further investigation of the effect that the biomechanical modelling has on the

registration accuracy, such as the use of more tissue types and more accurate modelling of the pectoral

muscle.

Finally, the main drawback of this approach is that it requires an MRI of the patient to be also

acquired, in order to build the 3D model. Nevertheless, thisis the first method that proposes a patient-

specific model with a physically realistic breast deformation for this application. Previous methods

which employ 2D transformations are fundamentally inappropriate for this task. This study can lead to

a model-based approach for this task, that could be performed without MRI in future.
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Conclusion

This thesis has presented a general framework for intensity-based registration between MR images and

X-ray mammograms. For this purpose, we have proposed an EM-MRF breast tissue classification tech-

nique that is required for the simulation of an X-ray attenuation volume from the MRI (chapter 3). We

then investigated the use of three different transformation models, with increased complexity, that at-

tempt to capture the complex breast deformation between theprone position in the MR scanner and

the compression between two plates during the X-ray mammogram acquisition (chapters 4, 5 and 6).

Finally, we have also investigated the use of the same framework for determining correspondences be-

tween X-ray mammograms through the use of the 3D deformationmodel provided by the MRI of the

patient (chapter 7).

In section 8.1 we summarise and discuss the findings of each method proposed in all the above

thesis chapters. Finally, in section 8.2 we discuss possible limitations, we propose methods to overcome

these in future work and we present different potential application areas of this framework.

8.1 Summary and conclusions

To summarise the advantages of our proposed registration framework, this is the first approach that

demonstrates the alignment between clinical MRI and X-ray images of the breast based on the breast’s

internal structures. Moreover, this framework is generic and can incorporate any transformation model,

optimisation strategy or similarity metric by virtue of itsderivation from the Insight Toolkit registration

methodology [ITK, 2003]. All three proposed transformation models, from geometrical, through to

ellipsoidal-SDM and finally to FEM-based patient-specific,give reproducible results and parametrise

the space of the complex breast deformations using a low number of degrees of freedom. Our approach

is targeted for clinical use, as it could be potentially easily incorporated into clinical practice. Below we

summarise the conclusions for each one of the methodologiesdescribed in this thesis.

8.1.1 X-ray simulations from an MR volume

In chapter 3 we have seen in detail our methodology for simulating X-ray mammograms using the MR

volume. Although the research topic of this work is not the accurate X-ray image simulation from the

MRI, this is an important component of the registration framework, as the similarity between real and

simulated mammograms is used to drive the optimisation process.
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The main contribution is the use of an EM-MRF breast tissue classification algorithm that was

previously proposed for the classification of brain tissue MRI voxels. As it has been discussed, the vali-

dation of this technique is problematic due to the lack of a ground truth dataset with known, non-binary

classifications of the voxels in the breast. Consequently, the choice of this approach was made due to its

advantages over manual thresholding and specifically its ability to generate non-binary classifications,

give reproducible results and produce simulated X-ray mammograms that include finer details of the

fibroglandular structures than those produced using manualthresholding.

Overall, the use of the X-ray image simulation technique hasprovided us with the flexibility to

compare different transformation models, with increasingcomplexity, for their suitability in MRI to

X-ray mammography registration, as in all cases the simulation technique remained the same. The

described framework includes certain simplifications, as for example it does not account for scattering,

nevertheless it is computationally efficient and generatesX-ray images that provide higher registration

accuracy than other proposed methods for this task. In the next section we discuss how this methodology

could be further improved and optimised to potentially increase registration accuracy.

8.1.2 MRI to X-ray registration using an affine transformation

Our proposed framework for MRI to X-ray image registration has been introduced in chapter 4, where we

have also presented our experiments using a volume-preserving affine transformation model. This was

the first work that investigated an intensity-based 2D/3D registration framework for this task. Previous

methods have mainly used a small number of extracted features or the breast outline, while in this work

we propose an alignment based on the matching of the structures within the whole breast. This method

uses the complete information about the images and therefore provides a more robust alternative to

feature-based techniques.

Furthermore this was the first methodology that was validated in a large number of clinical datasets.

The experimental results on 113 registrations tasks, coming from 49 patients, showed that this framework

with a relatively simple transformation model could potentially be clinically useful for breast cancer

detection and diagnosis, providing a median registration error of 13.1mm.

8.1.3 MRI to X-ray registration using an ellipsoidal breast model

Chapter 5 describes our work that proposed a new transformation model with increased complexity, in

comparison to the affine, incorporated inside the same registration framework. We have proposed an

ellipsoidal SDM transformation model that uses breast biomechanical simulations to learn the space of

plausible deformations that the breast undergoes under compression, by extracting the main modes of

variation. As part of the transformation model, apart from the breast pose parameters, we also optimise

the relative weights of the extracted modes of variation during the iterative optimisation scheme of the

registration.

This approach has the advantage of using a more physically realistic transformation model than the

affine, as it is based on biomechanical simulations of a platecompression. Furthermore, the approx-

imation of the breast shape as ellipsoidal, has the advantage of providing a model that is more easily

adaptable clinically, as it does not require patient-specific models to be built. The results on 10 clinical
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datasets demonstrate an improvement in the accuracy (9.8mm) compared to the affine transformation

model (15.9mm).

8.1.4 MRI to X-ray registration using a patient-specific biomechanical model

The final transformation model that we have proposed is a patient-specific biomechanical model of the

breast (chapter 6), whose parameters are iteratively updated inside the registration framework. The main

advantage of this approach is the use of a specific model for each patient, extracted from the MRI and

also the use of the updated rigid transformation parametersand the biomechanical simulation parameters

in the same framework, using an FE solver that runs on the GPU.This is the first approach that used a

2D/3D intensity-based framework for this task, with iteratively optimised parameters of both the pose

and biomechanical modelling of mammographic compression.

The experiments on five clinical datasets show that this method outperforms the other two transfor-

mation models, although for the MLO view the results show slightly lower accuracy, which is compa-

rable with the affine transformation. In addition to the improved mean accuracy of the patient-specific

approach, the standard deviation about this mean is also lower than the other methods. This suggests (al-

though the number of data sets is small) that this transformation model provides more consistent results.

To summarise the results of all three transformation models, these are displayed in Figure 8.1.

8.1.5 Relating findings between X-ray mammograms via an MR volume

Finally, in chapter 7 we have demonstrated the use of the sameregistration framework for the map-

ping between temporal and different view mammograms of the same patient. This task was mainly ap-

proached so far as a one-to-one correspondence mapping and 2D transformation models were employed.

Our technique takes into account that the correspondences are one-to-many and thus the alignment is

performed based on the 3D information provided by the MRI.

Our experiments showed that this framework could also be used for this application, providing

good accuracy. The registration error for the temporal mammogram registration was reduced to3.5 ±

3mm, while the commonly employed 2D affine registration provided 6.5± 4.6mm on the same dataset.

Furthermore the projection of a point in one mammogram to a curve in the other, provides an illustration

of the accuracy that can be achieved when employing the use ofvarious distance metrics for matching,

for example distances from the nipple or the pectoral muscle. These techniques are frequently followed

in clinical practice.

8.2 Future work

In this section we discuss how this work can be further improved and extended in future work. We also

propose different applications, in which the same framework could be potentially integrated.

Further validation of the registration framework

Our experiments that compared all three proposed transformation models for registration, indicate that

the patient-specific method performs best. Further validation tests performed on larger datasets will

ensure that these results are not specific to the dataset used. It would also be beneficial to use a common
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Figure 8.1: Illustration of the registration errors achieved by the three proposed transformation models

for the MRI to X-ray mammography registration (affine, E-SDMand FEM). The errors correspond to

the ones previously presented in Table 6.3.
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validation dataset in order to compare our method with otherFEM-based techniques previously proposed

for this task ([Ruiter et al., 2006], [Hopp et al., 2012], [Lee et al., 2011]).

Validation of the X-ray simulation technique

As discussed in chapter 3, the validation of the breast tissue classification algorithm is problematic,

due to lack of ground truth data sets. The EM-MRF technique that we propose for this task and the

X-ray simulation methodology that is described in appendixB, provide simulated X-ray mammograms

that can drive the intensity-based registration and lead toa convergence of the optimisation algorithm.

Nevertheless, both techniques incorporate the use of user-defined parameters and simplifications, such as

the cost of having the class ’Fat’ next to ’Glandular’ tissueand the use of an effective attenuation volume

which ignores beam hardening effects. In future work one could further investigate the effect that these

parameters and simplifications have on the iterative registration in terms of its convergence performance

and accuracy.

Further optimisation of the implementation

Future work could include further optimisation of the current pipeline implementation. For example,

the use of a fully-automated pectoral muscle segmentation currently exists [Gubern-Merida et al., 2011]

and therefore, if incorporated, it can provide a framework that does not require any manual interaction,

enabling an easier integration into clinical practice.

Furthermore, the implementation of the ray-casting algorithm could be improved. As we saw in

chapter 5, for the non-rigid registration framework at the moment we are computing the intersections of

the rays with the 3D grid at each iteration of the registration. One option to accelerate this process is to

save these intersections in memory, as they remain the same throughout the registration process. More-

over, a GPU implementation could be used to speed up this process, as the ray-casting is an algorithm

that can be easily parallelised.

The optimisation scheme used in the registration could alsobe further investigated, as other optimi-

sation strategies could lead to faster and potentially morerobust convergence.

Improved breast biomechanical modelling

For the biomechanical modelling of the breast, we have made several assumptions that have contributed

to an automated implementation of the pipeline and help to ensure that the FE solver converges robustly.

These include the use of a homogeneous tissue type, the subsampling of the MRI before meshing, and the

approximation of the pectoral muscle as a plane. In future work, one could investigate further whether

the use of more tissue types (for the fibroglandular, fat, tumour and skin), the accurate modelling of the

pectoral muscle, and the removal of the effect of gravity from the MRI before compression, can improve

the results obtained so far.

Use of the post-contrast MR images

In the work described in this thesis, we have used only the pre-contrast DCE-MRI of the breast for regis-

tration. The use of the post-contrast image combined with the pre-contrast can give detailed information

about the location and the shape of the tumour, as we have seenin section 1.2.2. In future work one
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could investigate further the benefit of incorporating information from the post-contrast images to assign

a different attenuation coefficient to the tumorous tissue than the normal fibroglandular structures and

thus enhance the contrast between them and produce more realistic X-ray simulations from the MRI.

Application in breast cancer detection and diagnosis

As it has been discussed before, the MRI to X-ray mammographyregistration can be used as part of a

clinical tool in order to assist radiologists in integrating the information shown in the two modalities and

potentially improve breast cancer detection and diagnosis. Assuming that the radiologists are using a

multimodal workstation, our algorithm could be part of the viewing tool, where the radiologists would

be able to navigate their cursor through the MRI and view the corresponding location on the CC and

MLO view mammograms either as a point position or as a disk with a radius that equals the mean

registration error extracted from a validation test. This tool would be particularly useful for the detection

of mammographically occult lesions and further evaluationof mammographically detected lesions. For

this application, the algorithm can run once off-line, whenboth images become available. The result can

be stored as a transformation model, allowing the multimodal viewing to be performed in real-time.

Application in CAD algorithms

Our MRI to X-ray registration framework could be incorporated into multimodal CAD algorithms

[Yuan et al., 2010], to automatically map features extracted from the MRI to both X-ray mammographic

views. This automatic correspondence between features would help both in the training process of

feature classifiers and also in the testing of a suspicious new finding, as the classifier would take into

consideration the information extracted from the regions of interest in both modalities. Moreover, the

mapping between the CC and MLO view of the mammograms, that was described in chapter 7, could

also be useful in X-ray CAD algorithms, although this currently requires the patient to also have an MR

image acquired.

Application in X-ray guided biopsy

Another future potential application of our framework is its use as a tool to enable X-ray guided biopsy

for lesions that are not clear or visible in ultrasound and X-ray. Currently, these patients undergo MRI-

guided biopsy, which is expensive, time-consuming and inconvenient for clinical practice. If an MRI to

X-ray registration framework were available with a sufficient level of accuracy, then a lesion visible in

the MRI could be identified and mapped onto the X-ray mammogram. This would enable the radiologist

to perform an X-ray guided biopsy, which is a procedure that would be faster, less expensive and more

widely available than using MRI. Nevertheless this application would require better accuracy than mul-

timodal detection and diagnosis and therefore our implementation would need further improvement and

validation.

X-ray mammogram registration

We proposed a novel technique that models, in a physically plausible way, the 3D deformation that oc-

curs between two mammographic acquisitions (temporal and different view) and uses this to establish

correspondence. One limitation of our method is that it currently requires the MRI and therefore its
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clinical value is limited to these cases. However, this technique paves the way for a model-based ap-

proach that could be performed without MRI in future. For example, one could use a generic 3D model

of each patient’s breast, whose shape and dimensions would be estimated from the CC and MLO view

mammograms. This model could then be used to relate the information between two X-ray projection

images. Such a model would then be applicable to all patient cases and would model a physically real-

istic deformation, as opposed to previous methods which employ 2D transformations, and are therefore

inappropriate for this task.
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Appendix A

Summary of datasets

This section summarises the datasets used in all the experiments described in the thesis.

A.1 MRI and X-ray film mammograms

These are DCE-MR images and digitised film mammograms from the UK MR Breast Screening Study

MARIBS [Leach et al., 2005] and the Cambridge University Hospitals NHS Foundation Trust. The

MR volumes used are the pre-contrast T1-weighted images andhave voxel dimensions[1.33 × 1.33 ×

2.5]mm3. The original digitised mammograms have a pixel size of[0.1× 0.1]mm2 and were resampled

to [1 × 1]mm2 for registration, as discussed in the report.

A.2 MRI breast compression volunteer data

These data were acquired in the University College London Hospital, as part of the validation study

described in [Tanner et al., 2011]. They are pre-contrast T1-weighted MR images with voxel size of

[1.0×1.0×2.5]mm3. The volunteers had initially pre-contrast images acquired without any compression

and then repeated scans with an increasing amount of compression from the lateral to medial direction.

A.3 MRI and FFDM with known annotated lesions

These cases were acquired in Radboud University Nijmegen Medical Centre and include DCE-MRI and

FFDM from women with benign or malignant lesions that are visible in both modalities. We used the

pre-contrast MRI T1-weighted images. The resolution of theMRIs varies across patients and is either

[0.9 × 0.9 × 1.0]mm3 or [0.6 × 0.6 × 1.3]mm3. The original resolution of the X-ray mammograms is

[0.1 × 0.1]mm2; they were subsampled by a factor of 10 for registration.

The identified lesions were annotated by expert imaging scientists using one or multiple spheres

for the MRI. A tresholding approach was used on the contrast enhancement within the sphere/spheres to

find the enhancing lesion part following Otsu’s method. A disk or a free-form shape for the annotation

of the X-ray mammograms.
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A.4 MRI and FFDM with clips

A.4.1 Data with MR and X-ray compatible clips

These are patient cases that had both an MRI and also X-ray mammograms acquired with an MR and

X-ray compatible clip at the lesion’s position, in the Charite Universiẗatsmedizin Berlin. The voxel

resolution of the MRI (T1-weighted) is[0.7 × 0.7 × 2]mm3 and the FFDM[0.085 × 0.085]mm2. The

X-ray mammograms was subsampled by a factor of 10 for registration.

A.4.2 Data with X-ray compatible clips inserted after biopsy

These cases include patients with lesions that are not easily identified on the X-ray diagnostic mammo-

grams. These were annotated both on those images and also on the diagnostic T1-weighted MRIs. These

patients had also an MR-guided biopsy where an clip was inserted at the lesion’s position. Subsequently,

another FFDM was acquired after biopsy, where the clip was visible. Correspondence between these

temporal mammograms can be established using the clip positions and the annotations on the diagnostic

images.

These cases were acquired in Radboud University Nijmegen Medical Centre. The voxel resolution

of the MRI is [0.7 × 0.7 × 1.3]mm3 and the FFDM[0.1 × 0.1]mm2. The X-ray mammograms was

subsampled by a factor of 10 for registration.
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Computation of an X-ray attenuation volume

from the MRI

The following methodology is work of John Hipwell and it was published as part of our study in

[Mertzanidou et al., 2012a].

After classifying each voxel in the MR volume into fibroglandular and fatty tissue, we then cal-

culate an “effective” monoenergetic X-ray attenuation volume,H. H captures the relative non-linear

attenuations of a poly-energetic X-ray spectrum, by fat andfibroglandular tissue, in a single volume.

In this way we can repeatedly simulate DRRs during the iterative registration, using a simple ray-

casting and summation ofH, without having to recompute the attenuated spectrum for each ray cast.

[Robinson and Scrimger, 1991] demonstrate that that the useof a theoretical, effective attenuation and a

mono-energetic beam provides good agreement with laboratory measurements. Each voxelH(i) in this

volume is given by:

H(i) =

∫ ǫmax

ǫ=0
N0(ǫ)ǫ. {PF (i)µF (ǫ) + PG(i)µG(ǫ)} dǫ∫ ǫmax

ǫ=0
N0(ǫ)ǫdǫ

(B.1)

whereN0(ǫ) is the X-ray spectrum with respect to photon energyǫ, PF |G(i) is the probability of tissue

classes Fat (F ) or Glandular (G) for voxel i, given by the EM-MRF classification andµF |G(ǫ) is the

linear attenuation of tissue classesF or G at photon energyǫ. Details of the relevant X-ray parame-

ters, namely the anode type and anode angle, are obtained from the mammogram’s DICOM header and

the manufacturer’s X-ray set specifications, respectively. From these the X-ray spectrum,N0(ǫ), can

be estimated using published data [Cranley et al., 1997]. Similarly the linear attenuation coefficients,

µF |G(ǫ), can be obtained from publicly available data published by the National Institute of Standards

and Technology (NIST) [Hubbell and Seltzer, 2004]. The purpose of this volume is to create an image

which can be repeatedly and efficiently projected to simulate a Full-Field Digital Mammogram. Beer’s

law [Beer, 1852] describes the absorption of X-ray photons by distanceh of a given material with linear,

mono-energetic, attenuation coefficientµ. For a monochromatic X-ray beam this can be expressed as

follows:

I = I0e
−hµ (B.2)

whereI0 is the incident photon energy andI is the attenuated energy. When viewing an image of X-ray



125

attenuation, such as a mammogram, it is common to “log invert” the raw data,I, so that intensities in

the mammogram,IM , reflect the total attenuation of X-rays reaching the detector:

IM = − ln
(
I0e

−hµ
)

(B.3)

= − ln(I0) − ln
(
e−hµ

)
(B.4)

= − ln(I0) + hµ (B.5)

Substituting the effective attenuation volumeH in equation B.5 and ignoring the constantln(I0) term

gives:

IM =

∫ hmax

h=0

H(h)dh (B.6)

which is simply a ray-casting ofH.



Appendix C

Clinical validation on findings poorly or not

visible on FFDM

The purpose of this set of experiments was to validate the affine transformation model pipeline in a

clinical setting, as a requirement of the HAMAM project [HAMAM, 2012]. The goal was to investigate

the benefit of using automatically determined correspondences in cases where the lesion was poorly

or not visible in the X-ray mammogram, as these are the cases where a registration can be useful to

radiologists. Therefore, the data used was from patients that had an MR-guided biopsy as the lesion

was not visible in the X-ray mammogram. This was joint work with the HAMAM partners Radboud

University Nijmegen Medical Centre, MeVis Medical Solutions and University College London.

The result of the registration was presented to radiologists via a “linked cursor” which enables the

user to navigate through the MRI and view the projection of the MR position on the X-ray mammogram.

The radiologists were asked to indicate the lesion positionon the CC and MLO view of the mammograms

with or without using the linked cursor. They were also askedto indicate how visible was the lesion and

how confident they were for their prediction. The experimentdescription as given to the radiologists is

given in Table C.1.

Data from 12 patients were used1. The six radiologists participating in the experiments were ran-

domly allocated to view half of the cases with and half without the linked cursor between the modalities.

Due to technical problems related to the data exchange and the integration to the workstation, there

were several cases that were not accessed by some of the radiologists during this initial evaluation. As a

result, no statistical analysis could be performed using the data. Nevertheless, the results are summarised

below.

Firstly, we have calculated the projection of the MR annotation on the X-ray mammograms, to

which we refer here as theregistration result. We have calculated the mean distance between the mean

radiologists’ annotation and theregistration resultboth without and with the use of the linking cursor.

The distance was decreased using the cursor from35.05mm to 31.37mm.

Also, to get an indication of how well the radiologists agreed on the X-ray lesion location, we have

calculated the mean distance of their individual annotations to the mean annotation, so in other words

1Data from: Radboud University Nijmegen Medical Centre
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Table C.1: Experiment description given to the radiologists. This was created by the HAMAM partners

Radboud University Nijmegen Medical Centre and UniversityCollege London.

In this experiment, you are being asked to provide your expert opinion of the location of one or

more lesions in a pair of CC and MLO X-ray mammograms, corresponding to predefined lesions

visible in MRI. We will use this information to evaluate the accuracy and efficacy of our spatial

correspondence software.

In half the cases you will be shown, the location of the X-ray lesion, as predicted by the current

version of our registration software, will also be displayed. We ask you to consider this information

before marking your own opinion of the lesion location in each of the CC and MLO views.

In the other half of the cases, you will be asked to mark your prediction of the lesion location

without the benefit(!) of the registration software’s prediction.

For the first few cases the lesion in the X-ray mammogram should be clearly visible, but in the later

cases the lesion may not be visible at all. Either way, you areasked to make your best guess of the

lesion location in the X-ray mammograms. The location you choose should correspond, to the best

of your ability, to the location displayed in the MRI.

In addition to the location, you are asked to answer the following questions for each case that you

assess:

1. On a scale of one to five, how visible is the lesion in the X-ray mammogram?

1 = very obvious, 5 = not visible at all.

2. On a scale of one to five, how confident are you that your predicted lesion location is close

to, i.e. within approximately 20mm of, the correct locationin the X-ray mammogram?

1 = very confident, 5 = very uncertain.
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Table C.2: Mean distance (inmm) of the radiologists’ annotation from their mean position (variance)

for the five cases that had two or more annotations both without and with the linking cursor.

Mammogram view patient 1 patient 2 patient 3 patient 4 patient 5

CC - without 75.76 99.71 115.91 107.70 91.95

CC - with 66.05 59.76 22.34 28.59 82.85

MLO - without 107.69 152.81 102.34 111.02 175.30

MLO - with 42.86 14.80 33.34 16.16 84.56

Figure C.1: The mean responses of the radiologists to questions 1 and 2.Question 1: On a scale of one

to five, how visible is the lesion in the X-ray mammogram?Question 2: On a scale of one to five, how

confident are you that your predicted lesion location is close to, i.e. within approximately 20mm of, the

correct location in the X-ray mammogram?

the variance. To do this, we needed patients that were accessed by two or more radiologists both without

and with the use of the linking cursor. There were five of thesecases and the results are summarised in

Table C.2. We can see that in all cases the mean distance was decreased with the use of theregistration

result.

Finally, the radiologists’ impression for the difficulty ofthe cases viewed and their confidence of

their annotation is summarised in Figure C.1.

Due to the small number of cases assessed, we cannot perform any statistical analysis on the results.

Nevertheless, a first indication that we can obtain is that the linking cursor has reduced the spread of the

radiologists’ annotations and that these were closer to theregistration result when the cursor was used.

The radiologists were therefore influenced by the registration result.

For this dataset, as the lesion is not visible in the X-ray mammogram, there is no gold standard

correspondence available. Therefore, even if a study with alarger dataset determines that the radiolo-

gists are influenced, the results cannot be conclusive aboutwhether the registration has influenced them

towards the correct lesion location. This can only be done for a dataset that has clearly defined corre-

spondences, as the one described in the previous section. Itis also worth noticing the wide range of

values in Table C.2, and the large error inmm both using the linked cursor and without (31.37mm and
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35.05mm respectively). The numbers indicate that establishing correspondences in this set of data is a

particularly difficult task for radiologists. However, we can acknowledge the fact that the reported 2D

locations indicated by the radiologists might incorporateerrors related to the communication of the data

across the project partners.
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