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Abstract 

 

 

The lateral and medial superior olives (LSO and MSO respectively) receive inputs from the 

two ears and represent the first station in the binaural localization pathway.  The need for 

two discrete nuclei to locate sounds sources on the horizontal axis was long assumed to 

reflect the binaural acoustic cue that each nucleus’ principal neurons employed when 

processing sounds in a restricted frequency range.  This arrangement proves to be overly 

simplistic however: even though the MSO is restricted to processing temporal information 

within low-frequency sounds, LSO principal neurons are sensitive to interaural discrepancies 

in both the intensity and arrival time of high-frequency auditory stimuli.  The ability of these 

neurons to extract temporal information from the envelope of amplitude-modulated carrier 

stimuli raises the possibility that responses to binaural stimuli may be continuous across the 

two nuclei.  The purpose of this thesis was to determine whether synaptic and biophysical 

properties are specialised in guinea pig LSO principal cells for temporal and intensity 

difference processing.  Whole cell patch clamp recordings demonstrated that LSO principal 

neurons responded to superthreshold current injection with a continuous range of phasic and 

tonic firing patterns whilst maintaining low input resistances and fast membrane time 

constants across the neuronal population.  The importance of these fast passive properties 

was made clear when it was revealed that LSO principal neurons rely more on their passive 

properties to integrate excitatory synaptic potentials than do MSO principal neurons.  

Furthermore the passive properties of principal neurons appeared fastest in the low-

frequency, lateral limb of the LSO where contralateral excitation and band-pass filitering 

were also present.  These findings suggest that many lateral guinea pig principal neurons 

may actually retain the biophysical and synaptic machinery to process pure tone and 

envelope temporal processing whilst still being sensitive to rapidly changing intensity 

differences. 
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Introduction 

 

 

1.1 Binaural hearing and its importance 

 

Where ears with tympana are concerned, two are more beneficial than one.  Functional hearing 

organs have been found paired in all such animals apart from the praying mantis (Parasphendale 

agrionina) (Yager and Hoy, 1986), bestowing on their possessor the ability to compare sounds 

arriving at the two hearing organs in order to locate its source. It therefore makes hearing an 

incredibly potent sense in a vast number of ethological contexts: a predator’s search for food, a 

prey’s escape to safety or even the coupling of a mating pair.  Such two-eared, or “binaural” 

hearing, allows not only for the localization of sound sources but also potentially the ability to 

hear out sounds from background noise.  One such example is the human ability to detect, 

differentiate and recognize speech in ambient noise otherwise known as “the cocktail party 

effect” (Sayers and Cherry, 1957).  Speech intelligibility has been shown to improve when 

subjects are tested binaurally as opposed to monaurally (Mackeith and Coles, 1971). 

 

1.1.1 Horizontal vs Vertical  

 

Although the impression of three-dimensional auditory space is seamlessly created to facilitate 

the tracking of targets in any direction, the ability to locate a sound with any precision involves 

identifying its position on different axes.  Locating sources in the vertical axis does not require 

two ears, benefiting from spectral differences arising from the interaction of sounds with the 

outer ears (Blauert, 1997).  Localization in the horizontal axis, on the other hand, is wholly 

dependent on the sensitivity to binaural cues. In fact as the binaural hearing apparatus is 
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typically separated by the full width of the head, the distance between the two ears and the shape 

of the head can be exploited as bases for the calculation of a sound’s position on the horizontal 

axis.   

 

1.2 Duplex Theory 

 

Whilst the retina possesses an intrinsic map of space which extends as far as the visual cortex 

through retinotopic projections (Inouye, 1909; Holmes, 1918), the peripheral auditory system 

lacks any such map.  It had long been assumed that the intensity or “level” difference (ILD) 

between the two ears created by the acoustic shadowing of the listener’s head was an acoustic 

cue employed by humans to locate a sound source on the azimuthal axis (Figure 1 b1 and b2).  

Therefore Lord Rayleigh developed the duplex theory in 1907 when he discovered that 

interaural discrepancies in the arrival time of a sound at either ear, or “interaural time 

differences” (ITDs), were utilized as a second binaural cue for sound localization (Figure 1 

a1and a2) (Rayleigh, 1907). 

 

Lord Rayleigh (1907) associated ITDs in particular with low-frequency sounds (<800Hz); later 

studies confirmed this and, in addition, proposed that ILDs were closely allied to high frequency 

sounds (>1500Hz) whilst the intervening frequency range (i.e. between 800Hz and 1500Hz) was 

serviced by both binaural cues (Stevens and Newman, 1936).  This can be explained by the 

relative efficiency of each cue at conferring information about the location of stimuli in the low 

and high range of frequencies.   

 

Low frequency sounds have long wavelengths (L=V/F where V is the velocity of sound; F is 

sound frequency and L is wavelength); this allows them to diffract more easily around objects 
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and means that their ILD cues are much smaller than is true for high frequency sounds 

originating from the same location.  However, thanks to their longer wavelengths, low-

frequency sounds will always arrive at the two ears within the same cycle of their waveforms.  

Thus stimulus-locked neural responses will also be in temporal register and can be used to 

compare the arrival times of the auditory stimulus at either ear.  Multiple cycles of high 

frequency sounds, on the other hand, can elapse between the two ears given their much shorter 

periods. 

 

ILD 

    

 
 

  ITD 

  

x 

y 

x 

y 

x 

y 

x 

y 

z 

Figure 1. Schematic of ITD(a1 and a2) and ILD (b1and b2) cues. A low-frequency (<800Hz) pure tone 

originating from directly in front of the subject on the horizontal axis (red, a1 and a2) will arrive at both 

ears simultaneously (0 ITD).  When the same stimulus comes from an angle close to 45o on the left (green, 
b1and b2), then it must travel around the subject’s head to reach the ear on the right side.  This leads to an 

interaural time delay in the arrival of the sound at the two ears (up to 660µs ITD).  In contrast a high-

frequency (>1500Hz) stimulus cannot diffract around the subject’s head; therefore its intensity is reduced 

in the head’s umbra (b1 and b2). When a sound originates from in front of the subject (red, b1), the 

intensity remains the same at the two ears (0 ILD); in contrast, a sound will be louder in the left ear than 

the right ear when the stimulus comes from the left (up to 25dB), creating an interaural level difference 

(green, b2).  

a1 

b1 

a2 

b2 



19 | P a g e  

 

1.2.1 The Superior Olivary Complex and the Duplex theory 

 

As receptors are not organized topographically in the auditory periphery, signals from either ear 

must be integrated to process ITDs and ILDs and therefore identify a sound’s source.  Whilst 

binaural interactions are observed in both the cochlea (via efferent connections (Liberman, 

1988) and the cochlear nucleus (both via efferent connections (Conlee and Kane, 1982; Brown 

et al, 1988; Weedman and Ryugo, 1996) and direct contact from the opposing cochlear nucleus 

(Mast, 1970; Adams and Warr, 1976)), the superior olivary complex (SOC) is considered to be 

the first location in the central nervous system (CNS) where binaural processing takes place for 

sound localization.  Amongst the SOC nuclei in the auditory brainstem, the medial superior 

olive (MSO) and the lateral superior olive (LSO) are recognized as the primary binaural nuclei.  

Electrophysiological recordings from principal neurons in these nuclei indicate them to be 

predominantly sensitive to either ILDs (the LSO (Goldberg and Brown, 1969; Yin and Chan; 

1990; Joris and Yin, 1995; Spitzer and Semple, 1995; Batra et al, 1997)) or ITDs (the MSO 

(Goldberg and Brown, 1969; Yin and Chan; 1990; Joris and Yin, 1995; Spitzer and Semple, 

1995; Batra et al, 1997)).  This apparent dichotomy has been regarded as potential biological 

correlates for the duplex theory (Joris et al, 1998; Tollin, 2003). The apparent over-

representation of neurons with low-frequency characteristic frequencies, (CF - the frequency at 

which sound-evoked thresholds for generating action potentials are lowest) in the MSO and high 

frequency CFs in the LSO appears to support the claim that the two SOC nuclei exploit different 

binaural cues to help localize azimuthal sounds binaurally (Goldberg and Brown, 1969). 

 

1.2.2 Exceptions to the Duplex theory 

 

Although the duplex theory appears to hold for more complex sounds (Macpherson and 

Middlebrooks, 2002), psychoacoustical as well as electrophysiological studies have offered 
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findings which contradict the dichotomy suggested by the duplex theory.  Studies in the 1950s 

showed that ITD sensitivity was possible for both high-frequency pure tones and sinusoidally 

amplitude-modulated (SAM) tones (Klump and Eady, 1956; Leakey et al, 1958).  Several 

factors however distinguish this envelope ITD sensitivity in high frequency stimuli from ITD 

sensitivity in low frequency tones.  Firstly envelope ITDs in SAM tones are perceived as 

originating from less lateral sources than ITDs in the fine frequency of similar amplitude 

(Blauert, 1982; Bernstein and Trahiotis, 1985).  This would appear to be associated with a best 

frequency of amplitude modulation for envelope ITDs that is much lower than for low-

frequency pure tone frequency that gives best ITD discrimination (McFadden and Pasanen, 

1976; Nuetzel and Hafter, 1976; Bernstein and Trahiotis, 1994).  Lastly envelope ITD sensitivity 

is more level dependent than ITD sensitivity (McFadden and Pasanen, 1976; Nuetzel and Hafter, 

1976; Simon et al, 1994) 

 

A more recent study by Bernstein and Trahiotis (2002) used transposed tones (a half-wave 

rectified low-frequency tone multiplied with a high-frequency carrier tone) to specifically 

provide high frequency channels with a phased-locked firing patterns similar to that in low 

frequency channels.  This demonstrated that envelope ITD detection can in fact be as sensitive 

as it is for ITDs at low frequencies although the upper cut-off limit in modulation frequency still 

existed for this sensitivity (Bernstein and Trahiotis, 2004). 

 

Two explanations exist for the biological origins of this decreased envelope ITD detection in 

SAM stimuli.  The first proposes that this sensitivity to ITDs in high frequency sounds is in fact 

a by-product of high frequency LSO neurons being responsive to rapid ILD changes (Caird and 

Klinke, 1983; Joris and Yin, 1995; Tollin, 2003).  The second suggests that the SAM stimulus 

simply does not offer an optimal input for phase-sensitive, high frequency SOC neurons to 

perform ITD processing (Colburn and Esquissaud, 1976).  This second hypothesis is supported 
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by the transposed tone studies of Bernstein and Trahiotis (2002) as well as evidence that LSO 

neurons also display IPD sensitivity to pure tones (Tollin and Yin, 2005).  This raises the 

question of how ITD sensitivity is organized within the SOC nuclei especially with regards to 

LSO neurons.  Are LSO neurons sensitive to both ITD and ILD sensitivity, and do these cues 

interact?  If LSO neurons display discrete ILD and ITD sensitivity, is envelope ITD sensitivity 

an acquired consequence of one or both neuronal subsets?  This latter question is of especial 

importance as amplitude-modulated sounds are abundant in the natural world (Rosen, 1992); 

therefore understanding the biological limitations and capabilities of different species’ envelope 

coding, including coding of envelope ITDs might potentially advance a more complete 

ethological perspective of binaural localization.   

 

1.3 The binaural pathway 

 

Before addressing the relative importance of LSO and MSO neurons to binaural localization, an 

overview of the binaural pathway including coding strategies for the acoustic properties of a 

stimulus are presented from the transduction of sound to the actual processing of ILDs and ITDs 

by neurons in the SOC nuclei (Figure 2). 
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Figure 2. The binaural pathways in the auditory brainstem.  A coronal slice of the auditory brainstem is shown in a); 
thionin-stained neurons in the auditory nuclei are highlighted and labeled (Madison brain collection).  A schematic of 
the nuclei and their synaptic pathways are shown in b) Principal neurons of the MSO (red neuron) and the LSO (green 
neuron) and their respective binaural pathways are portrayed in different halves of the slice.   Excitatory inputs arrive 

bilaterally from either AVCN whilst inhibitory inputs are conveyed by the MNTB and LNTB.  Scale bar in a) = 2mm. 
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1.3.1 A map of frequencies originates in the cochlea 

 

In the mammalian cochlea, inner hair cells (IHCs) convert sound-induced movements of the 

basilar membrane (BM) into electrical signals that are subsequently conveyed to the central 

nervous system by auditory nerve fibres (ANFs). The mechanical properties of the BM change 

from base to apex of the cochlea and confer it with the ability to separate frequencies spatially 

(Figure 3a).  When a pure tone of moderate volume is presented as a stimulus, the BM vibrates 

with a sharp peak confined to location which is specific to that frequency.  IHCs atop this BM 

region register the resulting movement of endolymphatic fluid with their specialized stereocilia 

and therefore respond preferentially to this stimulus frequency at low/middle intensities (Figure 

3b).  Extended across the whole cochlea, this arrangement creates a systematic map of pure-tone 

frequency which is maintained by the cochleotopic projections of the ANFs (Figure 3a). This 

map is vital in the most popular models of ITD and ILD processing as it allows frequency-match 

input to be compared in the SOC nuclei (Tollin, 2003). 
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Basilar membrane 

Figure 3. The tonotopy of the BM and structure of the organ of Corti.  The BM is presented from 

base to apex in the uncoiled cochlea (a): the preferential response frequencies of the different regions 

decreases towards the apex (Kern et al, 2008).  A cross-section of the organ of Corti in b) shows how 

IHCs sit upon the basilar membrane (adapted from Encyclopedia Britannica, 1997).  The sound-
evoked motion (vertical red arrow shows direction of BM movement) of the basilar membrane leads 

to the stereocilia of IHCs being displaced in an oscillatory manner (horizontal red arrow displays 

direction of stereocilia movement). 

b) 

a) 
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1.3.2 Temporal coding in the periphery and auditory nerve 

 

The transduction of low frequency (<3.5kHz) sounds into electrical signals by IHCs intrinsically 

preserves the stimulus’ temporal structure in the firing pattern of ANFs.  From the sound-evoked 

vibration of the BM to the resultant oscillating current input that flows through 

mechanoreceptors in the stereocilia of the hair cells, responses remain phase-locked to the 

auditory stimulus up until very high frequencies.  The transformation of this current input into a 

membrane potential however, is highly frequency dependent due to low pass filtering of the hair 

cell’s membrane.  Significantly this means that the membrane potential of a rat or guinea pig 

IHC stimulated by a pure tone of frequency <3.5Hz displays an AC component which reflects 

the BM’s velocity (Figure 4a) (Palmer and Russell, 1986; Fettiplace and Fuchs, 1999; Paolini et 

al, 2001).  As a result, the subsequent cycle-by-cycle release of excitatory neurotransmitter 

occurs within a well-defined window of the period of low-frequency sounds, triggering action 

potentials (APs) in ANFs that are phase-locked to the original waveform (Figure 4b).  It is this 

firing pattern that conveys the stimulus’ temporal fine structure to the rest of the auditory 

system.  As stimulus frequency increases beyond 600Hz, the hair cell membrane increasingly 

filters the a.c. component of guinea pig IHC’s membrane potential; this causes a linear decrease 

in phase-locked ANF firing (Palmer and Russell, 1986).  Above 3-4 kHz, any oscillatory voltage 

responses disappears altogether in IHCs, leaving only a raised plateau potential which results in 

the cessation of phasic glutamate neurotransmitter release (Figure 4a) (Palmer and Russell, 

1986).   
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1.3.3 Intensity coding in the auditory periphery and the ANF 

 

The firing rates of ANFs are considered to be the primary means by which sound intensity is 

coded in the auditory system.  This is because, regardless of the stimulus frequency, the 

magnitude of a hair cell’s membrane potential is dependent on the displacement of the BM; 

louder generate larger BM vibrations, leading to greater probability of excitatory transmitter 

release at the IHC-ANF synapse and increased firing rates (Figure 5a) (Nomoto et al, 1964; 

Sachs and Abbas, 1974; Cody and Russell, 1987).  A population of ANFs with the same CF but 

displaying a range of rate vs. sound intensity functions has been proposed to explain how 

individual fibres with a range of sensitivities typically between 35-40dB can produce an overall 

Figure 4. Temporal coding in the auditory periphery and auditory nerve.  Voltage traces in a) are 

recorded from guinea pig inner hair cells which display a phase-locked AC component up until 3000Hz 

in response to 50ms pure tones (Palmer and Russell, 1986).  This leads to the stimulus-locked release of 

neurotransmitter, triggering APs in ANFs which follow the waveform of the original low-frequency 

stimuli (b).   

a) b) 
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dynamic range spanning more than 100dB (Figure 5c) (Winter and Palmer, 1991).  Another 

factor which improves individual fibres’ dynamic range is the frequency-dependent nonlinear 

compression of responsiveness in transduction (Ruggero et al, 1997; Martin and Hudspeth, 

2001).  Increasing the intensity of a sound from an initial value close to the threshold produces 

greater BM vibrations than stimuli that start from medium or high intensities, this non-linear 

compression therefore can prevent ANF responses from saturating in response to high intensity 

sounds.  However sounds at the higher end of the intensity scale can exploit the increased spread 

of excitation along the BM they cause as ANFs with CF proximal to the actual stimulus 

frequency are recruited (Figure 5b). 

Figure 5. Intensity coding in the auditory periphery and auditory nerve.  As the amplitude of an auditory 

stimulus’ waveform increases, the concomitant increase in firing rate that follows in individual ANFs 

can form the basis of an intensity code (a).  When spike rates are plotted against the stimulus level for 

two ANFs with different thresholds and spontaneous rates (c), the range of stimulus levels that are coded 

is found to increase (dotted line displays where response saturates in ANF with lower threshold).  

Another way to code intensity involves the spread of excitation across the BM with higher intensity 

signals; this leads to ANFs firing which are associated with IHCs stimulated at locations further along 

the BM (b). 

a) b) 

c) 
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1.3.4 Coding for temporal envelope of sounds.in the auditory periphery and ANF  

 

As mentioned above, low-frequency temporal information can be introduced to a region of the 

cochlea that predominantly transduces high frequency sounds by including them in the carrier 

stimulus as amplitude modulations.  ANFs with high CFs follow changes in intensity generated 

by the stimulus envelope with phase-locked firing patterns.  However since IHCs respond to a 

restricted range of stimulus frequencies- a function of their location along the BM, their 

associated ANFs display narrow bandwidths and present a bottleneck to the range of modulation 

frequencies that can be transmitted.  Even as the bandwidth of IHCs increases towards the basal, 

high frequency region of the BM, the cut-off frequency for modulation tuning remains lower 

than is observed for ITD tuning of pure tones (Joris and Yin, 1992).  Nevertheless envelope 

coding in ANFs does cover a sufficiently large range of modulation frequencies to explain 

psychoacoustic sensitivity (Joris et al, 2004; Dreyer and Delgutte, 2006).   

 

1.3.5 Anterior Ventral Cochlear nucleus can improve stimulus-locked neural discharge 

 

ANFs project from the cochlea via the 8
th
 cranial nerve to innervate the first auditory centre in 

the CNS, the cochlear nucleus (CN).  Upon reaching the CN, ANFs bifurcate to innervate the 

three CN subnuclei: the dorsal cochlear nucleus (DCN); posteroventral cochlear nucleus 

(PVCN) and the anteroventral cochlear nucleus (AVCN).  Signals are transformed in these 

subnuclei for a variety purposes and upstream targets; however the temporal processing 

associated with binaural localization is predominantly associated with the spherical and globular 

bushy cells (SBCs and GBCs respectively) of the AVCN.  Whilst SBCs provide excitatory 

inputs to the MSO and LSO, inhibition and is relayed to the SOC nuclei via principal neurons of 

the medial nucleus of the trapezoid body (pMNTB neurons) which are excited by GBCs (Figure 

2) (Cant and Benson, 2003).  However SBCs and GBCs do more than just relay an excitatory 
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signal from ANFs to auditory brainstem nuclei; their firing pattern in response to pure tones of 

frequency <1000Hz actually displays improved phase-locking over ANFs of similar CF (Joris et 

al, 1994).  Although in vivo and in vitro studies appear to disagree on the exact biophysical 

mechanism for this transformation, it would appear that multiple inputs must converge onto 

bushy cells within a narrow time window (due to their short time constants) in order to generate 

a very precisely timed AP (Rothman et al, 1993).  Aside from reducing temporal jitter, 

integrating information from across several isofrequency ANFs between 600Hz and 3500Hz 

produces a more complete representation of the stimulus’ temporal waveform.  This could be 

paramount for a range of pure tone frequencies at which phase-locked responses may still exist 

but neural discharges in individual ANFs cannot follow the stimulus on a cycle-by-cycle basis.  

When firing patterns in bushy cells are compared against those of ANFs for amplitude-

modulated stimuli in the cat and the rat, enhanced phase-locking is also observed alongside 

higher cut-off frequencies for modulation tuning (Joris et al, 1998; Paolini et al, 2001; Frisina, 

2001).   

 

1.3.6 MNTB relays information to the MSO and LSO 

 

Although the MNTB forms part of the SOC, it is not discussed here beyond its ability to relay a 

signal from GBCs to MSO and LSO neurons as an inhibitory input.  The synapse between GBCs 

and principle neurons of the MNTB is referred to as the Calyx of Held (Held, 1893; Morest, 

1968).  It is the largest synapse in the adult mammalian auditory CNS, consisting of a cup-

shaped, dendrite whose fenestrations encapsulate a neurons’ large, spherical soma (Satzler and 

Sohl, 2002; von Gersdorff and Borst, 2002).  In conjunction with large, glutamatergic synaptic 

currents, the extent of contact between pre- and post-synaptic terminals at the calyx of Held 

ensures that synaptic transmission is very secure and that firing patterns of GBCs are reproduced 

faithfully in MNTB principal neurons.  Specialized K
+ 

conductances help to reduce neuronal 
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membrane time constant and therefore allow the rapid integration of synaptic currents; these 

conductances can also help maintain firing rates over a large range of frequencies so that 

pMNTB neurons can follow their GBC inputs (Kaczmarek et al, 2005; Song et al, 2005; 

Hardman and Forsythe, 2009).   

 

1.4 Anatomy of MSO principal neurons  

 

Arranged in a “ladder-like” structure along the dorsal-ventral axis of the nucleus, MSO principal 

(pMSO) neurons are organized tonotopically in the MSO: neurons with their lowest CFs are 

found in the dorsal limb and those with the highest CFs in the ventral limb.  Sharing a single 

morphology, all pMSO neurons are bipolar with dendrites emerging 180
o
 to each other from 

large, fusiform somata (~20µm) (Figure 6a).  Whilst the medial and lateral dendrites receive 

excitatory inputs (glutamatergic) from contralateral and ipsilateral SBCs respectively, inhibitory 

inputs (mainly glycinergic in adults) from the MNTB are largely restricted to the somata and 

proximal dendrites of adult gerbil pMSO neurons (Figure 2) (Grothe, 1994; Smith et al, 2000; 

Kapfer et al, 2002; Cant and Benson, 2003).  Ipsilateral inhibition from the lateral nucleus of the 

trapezoid body (LNTB) has also been observed however its properties have been studied less 

extensively across species (Figure 2) (Cant and Hyson, 1992; Grothe and Sanes, 1993).   

 

1.4.1 The sublocalization of postsynaptic glycine receptors. 

 

In the gerbil MSO, postsynaptic glycine receptors (GlyRs) are redistributed over the course of 

development (Kapfer et al, 2002): a diffuse somato-dendritic arrangement of GlyRs in juveniles 

is replaced by one mainly restricted to the perisomatic region of adult pMSO neurons (i.e. the 

soma and the first 50µm of proximal dendrite).  It appears that a species hearing range is 
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correlated to the sublocalization of GlyRs on particular compartments of pMSO neurons as a 

similar perisomatic configuration has been noted in the adult cat and chinchilla, both of whom 

are proficient at hearing low-frequencies whereas high-frequency hearing species such as the rat, 

opossum and bat retain a somato-dendritic pattern of GlyR distribution into maturity (Fay, 1998; 

Kapfer et al, 2002).  It has been speculated that the lack of somatic compartmentalization in 

those species insensitive to frequencies of a several hundred Hertz may reflect their poor fine 

structure ITD processing abilities (Kapfer et al, 2002).    The idea that GlyR sublocalization in 

the MSO is determined by the experience of fine structure ITD cues is supported by evidence 

from gerbils, reared in white noise and therefore an environment poor in correlated ITD cues 

(Kapfer et al, 2002); the developmental transition observed in control subjects is interrupted so 

that a somato-dendritic distribution of GlyR receptors on pMSO neurons is preserved in these 

noise-reared animals.  Little is known however about how sublocalization of inhibitory synapses 

on principal neurons varies in either limb of the LSO and how this may be related to their ILD 

or ITD sensitivity.  

 

1.4.2 Physiology of MSO principal neurons 

 

The intrinsic properties of pMSO neurons appear to be homogenous in the Mongolian gerbil.  

They are characterized by their single-figure low input resistances (between 8.2 ± 0.6 and 12.3 ± 

0.4 MΩ on average in the gerbil), sub-millisecond membrane time constants and highly phasic 

firing patterns (Smith et al, 1995; Svirskis et al, 2002; Scott et al, 2005 and 2007; Chirila et al, 

2007; Mathews et al, 2010; Khurana et al, 2011).  Most of these properties can be attributed to 

the array of voltage-gated membrane channels open at rest, chief amongst these being the low 

threshold voltage-gated K
+
 current, IKLT.   
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Thanks to IKLT’s low-voltage threshold of activation, depolarization from resting membrane 

potentials can induce large outward currents (Scott et al, 2005; Mathews et al, 2010). These 

decrease the overall excitability of pMSO neurons and mean that depolarizing inputs must have 

fast rise times for membrane voltages to bypass IKLT activation and reach threshold for AP 

generation (Svirskis et al, 2004; Jercog et al, 2010;Mathews et al, 2010).  In conjunction with a 

rapidly inactivating Na
+ 

conductance, IKLT limits the number of APs generated in response to 

superthreshold current injections, producing a single onset AP that constitutes its highly phasic 

firing pattern (Figure 6b) (Svirskis et al, 2004; Scott et al, 2005 and 2007).   

 

IKLT’s rapid kinetics mean that brief stimuli such as excitatory postsynaptic potentials (EPSPs) 

can activate the conductance (Rothman et al, 2003; Mathews et al, 2010); the transient decrease 

that follows in a pMSO neuron’s membrane time constant (beyond already low resting values) 

accelerates the EPSP’s time course, causing the time window for summation of excitatory inputs 

from either ear to narrow (Matthews et al, 2010).  By carefully controlling the relative 

proportion of the conductance in different compartments of the pMSO neurons, IKLT even 

appears to play a role in ensuring that EPSPs of different amplitude have a similar time course 

thus preventing any accompanying ILD cues from biasing ITD processing (Matthews et al, 

2010).   
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1.4.3 Coding for ITDs in MSO principal neurons  

 

Although extracellular recordings are difficult from single pMSO neurons in vivo due to their 

small amplitude of their APs and large neurophonic potentials, a number of studies have 

demonstrated in the MSO of several species that firing rates are indeed modulated by ITDs and 

Figure 6. Morphology and firing pattern of guinea pig pMSO neurons .  Neurobiotin-filled pMSO 

neurons display their bipolar morphology with axons (marked by letter a) that generally emanate from 

the cell somata (a) (Smith, 1995).  Their parallel arrangement of pMSO neurons along the rostralcaudal 
axis is similar to the orientation of the cartoon neuron in Figure 2b.  Voltage traces (b, above) in 

response to depolarizing current steps (b, below) are displayed for a guinea pig pMSO neuron in b).  

Due to the low input resistance (<10MOhm), larger current steps are necessary for superthreshold 

responses.  Only a single onset AP with short latency can be evoked by a current step regardless of its 

amplitude. 

a) 
b) 
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the envelope ITDs of SAM tones (cat: Yin and Chan, 1990; Joris, 1996, rabbit: Batra et al, 1997 

and bat: Grothe and Park, 1998).  This supports the idea that pMSO neurons perform 

coincidence detection of phase-locked excitatory inputs from each ear.  A maximal response is 

not typically obtained however when a stimulus reaches the two ears simultaneously i.e. 0ms 

ITD but instead when the signal from the contralateral ear leads (see Figure 8 b).  This was 

assumed for a long period to be evidence for a particular representation of ITDs that was 

proposed by Jeffress in 1948.  He suggested that, at each frequency channel, an array of 

coincidence detectors exists in which each neuron represents a particular ITD within the 

physiological range (Figure 7 a) (i.e. range of ITDs that can be created by head) by its maximum 

firing rate (see Figure 7).  Since coincidence of phase-matched inputs from either ear would be 

required for maximum firing, a range of ITDs could be simply represented by different axonal 

path lengths bilaterally (Figure 7b).  This would create internal delays that compensate for the 

differences in a sound’s arrival times at either ear.  

 

Although the separation of ipsilateral and contralateral inputs on bipolar dendrite as well as the 

“ladder-like” arrangement of pMSO neurons suggests that they are specialised to perform 

coincidence detection (Agmon-Snir et al, 1998; Beckius et al, 1999; Zhou et al, 2005), no strong 

anatomical evidence for delay lines has yet been found in mammals (Smith at al, 1993; Beckius 

et al, 2000).  Furthermore when the maximum firing rates of guinea pig IC neurons (which 

receive their input from pMSO neurons) with different CFs is grouped, it is found that their 

values are distributed around 45
o
 IPD (Yin and Kuwada, 1983; Spitzer and Semple, 1998; 

McAlpine et al, 2001; Shackleton et al 2003; Hancock and Delgutte, 2004; Joris and Yin, 2007).  

Since peak IPD is correlated to corresponding peak ITD by frequency, guinea pig IC neurons of 

low CF show peak firing rates for ITDs beyond the physiological range of ITDs for a species of 

such small head size (Palmer et al, 1990).  This finding has also been replicated in other species 

including the gerbil MSO (Brand et al, 2002; Seidl and Grothe, 2005; Pecka et al, 2008) and cat 
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IC (Hancock and Delgutte, 2004), suggesting that the peak firing rates of these neurons might 

convey little information about the ITD of a stimulus in these species.  McAlpine et al (2001) 

has proposed that the slope of the ITD-tuning function (whose maximum lies close to 0µs) 

instead forms the basis of ITD coding in the mammalian brainstem (Figure 8c) (Shackleton et al, 

2003).  Rather than an array of coincidence detectors conferring ITD information, two broadly 

tuned channels (one for each hemisphere of space) now provide the most efficient ITD-coding 

strategy (McAlpine et al, 2001; Harper and McAlpine, 2004).   
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Figure 7. The Jeffress model of ITD coding.  As described in the Jeffress (1948) model, ITD coding 

can be performed by an array of isofrequency neurons which receive stimulus-locked, excitatory inputs 

from either ear (a).  Axonal path lengths vary across the array and therefore compensate for the full 

physiological range of ITDs (a).  The firing rates of the coincidence-detecting neurons are subsequently 

tuned to different ITDs (b).  Dotted lines represent the physiological range of ITDs. 

b) 
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1.4.4 Role of inhibition in ITD coding 

 

Batra et al (1997) suggested that a well-time inhibitory input from the MNTB could potentially 

shift the ITD-tuning function of rabbit pSOC neurons so that its peak laid at intermediate IPDs 

(Figure 8a).  Brand et al (2002) blocked glycinergic transmission using iontophoresis of 

strychnine onto the gerbil MSO and found that the peak firing rate of principal neurons moved 

towards a distribution around zero ITD/IPD (Figure 8b), suggesting that MSO neurons are pure 

coincidence detectors whose ITD-tuning function is indeed modulated by timed inhibition.   

 

Several models for this mechanism have been proposed. Brand et al (2002) used a fast inhibition 

which preceded excitatory input from the same side to produce a contralaterally-leading peak in 

the ITD-tuning function.  However the time constant of inhibition used in this model has proven 

unrealistically fast when tested in vitro (Batra et al (2002) model = 0.1ms; Magnusson et al 

(2004) electrophysiological study = ~1ms).  Zhou et al (2005) suggested a separate model which 

did not require inhibition to have temporal precision or fast kinetics; it attributed the shift in the 

peak of the ITD-tuning function to the sublocalization of the axon’s initiation site on one of the 

two dendrites.  Although this is compatible with the observed inhibition, the asymmetric 

morphology has not proved consistent across gerbil pMSO neurons (Scott et al, 2005).  A more 

recent model by Jercog et al (2010) has postulated that the shift in ITD-tuning function is 

actually associated with the asymmetrical rise slopes of EPSPs arriving from each ear.  The 

temporal ordering of bilateral inputs is vital as summation of EPSPs is nonlinear due to the 

activation of IKLT by slower rising voltage deflections.  The role of inhibition in this model is to 

determine the relative difference in EPSP rise slope bilaterally (Jercog et al, 2010).  A more 

direct interaction between inhibitory inputs and IKLT has also been advocated in a separate 

model.  Svirskis et al (2004) found that depolarizing inputs were more likely to elicit an AP if 

they were preceded by a period of hyperpolarization.  This was explained by the need to 
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deactivate IKLT, open at rest, before slower depolarizing inputs could reach threshold for AP 

generation (Svirskis et al, 2004).  If contralateral inhibition can produce a sufficient reduction in 

membrane potential and if it precedes a delayed contralateral excitation then this could help to 

bias all coincidence detection towards contralateral leading stimuli.   
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Contralateral 

Figure 8. Contralateral inhibition and two-channel model for ITD-coding.  In a), coincidence-detecting 

neurons of different CFs receive inhibition as well as excitation from the contralateral .  Ionotophoresis 

of strychinine, the GlyR blocker, has demonstrated that such well-timed inhibition can modulate the 

ITD tuning functions of gerbil pMSO neurons, shifting the peak firing rate towards more positive IPDs 

(b) (Brand et al, 2002).  Thus, instead of an array of coincidence detectors representing the full 

azimuthal space (as proposed by the Jeffress (1948) model (Fig. 7b)), the slope of individual neurons’ 
ITD-tuning functions can convey information about the complete physiological range of ITDs (c).  This 

also entails a different ITD encoding strategy from the Jeffress model as the relative activation of two 

broadly-tuned binaural channels (i.e. from either MSO) replaces “a map of ITD-tuned neurons” as a 

means to localize sounds on the azimuthal plane (c). 

b) 

a) 

c) 

Left channel 

Right channel 
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1.5 Anatomy of LSO principal neurons 

 

Like their counterparts in the MSO, principal neurons of the LSO (pLSO neurons) are 

tonotopically organized, with low CF neurons found in the lateral region of the nucleus and high 

CF pLSO neurons located more medially (Boudreau and Tschutani, 1968; Guinan et al, 1972; 

Adam et al, 1999).  Unlike pMSO neurons however, pLSO neurons appear to span more than 

one morphological class in the rat, guinea pig, cat and gerbil (Barnes-Davies et al, 2004; Helfert 

and Schwartz, 1986; 1987; Schofield and Cant, 1991). Of the seven morphological subtypes 

previously observed in rat LSO (Rietzel and Friauf, 1998), principal neurons have been 

identified as belonging to the unipolar and bipolar classes (Figure 9a and c) (Barnes-Davies et 

al, 2004). Bipolar cells possess large fusiform somata (15-33µm in diameter) from which 

between two and six dendrites project (Figure 9a) (Rietzel and Friauf, 1998).  In contrast, 

unipolar neurons have “drop-shaped” somata (16-20µm in diameter) with between one and two 

thick dendrites emerging from the tapered end (Figure 9b).  In the guinea pig LSO, two potential 

candidates for principal neurons have been identified (Schofield and Cant, 1991): the first has a 

fusiform somata (20-25µm in diameter) and is a disk-shaped, multipolar cell with a which 

appears bipolar when viewed coronally and the second is also multipolar and of a similar size 

but appears more rounded in coronal slices due to its orientation (Schofield and Cant, 1991).   

 

As the most prominent cell type in their respective LSOs, both the bipolar fusiform neurons in 

the rat (Figure 9b) and fusiform neurons in the guinea pig appear to be the main principal 

neuronal types.  They are arranged similarly in the LSO with the longest axes of their somata 

perpendicular to the main axis of the nucleus (see Figure 6).  The classical arrangement of 

synaptic inputs to the LSO has been considered a contralateral inhibitory input from the 
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ipsilateral MNTB and an excitatory input from the ipsilateral AVCN (Yin, 2001).  However 

many studies have noted the potential existence of a contralateral excitation to pLSO neurons 

(Figure 2) (Finlayson and Caspary, 1991; Sanes and Siverls, 1991; Wu and Kelly, 1991 and 

1992; Tollin and Yin, 2005).  There has even been speculation that an ipsilateral inhibitory input 

from the LNTB also contacts pLSO neurons (Figure 2) (Wu and Kelly, 1994). Whilst excitation 

is presumed to be impinging upon the dendrites, it has been claimed that inhibitory synapses are 

located close to the soma (Figure 2) (Cant, 1984; Helfert et al, 1992; Smith et al, 1998).   

 

1.5.1 Physiology of LSO principal neurons 

 

Analysis of whole cell recordings in the gerbil indicates that the average input resistance and 

membrane time constant of pLSO neurons are larger/slower than in gerbil pMSO neurons 

(average input resistance = 109 ± 64.4 MΩ; average membrane time constant = 8.5 ± 4.5 ms 

(Adam et al, 2001)).  The large variance in input resistance across the population of gerbil pLSO 

neurons appears may be explained by the existence of two subtypes of principal neurons as has 

been demonstrated in the rat LSO (Barnes-Davies et al, 2004).  Depending on how many APs 

are generated during suprathreshold current steps, rat pLSO neurons can be separated into 

single-firing neurons that respond with a single onset AP (Figure 9c) (average input resistance = 

70.0 ± 6.7 MΩ) and multi-firing neurons that respond with a train of APs (Figure 9d)  (average 

input resistance = 174.2 ± 29.1 MΩ) (Barnes-Davies et al, 2004).  With little difference in 

membrane capacitance between the two subtypes (single-firing = 23.1 ± 1.8 pF vs. multi-firing = 

21.7 ± 1.8 pF), the larger average input resistance in multi-firing neurons has been attributed to a 

decreased IKLT expression in this pLSO neuronal subtype (Barnes-Davies et al, 2004).  Indeed 

application of Dendrotoxin-I to block selectively Kv1.1 channels associated with IKLT causes 

single-firing neurons not only to fire like multi-firing pLSO neurons but also to have similarly 

high input resistances (Barnes-Davies et al, 2004).  It has also been proposed in the same study 
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that single-firing pLSO neurons were more prominent in the lateral region of adult rat LSO 

(Barnes-Davies et al, 2004).  This tonotopic organization of single- and multi-firing pLSO 

neurons also appears to be correlated with the total expression of IKLT in each sub-region of the 

nucleus (medial< central< lateral) (Barnes-Davies et al, 2004).  Although the role of IKLT has 

been emphasized, in particular its influence over the excitability of pLSO neurons, a host of 

other voltage-gates conductances has been observed including the hyperpolarization-activated 

mixed cationic conductance, Ih (Leao et al, 2006; Barnes-Davies et al, 2004; Adam et al, 2001).  

Its strong dendritic expression may prevent temporal summation of EPSPs originating from the 

ipsilateral ear and can therefore help to detect synchronous excitatory input (Leao et al, 2011).   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. Morphology and firing pattern of rat pLSO neurons.  Lucifer yellow-filled rat pLSO neurons 

display two distinct morphologies (Barnes-Davies et al, 2004): a unipolar neuronal type (a, taken from 

Barnes-Davies et al, 2004) and bipolar neuronal type (b, taken from Rietzel and Friauf, 1998).  They can 

also be divided on the basis of their firing patterns when injected with superthreshold current steps (c and 

d) (Barnes-Davies et al, 2004). Those pLSO neurons which fired a single, onset AP are classified as 

single firing (c) whereas those that responded with a train of APs are called multi-firing (d) neurons.  No 
correlation was found between electrophysiological properties and morpohological subtype of pLSO 

neurons in the rat (Barnes-Davies et al, 2004).  Scale bars in a) and b) were 20µm and 50 µm 

respectively. 

b) a) 

d) c) 
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1.5.2 Binaural sensitivity of LSO principal neurons 

 

By raising contralateral sound levels whilst keeping the ipsilateral stimulus constant, it has been 

demonstrated that the firing rate of pLSO neurons is modulated as a function of ILD (Galambos 

et al, 1959; Boudreau and Tsuchitani, 1969; Caird and Klinke, 1983; Sanes and Rubel, 1988; 

Joris and Yin, 1995; Park et al, 1997).  It is believed that these responses are predominantly a 

result of EI (Excitation from ipsilateral ear; Inhibition from the contralateral ear) pLSO neurons. 

Thus, the integration of synaptic inputs at most pLSO neurons represents the subtraction of 

stimulus level at the contralateral ear from the stimulus level at the ipsilateral ear.  The 

characteristic chopping pattern of pLSO neurons has been associated with active properties of 

pLSO neurons associated with their tonic firing properties (Zacksenhouse et al, 1995; Adam et 

al, 1999; Adam et al, 2001). This begets a scalar code where firing rates are dependent on the 

magnitude of the ILD (Tollin and Yin, 2002a; Tollin and Yin 2002b) 

 

Low CF pLSO neurons have also been shown to be ITD sensitive (Caird and Klinke, 1983; 

Finlayson and Caspary, 1991; Batra et al, 1997; Tollin and Yin, 2007); apparently via a process 

similar to coincidence detection in pMSO neurons.  In contrast with ITD discrimination in the 

MSO, peaks in pLSO neurons’ neural discharge are generally observed where synaptic input 

from either ear arrives at somata out of phase and contralateral inhibition does not negate the 

ipsilateral excitation.  However this is not true for all pLSO neurons as peak firing rates often 

occur at IPDs less than 90
o 

IPD; it has been proposed that the ITD-tuning functions of these 

pLSO neurons is shaped by well-timed contralateral excitation (Tollin and Yin, 2005).   

 

The sensitivity of pLSO neurons to ITDs in the envelope of high frequency tones has also been 

demonstrated and arises from the rapid comparison of changing sound levels at either ear (Joris 
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and Yin, 1998; Tollin, 2003).  The subtractive process associated with ILD computations has 

therefore been implicated in envelope ITD calculations as well (Figure 10) (Joris and Yin, 

1998).  It has been noted however that the upper frequency limit for modulation tuning is 

reduced in the LSO (≤800Hz): the upper limit in pLSO neurons being an octave lower than is 

observed in their monaural inputs (Joris and Yin, 1998).  This reduction in upper frequency of 

modulation tuning may help minimize errors in binaural processing (Joris et al, 2004) 
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Figure 10. Potential basis for IPD sensitivity in the LSO.  Poststimulus histograms of model LSO neurons 

in response to in-phase (a, IPD = 0) and out-of-phase (b, IPD = 0.5) AM stimuli suggest that the 

subtractive mechanism underlying ILD sensitivity can also produce envelope ITD/IPD sensitivity (Joris 

and Yin, 1995).  Phase-locking of ANF firing to the low-frequency envelope of the AM stimuli propagates 

to CN and MNTB neurons through fast and secure synapses.  If the afferent pathways to LSO neurons 

introduce balanced delays bilaterally, then in-phase stimuli will cause excitatory and inhibitory inputs 

from either to coincide at LSO neurons and negate each other so that the neurons fire minimally (a).  In 

contrast, when the stimuli are out-of-phase, excitatory and inhibitory inputs overlap very little in their time 

of arrival, producing maximal firing in LSO neurons (b). 

a) 

b) 
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1.6 Strategy for ITD coding across the SOC 

 

The responses of IC neurons to fine structure and envelope ITD appear to suggest that, in spite 

of subtle transformations, their binaural sensitivity is directly inherited from pSOC neurons 

(Fitzpatrick et al, 2002).  It has been suggested that the different types of ITD-sensitivity found 

in pSOC neurons i.e. peak-type, trough-type and intermediate responses may be maintained as 

far as the auditory cortex to produce a single perceptual continuum of ITD sensitivity 

(Fitzpatrick et al, 2002).  One explanation for the continuum originating in the MSO and LSO is 

that different response types may reflect the pSOC neurons’ synaptic arrangements (Figure 11) 

(Fitzpatrick et al, 2002).  This model predicts that peak-type principal neurons in the ventral, 

high CF region of the MSO perform pure coincidence detection and thus receive purely 

excitatory inputs from either ear.  The increasing influence of inhibition on ITD-tuning functions 

towards the dorsal region of the MSO leads to the generation a range of intermediate-type 

responses in low-CF and middle-CF pMSO neurons.  Extending this trend into the LSO, 

intermediate-type pLSO neurons in the low CF, lateral limb are replaced by trough-type pLSO 

neurons as contralateral inhibition and ipsilateral excitation prevail in the high CF, medial limb 

(see Figure 11).  Together with findings suggesting that lateral pLSO neurons receive 

contralateral excitation (Finlayson and Caspary, 1991; Sanes, 1991; Wu and Kelly, 1991 and 

1992; Kil et al, 1995) and that inhibition modifies peak firing rates of pMSO neurons (Brand et 

al, 2002; Pecka et al, 2008), evidence also exists for a systematic organization of inhibition and 

excitation in different frequency regions of the LSO (Glendenning et al, 1985).   
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1.6.1 Strategy for envelope ITD coding 

 

Amplitude modulations are particularly prominent in natural sounds such as vocalizations 

(Nelken et al, 1999) and the ITDs associated with the envelopes of these stimuli are potentially 

extremely important for binaural localization.  Although responses in gerbil and rabbit IC 

neurons are mainly peak-type or trough-type, studies have observed intermediate responses 

(Fitzpatrick et al, 2002; Griffin et al, 2005), suggesting that the coding strategy for envelope 

ITDs may mirror that for fine-structure ITDs. However these studies have also demonstrated 

that the range of AM frequencies at which IC neurons are most sensitive to envelope ITDs is 

between 60 and 310Hz (Fitzpatrick et al, 2002; Griffin et al, 2005).  For animals with small 

Figure 11. A potential arrangement of synaptic inputs to achieve a continuum of responses in the SOC.  

Although the generic arrangement of EE neurons in the MSO and EI neurons in the LSO would only 

allow for a dichotomy between peak- and trough- type ITD sensitivity, by varying the strength of 

contralateral excitation and inhibition across the MSO and LSO, it is possible to create a continuum of 

ITD functions including intermediate responses (Fitzpatrick et al, 2002).  Given the relative importance of 

ITD cues to localizing pure tones of low frequencies, it is likely that low CF pLSO neurons displaying 

IPD sensitivity will possess stronger contralateral excitation but weaker contralateral inhibition than high 

CF pLSO neurons.  This would entail that pLSO neurons in the low-frequency, lateral limb of the nucleus 

would resemble low CF pMSO neurons more in their ability to detect coincidence between stimulus-

locked inputs from the two ears. 
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heads such as the rabbit and the gerbil, this means that peak ITD of any intermediate neurons 

sits so far outside the physiological range that the slope of individual IC neuron’s envelope ITD 

tuning functions are too shallow to actually provide information about azimuthal position 

(McAlpine et al, 2001; Sterbing et al, 2003).  It has been suggested that regions of the IPD 

tuning curves may actually display greater accuracy for ITD discrimination however it is also 

likely that by integrating responses across a pool of envelope ITD sensitive neurons, the 

necessary temporal resolution observed in psychoacoustic studies may be achieved (Shackleton 

et al, 2003; Griffin et al, 2005). 

 

1.7 Naturalistic sounds and the auditory system 

 

When natural sounds are examined in narrow frequency bands, the power of the enclosed 

amplitude modulations (AMs) decreases proportionally with increasing AM frequency, leading 

to a “1/f power law” (Figure 12a) (Voss and Clarke, 1975; Attias and Schreiner, 1997; Singh 

and Theunissen, 2003; Lesica and Grothe, 2008; Rodriguez et al, 2010).  Neural responses in the 

auditory system appear optimised to preferentially process these natural sounds over auditory 

stimuli with artificial statistics (Rieke et al, 1995; Nelkin et al, 1999; Escabi et al, 2003; Garcia-

Lazaro et al, 2006).  This finding supports the proposal that sensory systems have evolved to 

encode natural stimuli as efficiently as possible (Attneave, 1954; Barlow, 1961): maximal neural 

responses are restricted to a range of input frequencies so that neurons act a band-pass filter and 

encode a signal efficiently by removing redundancy in neural representation (Figure 12b) (Van 

Hateren, 1992; Lesica and Grothe, 2008).  

 

One problem associated with this strategy however is that neural responses are more susceptible 

to the effects of noise (Kretzmer, 1954).  As ambient noise displays a flat power spectrum 

irrespective of carrier frequency, neurons that extend their receptive fields to lower input 
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frequencies and therefore act as a low-pass filters, can convey more information about a signal 

in noisy environments (Figure 12a) (Voss and Clarke, 1975; Van Hateren, 1992; Attias and 

Schreiner, 1997; Singh and Theunissen, 2003; Lesica and Grothe; 2008; Rodriguez et al, 2010).  

Such an adaptive mechanism has indeed been observed in the AM frequency tuning when 

natural sounds have been presented with reduced signal-to-noise ratio to neurons in the gerbil IC 

and songbird forebrain (Figure 12b) (Nagel and Doupe, 2006; Lesica and Grothe, 2008).   

 

 

 

 

 

 

 

 

 

` 

 

1.7.1 Optimal coding of naturalistic sounds may affect binaural localization 

 

Given that binaural cues are restricted to particular frequency ranges, the signal to noise ratios 

associated with these cues may also vary in natural conditions.  This may implicate different 

filtering strategies in MSO and LSO neurons in order to optimize binaural localization.  Since 

ITD cues are restricted to carrier frequencies <1500Hz, relatively high signal to noise ratios are 

expected; thus MSO neurons may possess band-pass filtering properties that allow them to 

extract temporal information more efficiently from low frequency AM stimuli.  Envelope ITDs 

and ILDs, on the other hand, are the only binaural cues available at carrier frequencies >1500Hz 

Figure 12. Statistics of naturalistic sounds causes adaptive changes in the filtering properties of auditory 

midbrain neurons.  A schematic representation shows how the power associated with AM components in a 

narrow frequency band of a naturalistic stimulus is inversely proportional to the modulation frequency (a).  
This contrasts with ambient noise that displays a flat power spectrum across all modulation frequencies.  

As a consequence, the signal-to-noise ratio of naturalistic sounds decreases with increasing modulation 

frequency.  Neurons in the gerbil IC respond to vocalizations as band-pass filter (b, black line (Lesica et 

al, 2008) however, when ambient noise is added, their temporal receptive field becomes more low-pass (b, 

red line).  It has been proposed that this is evidence for adaptive efficient coding of naturalistic sounds. 

b) a) 
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and therefore are subject to reduced signal to noise ratios.  Thus LSO neurons, sensitive to level 

differences in the fine frequency and envelope, are more likely to act as low-pass filters, 

extracting energy from across input frequencies with improved efficacy.  Given that neurons in 

both nuclei are arranged along tonotopic axes, with some LSO neurons even possessing low CFs 

and displaying ITD sensitivity (Tollin and Yin, 2005), it is equally possible that a continuum of 

filtering properties exists across the SOC neurons, forming the basis for efficient coding of 

azimuthal sounds with complex, naturalistic statistics.   

 

1.8 The hearing ranges of guinea pig and rat 

 

Although the hearing ranges of guinea pigs (54-50,000Hz) and rats (200-76,000Hz) overlap 

considerably (Warfield, 1978; Fay, 1988), their upper and lower limits are dissimilar.  These 

differences reflect the disparate frequency channels the two species use to communicate in the 

wild.  Both species are capable of producing audible as well as ultrasonic sounds (Nygby et al, 

1978; Sanders et al, 2001): however the fundamental frequencies of audible calls in the rat (2-

4kHz, [Nitschke, 1982]) are higher on average than those in the guinea pig (“purr” can be as low 

as hundreds of Hertz, [Wallace et al, 2002]) whilst ultrasonic calls (i.e. >20,000Hz) are more 

common in the rat than the guinea pig across a range of ethological situations, both aversive and 

appetitive (Nitschke, 1982; Brudzynski, 2006; Litvin et al, 2007). Thus rats tend to vocalize at 

higher frequencies than guinea pigs and their hearing range is adapted to improve conspecific 

communication.   

This could have potential implications for binaural processing: with rats relying more heavily on 

envelope ITDs and ILDs and guinea pigs being also able to benefit from ITDs in the fine 

frequency waveform to lateralize a call more accurately.  Anatomical and electrophysiological 

evidence supports such a relationship as the rat MSO nucleus appears to be small in volume and 
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its neurons display some level difference sensitivity (Grothe, 2000; Paxinos, 2004).  Given that 

rat ANs can achieve phase-locked responses to 3000Hz stimuli as well as ANs in the guinea pig 

(Palmer and Russell, 1986; Paolini et al, 2001), it is unlikely that poorer ITD sensitivity in the 

rat arises from failure to encode temporal information in the auditory periphery and instead may 

be a feature created de novo in the rat SOC. 

 

1.9 Aims of the project 

Although it has been well documented that both pMSO and pLSO neurons can display fine 

structure ITD sensitivity (Goldberg and Brown, 1969; Tollin and Yin, 2005), few studies have 

explored whether this arises from the two pSOC classes sharing synaptic or intrinsic neuronal 

properties.  One of the project’s main objectives was to answer this question and, in so doing, 

determine whether a continuum of neuronal properties and responses may exist across the MSO 

and LSO.  The potential existence of a continuum in the SOC would offer greater insight into 

how individual principal neurons contribute to the overall representation of a stimulus’s location 

on the azimuth.   

Without in vivo intracellular recordings to definitively associate a principal neuron’s ITD 

sensitivity with its electrophysiological profile, several channels of inquiry were employed to 

determine how similar pLSO neurons were to their MSO counterparts.  Under the working 

hypothesis that low CF pLSO neurons, sensitive to fine structure ITDs, do indeed possess 

properties matching those observed in pMSO neurons, intracellular recordings were performed 

in vitro to first compare the passive and active properties of principal neurons from different 

regions of the LSO and MSO.  Previous efforts to find a continuum have been limited by the 

lack of heterogeneity encountered in the electrophysiological properties of pMSO neurons along 
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the tonotopic axis: a fact likely attributable to the restricted nature of DC step/ramp protocols 

used by such studies.  This project introduces a sinusoidal current injection protocol of linearly 

increasing frequencies that may help to tease apart the relative expression of different voltage-

gated conductances in the pSOC neuronal population.   

A study of synaptic profiles was also performed to determine whether similarities existed 

between the pMSO and low CF pLSO neurons that process fine structure ITDs.  Electrical 

stimulation was used to target the contralateral pathways to the MSO and LSO in the in vitro 

preparation.  It was hypothesized that principal neurons process fine structure ITDs in the LSO’s 

low frequency, lateral limb would not retain a synaptic arrangement postulated by the duplex 

theory (i.e. inhibition alone) but instead resemble more pMSO neurons, receiving contralateral 

excitation as well as inhibition (Tollin and Yin, 2005).  Analysis of synaptic properties was also 

used to determine how pLSO neurons, located at different positions along the tonotopic axis, 

might filter synaptic inputs of different polarity and therefore integrate information from the 

contralateral ear.   

In parallel with the electrophysiological study, immunohistochemical techniques were employed 

to visualize the sublocalization of inhibitory synapses on pLSO neurons.  This presented an 

opportunity to explore where inhibitory inputs impinged on the neuronal morphology of pLSO 

neurons along the tonotopic axis; comparisons could then made with the somatic inhibition 

shown to exist in gerbil pMSO neurons (Kapfer et al, 2002).  Although no specific hypothesis 

was formulated, differences in inhibition’s sublocalization between the medial and lateral limb 

of the LSO were sought as part of a possible, continuous transition in the arrangement of pSOC 

neurons’ synaptic inputs.  A basic morphological characterization was also performed to help 

identify principal neurons and to give an initial indication of morphologically divergent 

subpopulations which may hold distinct functional roles in binaural processing. 
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The aforementioned hypotheses are applicable when considering species with low frequency 

hearing ranges like the guinea pig.  Such species are particularly reliant on fine structure ITDs to 

localize auditory stimuli binaurally and hence retain a well-developed MSO and low-frequency, 

lateral limb of the LSO.  Nevertheless many of the experiments above were also performed 

using the rat, a high frequency hearing species.  If there exists a strong ethological pressure for 

these species to rely on envelope ITD rather fine structure ITD processing, then is likely that any 

continuum of properties in the SOC nuclei would be altered, making it easier to localize 

amplitude-modulated naturalistic stimuli within ambient noise.  
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Material and Methods 

 

2.1 Electrophysiology 

 

2.1.1 Animals 

 

Two species with different frequency hearing ranges were used in this study.  Tri-coloured 

guinea pigs (cavia porcellus) (of ages P1 to P19) were taken as a species specialising in low 

frequencies and Sprague-Dawley rats (rattus norvegicus) (P19 to P21) represented high-

frequency hearing animals.  137 guinea pigs and 46 rats were sacrificed in order to attain the 

recordings in this thesis.  Both strains are not known to suffer from any hearing problems within 

the ages specified and their peripheral hearing has matured sufficiently to exclude 

developmental factors as a possible explanation for any finding (Borg, 1982; Simpson et al, 

1985; Ingham et al, 1998; Rietzel and Friauf, 1998; Nabekura et al, 2004; Barnes-Davies et al, 

2004).  The broader range of guinea pig ages reflects the dearth of available animals; this 

paucity arises from both the species prolonged gestation period (3 months) as well as the ‘time-

locked pregnancies within a small breeding colony.  Animal handling, care and all other 

procedures were in accordance with the Animal Welfare Act 1988 and had been approved by the 

UCL Biological Services. 

 

2.1.2 Slice preparation 

 

Animals were decapitated and brains were harvested in a low sodium, high sucrose dissection 

solution (pH 7.4 after bubbling with carbogen and preheated to 30C
0
 in a water bath) (Table 1).  
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The superior olivary nuclei are located in the region of the brainstem ventral to the cerebellum in 

both species; thus this region was isolated from cranial nerves and adjacent brain regions before 

the meninges were carefully removed.  The brain tissue was then attached rostral face-down to a 

2cm x 2cm x 1cm block of agar using cyanoacrylate glue (Vetbond, 3M US).  The brainstem is 

notoriously sensitive to anoxia so the block of agar was quickly transferred to a custom-made 

chamber where it was glued down to a metal platform (Superglue, Superglue Corporation) and 

immersed once more in dissection solution.  Once the chamber was been installed in the 

vibratome (Integraslice 7550 PSDS, Camden instruments), coronal slices 300-325µm thick in 

the guinea pig, and 305µm in the rat, were cut using a sharp ceramic blade (7550-1-C blades, 

Camden Instruments). These thicknesses were chosen as they best balanced efforts to preserve 

the auditory brainstem circuitry whilst permitting adequate perfusion with carboxygenated 

external solution during recordings.  The tissue block was orientated in such a manner that it 

was sectioned in a rostral to dorsal direction. To this end, in order to determine whether the level 

of the SOC nuclei had been reached, a dissection microscope on the vibratome was used to 

identify the facial nerve (which acted as a visual landmark).  The nerve appeared highly 

conspicuous as a white line transecting the tissue laterally to the LSO, which itself was 

recognized as an S-shaped white region when sectioned at the appropriate depth.  Typically 2-3 

slices containing the lateral superior olive were obtained from each animal. 

 

Once cut, brain slices were carefully transferred to a 100ml beaker containing carboxygenated 

Krebbs (Table 1) heated to 37°C
 
in a water bath (Universal water bath SUB14, Grant).  To 

enable access of the bathing solution to all surfaces, slices were suspended on freshly-cut 

medical gauze (Medical gauze, Boots) stretched across a plastic frame (35mm culture dishes, 

BD Falcon).  After 30-45 minutes, the temperature was lowered and held at room temperature 

(about 21C
o
).  Slices remained at this temperature until they were moved individually to the 

recording chamber.  Given the prolonged time spent in these conditions, care was taken that the  
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volume of solution (and thereby osmolarity (tested using a Camlab Osmometer)) remained 

constant by placing a temporary cover over the beaker. 
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Internal solution  External Solutions 

Low Chloride  Low Sodium, High 

Sucrose 

Normal Krebbs 

KCl 
 5mM  2.5mM 2.4mM 

KGlu 
 130mM    

CaCl2 
   0.5mM 2mM 

MgCl2 
   4mM 1mM 

NaCl 
   87mM 125mM 

NaH2PO4 
   1.25mM 1.1mM 

NaHCO3 
   25mM 26mM 

MgATP 
 2mM    

Na2ATP 
 2mM    

Na3GTP 
 0.3mM    

Na2PCr 
 10mM    

EGTA 
 1mM    

HEPES 
 10mM    

Glucose 
   25mM 25mM 

Sucrose 
   75mM  

ASC 
   0.5mM  

Table 1. The ionic composition of internal and external solutions used for slice preparation and 

electrophysiological recordings.  A pH of 7.4 ± 0.1 was considered acceptable for both internal and 

external solutions.  Adjustments to pH were made using KOH and NaOH for the internal and external 

solutions respectively (pH 210 pH meter, Hanna Instruments) An osmolarity of 305 ± 5 mOsm was 
used for the internal solution whilst a suitable external solution had a value of 320 ±10 mOSm 

(CamLab Osmometer).    
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2.1.3 Whole cell patch clamp 

 

Slices were secured in the circular recording chamber by means of a custom-made platinum 

harp.  An external Krebs solution (Table 1) was carboxygenated and perfused in the chamber at 

a constant rate of 3ml/min with the point of entry and exit placed diametrically apart to improve 

flow over slices (Miniplus-3 perfusion pump, Gilson Inc).  An in-line heater (SH27B inline 

heater, Warner Instruments Corporation) connected to a proprietary temperature controller 

maintained slices close to physiological temperature throughout recordings (30-34 C
0
).  Slices 

were viewed with an Olympus upright microscope (BX51WI Microscope, Olympus): the LSO 

or MSO being located with the 10× objective lens before individual principal neurons were 

identified by switching to the  combination of a 60× objective lens and a CCD camera (w82C 

CCIR, Watec Cameras) connected to a monitor (M/0922 monitor, Mitsubishi Electric).  pSOC 

neurons were identified on the basis of their large fusiform somata. Where they lay superficially 

in the slice, their viability was assessed based on the opacity and luminosity of their somatic 

membrane, viewed on the monitor.  Viable neurons appeared more opaque and retained their 

lucre, whilst neurons close to death possessed translucent somata that were often spherical and 

showed signs of blebbing. 

 

Before each recording, borosilicate capillaries (GC120TF pipette glass, Harvard Apparatus) 

were cut to 7.5cm with a diamond knife and “fire polished” before they were pulled using a 

vertical puller (PP-83 pipette puller, Narashige Group).  Pipettes were then back-filled with a 

pre-filtered (0.22 µm syringe filter units, Millex-Millipore) potassium gluconate-based internal 

solution (Table 1) that, over the course of recordings, was kept on ice.  The filled pipette was 

then inserted into the pipette holder on the head stage (CV 203BU headstage, Axon 

Instruments), making sure that the Ag/AgCl wire electrode (AG10W silver wire, Harvard 

Apparatus) was at least partially immersed in the internal solution.  Wandering baseline 
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potentials were avoided during recordings by re-chloriding electrodes regularly (sanding down 

and placing it in 15% Sodium Hypochlorite solution for 15-30 minutes or until it turned matt-

brown in appearance).  Reference electrodes (E205 Ag/AgCl pellet and wire electrode, Harvard 

Apparatus) were replaced when their AgCl pellets attached to a silver wire had been exhausted. 

 

The pipette was lowered into the bath using a Luigs-Neumann Micro25 manipulator (controlled 

by a Luigs and Neumann SM5 unit), whilst positive pressure was applied by mouth through a 

1ml syringe to prevent blockage of the aperture by material on the meniscus.  If the pipette’s 

resistance fell within the range of 4-6.5 MOhm and its aperture appeared as a regular rounded 

shape, the pipette was deemed suitable for patching.  At this stage, the offset was adjusted on the 

Axopatch 200B patch-clamp amplifier (Axon Instuments) so that the baseline potential was 

returned to zero. 

 

Positive pressure was held throughout the approach to the cell and could be kept steady for 

prolonged periods by closing a three-way valve attached to the 1ml syringe.  When the pipette 

was close enough to engage the cell, as indicated by a jump of a few MΩ in the pipette’s 

resistance, positive pressure was replaced by a gentle negative pressure in order to form a stable 

seal.  Both the fast and slow capacitances were compensated in cell-attached mode after a 

gigaseal was achieved.  Extra suction was then administered to break into whole cell 

configuration.  At this point, the resting membrane potential was noted i.e. when zero current 

was injected   

 

2.1.4 Electrophysiology protocols  

 

All recordings were made using the Axopatch 200B amplifer in current-clamp mode at a 

sampling rate of 50kHz; a 5kHz Bessel filter was used to filter out high-frequency electrical 
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noise.  A Digidata 1320A (Axon Instruments) was used to digitize the acquired data.  Although 

a bridge balance was not used as it produce unstable recordings, any neuron that displayed 

rapidly rising offsets in response to current injection was rejected if the series resistance could 

not be reduced by improving access to the cell through increased suction.  

 

Neurons were selected on the basis of the stability of their membrane potential (<-40mV) and 

the capacity to evoke APs upon current injection.  In order to compare firing patterns from 

different cells, a small DC current (≤ ±100pA) was employed where necessary to hold a cell at a 

potential of -55mV (± 5mV) throughout recordings.  For the purposes of characterizing the 

passive and active properties of principal neurons, 100ms current steps, ranging from 10 to 

1750pA, were used to depolarize cells whilst 400ms long hyperpolarizing current steps between 

-5pA and -1500pA were employed. Current pulse generation in conjunction with data 

acquisition was performed using a PC (Dell) running pClamp 9 software (Axon Instruments).   

 

2.1.5 ZAP protocol 

 

In order to determine how pSOC neurons responded to inputs that varied in the frequency 

domain, a DC current was first used to hold a neuron at a desired membrane potential 

before a ZAP function was injected somatically (Puil, 1986).  The ZAP function is a 

sinusoidal current waveform whose frequency increases linearly: it can be described by 

the equation:  

 ( )      [  (   
 

 
 )  ]          
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where  ( ) is the instantaneous current value at time point t (total duration is represented 

by T); a and k determine the waveform’s amplitude and rate of frequency increase 

respectively and    equals the initial sinusoidal frequency. 

 

In this study,    was held constant at 1Hz and the sinusoidal frequency increased until it 

reached a fixed maximum of 1000Hz at time T.  ZAP waveforms were comprised of 

50,000 time points and the total duration, T, was set at either 1 or 5 seconds.  The peak–

to-peak amplitude of the current was set between 50 and 75pA to ensure that only subthreshold 

responses were produced.  The waveform was generated using a custom-written program in 

Matlab v7.0 (MathWorks) before the stimulus waveform was imported into pClamp 9 via Excel 

07 (Microsoft Corporation).   

 

2.1.6 Electrical stimulation of trapezoid body fibres 

 

To target contralateral inputs, a bipolar electrode (WDF), attached to a separate Luigs-Neumann 

Micro 25 manipulator, was positioned across the trapezoid body fibres at the midline of each 

brain slice (Figure 13).  By delivering focal stimulation here, it was possible not only to recruit 

excitatory fibres directly contacting the pSOC neurons but also to stimulate the inhibitory 

pathways that, relayed via neurons of the MNTB, innervate the LSO and MSO.   

 

 

 
 

 

 
 

 

 
 

 



60 | P a g e  

 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 
 

Figure 13. Contralateral electrical stimulation of the LSO synaptic pathway.  Half a coronal auditory 

brainstem slice, (dotted line indicates midline), is represented to demonstrate how extracellular 

stimulation of pLSO neurons’ contralateral excitatory and inhibitory pathways was achieved.  A bipolar 

electrode was placed medial to the MNTB at a location where trapezoid body fibres originating from 

the contralateral ear were most tightly bundled together.  Only once a stable recording had been 

attained from a pLSO neuron were pulse trains of different amplitude (7-70mV) employed to determine 

whether contralateral synaptic connections were present.  A similar protocol was performed to evoke 

synaptic potentials when recording from pMSO neurons. 
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To stimulate the fibres, pulses were generated in pClamp 9 and delivered via the Axopatch 200B 

amplifier to a stimulator (S9 stimulator, Grass Technologies), triggering 200µs long square 

pulses.  Stimulus intensity was adjusted (range 7 - 70mV) until a consistent synaptic response, 

reproducible across repeated stimuli, was recorded.  If no synaptic stimulation was observed 

then either the polarity of the pulse was switched, or the electrode was physically moved.  Pulse 

trains contained either 15 or 30 pulses presented at a rate in the range 50Hz to 1kHz. A 

minimum of three repeats was required for analysis to be performed.  The interval between 

consecutive sweeps was fixed at 10s for all stimulus protocols, as experience suggested this to 

be the minimum interval to provide for full recovery of any short term synaptic plasticity.  A 

negative or positive DC current was injected to change the baseline potential where necessary.  

Data acquisition was performed using pClamp 9 on a PC.  

 

2.1.7 Analysis of passive and active property data 

 

On account of the variety of forms the LSO took across coronal slices obtained from a single 

brain, the nucleus was partitioned broadly into medial and lateral limbs in order to pinpoint the 

location of a pLSO neuron on the tonotopic axis (Figure 14).  Analysis was mainly performed 

using the Clampfit 9 program although linear regression and tests of significance were 

performed using Graphpad Prism 4 (Graphpad Software).  Where averaged data are shown, 

standard errors are employed, unless indicated otherwise. All values presented in this thesis 

were calculated without subtraction of the liquid junction potential which was calculated as 17.3 

mV (liquid junction calculator in pClamp 9). 
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Figure 14. Division of LSO nucleus into medial and lateral limbs to localize patched pLSO neurons.  

Given that the LSO nucleus manifested a different shape depending on the height and angle of the slice in 

the auditory brainstem, it was divided into medial and lateral limbs so that patched pLSO neurons could 

be assigned a position along the LSO’s axis.   

 

 

Input resistances of cells were calculated from the voltage traces evoked in response to the 

smallest hyperpolarizing steps presented (in the range 5-50pA).  The voltage difference 

produced by such current steps was calculated by subtracting the average voltage response over 

a 10ms period at the very end of the 400ms stimulus from the average value observed for a 10ms 

region before stimulus onset.  The membrane time constant was calculated using the rising 

portion of the response in the smallest hyperpolarizing voltage traces, to fit an exponential curve 

(assessed using pClamp 9 software).  A cell’s capacitance was thereby calculated by multiplying 

the membrane time constant of this fit by the cell’s input resistance.  Current-vs.-voltage (IV) 

curves were plotted using two sets of voltage values: peak and sustained.  The peak response 

was considered to be the largest sub-threshold voltage measured across the whole stimulus, 

0.5mm 
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whilst the sustained response was an average subthreshold voltage calculated over the final 

10ms of the depolarizing or hyperpolarizing current steps.   

 

To study cell firing patterns, action potentials were identified and the interspike intervals were 

calculated between the 1
st
 and 2

nd
 APs (the 1

st
 ISI) using a semi-automatic threshold detection 

program (pClamp 9).  An absolute threshold was set manually at 0mV for classifying voltage 

deflections as APs; although events with half-widths larger than 3ms were also rejected as failed 

APs or oscillations following APs.   

The frequency-dependent impedance ( ( ) ) was calculated by taking the square root of the ratio 

between the Fast Fourier Transforms (FFTs) of voltage and current traces ( ( )  √
   [    ( )]

   [    ( )]
  ; 

Puil et al, 1986, 1988; Schreiber et al, 2004).  The impedance amplitude profile of a neuron was 

produced by plotting impedance values (y-axis: linear scale) against the sinusoidal frequencies 

at which they were measured (x-axis: log scale). The average FFTs of at least 5 current and 

voltage traces were used to create impedance amplitude profiles. 

If a neuron displayed band-pass properties i.e. peak impedance value was at a non-zero 

frequency, then it was considered to possess resonant properties and further analysis was 

performed.  The peak resonant frequency (Fc) was taken as the frequency at which the peak 

impedance was observed and indicated what the preferred input frequency of a resonant neuron 

was.  The Q value, on the other hand, was calculated as the ratio between the impedance at Fc 

and the impedance at a frequency of 0Hz (equivalent to the input resistance (Rin) (        

 
   

   
⁄ ) (Figure 15).  It shed light on how narrow the range of input frequencies was which 

caused this resonance. 
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Figure 15. Calculation of impedance profile using ZAP protocol.  A sinusoidal current input whose 

frequency increased linearly from 1-1000Hz (top left) was injected into a pLSO neuron producing a 

corresponding voltage response (top right).  The impedance at each frequency was calculated by first 

dividing the average power spectrum for a minimum of 5 current traces (middle left panel) by the 

average power spectrum for a similar number of voltage traces (middle right panel) before taking the 

square root of the answer.  These impedances were then plotted against the input frequency (on a log 

scale) to produce the impedance profile (bottom panel). Where a peak impedance was observed at a 

resonant frequency (f res), the Q factor was calculated by dividing the impedance at this peak by the 

impedance for a 0Hz stimulus i.e. the input resistance.   
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2.1.8 Analysis of synaptic data  

 

When the potential of a pLSO or pMSO neuron was held at -55mV, inhibitory and excitatory 

synaptic potentials showed opposite polarities, making it possible to determine whether one or 

the other dominated synaptic transmission.  This arose because the relative reversal potentials of 

inhibition and excitation lay either side of a neuron’s resting potential.   Whilst EPSPs reverse 

close to 0mV due to the mixed cationic permeability of glutamatergic AMPA receptors, 

inhibition was largely dependent on the reversal potential of the chloride ion as it was the 

monovalent ion most permeable through GABA and glycine receptors in the internal and 

external solutions (Fatima-Shad and Barry, 1993).  The reversal potential for chloride was 

calculated as -85mV using the Nernst equation (or -68 mV with liquid junction potential 

included).   

 

An event-detection program (part of the pClamp 9 software), was used to identify individual 

dPSPs and hPSPs in traces.  The parameters assigned as criteria for detection were the amplitude 

and duration of the PSP.  The threshold amplitude was set at ± 2mV depending on the polarity 

of the PSP, whilst the minimum required duration was 1ms in the LSO and 0.5ms in the MSO.  

No filtering was performed on traces unless otherwise indicated in text.   

 

The peak amplitude, rise slope (slope over 10% to 90% of the peak amplitude), half width 

(width of PSP at half peak amplitude) and inter-event intervals of subthreshold PSPs were all 

measured automatically in pClamp 9 after PSPs had been detected.  In order to calculate the 

10% to 90% rise slope of suprathreshold dPSPs, it was assumed that the voltage threshold of 

synaptically evoked APs was the same as the “peak amplitude” of underlying dPSPs.  To this 

end, the second derivative of the voltage traces was calculated and the second peak taken as 
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marking AP initiation: once the “peak amplitude” of the dPSP was found, the10% to 90% rise 

slope was then calculated manually.  Short-term plasticity in PSP amplitude was measured by 

normalizing the peak amplitudes of PSPs in each pulse train to the largest peak amplitude.  

Values at each pulse were then averaged across sweeps to produce the temporal profile of 

changes in PSP amplitude for each cell within each pulse train for each frequency tested.  This 

profile was finally fitted with a one phase exponential decay in Graphpad Prism 4 and the 

plateau value taken as the normalized steady state value whilst the decay time constant was 

calculated as the inverse of the time constant of the fit.   

 

 

2.2 Immunohistochemistry 

 

2.2.1 Protocol 

 

The protocol for tissue preparation (Schneider Gasser et al, 2006) was followed to better 

preserve morphology and antigenicity especially where puncta were involved.  No alteration in 

the protocol was made based on which species was being processed. 

 

2.2.2 Preparation 

 

Unlike perfusion fixation which fixes tissue immediately post-mortem, this protocol required 

freezing of harvested brain in liquid nitrogen and its subsequent slicing before fixation took 

place.  The extraction of brain tissue from a decapitated animal was performed as previously 

described in the electrophysiological study. The region containing the auditory brainstem was 

placed in a petri dish, partially filled with ice-cold PBS, and dissected to make it more compact 
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and stable on the cryostat chuck.  An interface between chuck face and brain tissue was 

reinforced with either a drop of PBS or a more substantial volume of O.C.T (Tissue-Tek).  Once 

the orientation had been optimized to produce transverse slices, the brain tissue and chuck were 

plunged into liquid nitrogen (BOC UK) for 2-3 minutes making sure that no part was exposed to 

air.  The frozen tissue was then either transferred directly to the cryostat or was kept in a -80 

freezer wrapped air-tight in aluminium foil. 

 

2.2.3 Sectioning 

 

The brain tissue was kept in the freezer for a maximum of 2-3 days before it was mounted in a 

cryostat chamber (CM1850, Leica) cooled to -20 to -25 C
o
 and allowed to equilibrate for 30 

minutes.  Sections 20-25µm thick were made with the cutting knife which was held at the same 

temperature as the chamber before the slices were then collected with cooled gelatin-coated 

slides (VWR International).  At first sections were checked under a light microscope to judge 

the depth in the brain tissue from which they had been taken. When slices from the MSO and 

LSO were being cut, subsequent sections were allowed to air dry for 30 seconds before being 

returned to the chamber on the slides.  20-25µm slices had the advantage of allowing better 

primary antibody penetration but this unfortunately also meant that many dendritic processes 

were severed at this stage if they did not lie in the plane of the slice. 

 

2.2.4 Fixation 

 

As it was paramount that the slides should not dry out, slides were placed on plastic straws 

raised above Whatman filter paper (Grade 1 filter paper, Whatman) that had been soaked in 

PBS. The straws were secured to the plastic container by sellotape and a lid covered the slides to 
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prevent moisture loss. Fixation took place using 2% PFA (Sigma-Aldrich): the fixative was 

carefully pipetted on to slides for ten minutes at 4C 
o 

before a PBS wash was performed for 15 

minutes. In rat the fixation was also attempted for 30 minutes at 4C 
o
 in attempt to improve 

levels of background fluorescence. 

 

2.2.5 Immunohistochemical labeling 

 

Permeabilization was performed in PBS (Sigma-Aldrich) with 10% Goat serum (Sigma-Aldrich) 

and 0.5% TRITON-X 100 (Sigma-Aldrich) at room temperature for an hour.  The slides were 

next washed six times with PBS for 10 minutes each.  Primary antibodies against Gephyrin were 

then applied at concentrations of 1:100; 1:250; 1:500 or 1:1000 (1:500 was most common 

concentration) from an original concentration of 1mg/ml (Mouse Anti-Gephyrin Monoclonal, 

Oyster®550 conjugated, Synaptic Systems GmbH).  Antibodies against MAP2 (Microtubule 

associated protein 2, a neuronal specific marker of microtubules in somata and dendrites 

(Drewes et al, 1998)) were also used at 1:500 from an original 1mg/ml to help visualize neurons 

(Rabbit Anti-MAP2 polyclonal, Synaptic Systems GmbH). Incubation occurred overnight at 

4C
o
.  Three, 5 minute washes followed with PBS before the secondary antibodies were applied.  

Since the anti-Gephyrin primary antibody had a fluorophore pre-attached, there was no need to 

include a secondary antibody for this target. Thus only 1% Horse serum (Sigma Aldrich); 0.01% 

TRITON-X100; FITC, goat anti-rabbit secondary antibody for the MAP2 (Sigma Aldrich)at 

1:500 (1mg/ml) and PBS were used to make a total volume of 5mL per slide.  Three PBS 

washes of five minutes were finally performed.  Touching a tissue to the slide’s edge, capillary 

action carefully removed all the PBS solution so that 2 drops of the mounting medium 

(VECTASHIELD, VECTOR Labs) could be added.  Vectorshield also included the nuclear 

marker, DAPI, included at a concentration of 1.5µg/ml (VECTASHIELD HardSet Mounting 
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Medium with DAPI, VECTOR Labs).  Coverslips of dimensions, 60mm x 25mm (VWR 

International), were placed on top of the slides, making sure that no air bubbles were trapped 

beneath. 

 

2.2.6 Confocal microscopy 

 

Regions in the LSO and MSO were first singled out using the brightfield settings on the 

microscope (AxioPlan 2 LSM 510 META Confocal Microscope, Carl Zeiss Microimaging 

GmbH) and epifluorescence was employed to locate individual cells stained for gephyrin.  

Single images or image stacks were then made using the confocal technique.  In the latter case, 

the depth of each image ranged from 0.75 µm to 1µm.  Acquisition protocols, controlling the 

dichromatic mirrors and filters, were taken from previous users given their suitability to the 

fluorophores involved in this study.  Data was collected using the Zeiss proprietary software 

supplied for the PC (Fujitsu) accompanying the microscope. 

 

2.2.7 Analysis 

 

LSO and MSO neurons were identified by their fusiform somata which lay within their 

respective nuclei and were highly stained for MAP2.  Dendrites were considered as first 

protruding from somata where their diameter was smaller than 4µm in the LSO and 6µm in the 

MSO.  The cross-sectional somatic area was used as it was considered more robust to slight 

artefactual changes in the cell morphology caused by the preparation protocol.  Cross-sectional 

somatic area was measured at the level of the confocal image stack where its value was judged 

to be largest: this was usually the image in which the nucleus (or the space where the nucleus 

would have been also appeared largest).  Due to the punctate nature of gephyrin staining, it was 
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possible to assign a definite dendritic location where puncta were 75% less concentrated than on 

the soma: the dendritic length was measured from this point to the soma. 

 

Image re-adjustments and measurements of cell somatic area were performed using the using 

Zeiss LSM Image Browser software (Carl Zeiss MicroImagine GmbH).  To make 3-D 

reconstructions from image stacks, Volocity v.7 (Perkin-Elmer) was used.  Brightness, Contrast 

and Density of the voxels were the only parameters changed for the purposes of the 

reconstructions.   
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3.1 Electrophysiology 

 

Whole cell recordings were attained from 20 LSO neurons (all were recorded by Jason 

Mikiel-Hunter) and these are reported here. The total population of cells was 186 and results 

from the whole population will be described as required.   In all neurons recorded, the 

resting membrane potential was below -40mV and voltage traces displayed no obvious 

“current bridge” in response to stepped injections of current. 

 

3.1.1 Classification of guinea pig pLSO neurons 

19/20 neurons were classified as guinea pig pLSO neurons based on their voltage responses 

to constant, current steps of varying amplitude (Figure 16).  Suprathreshold depolarizing 

current steps evoked action potentials of reduced latency (<3ms at current steps greater than 

1nA in amplitude, Figure 17 a, b and c) and short first inter-spike intervals (between 3 and 

6ms for current steps greater than 1nA amplitude, Figure 17 a, b and c) in the pLSO 

neurons.  In addition, repolarizing sags during maintained steps associated with the 

activation of the cation selective conductance, IH, were observed when hyperpolarizing 

currents were used to probe the pLSO neurons (Figure 16 d  and 17 d, e and f).  The input 

resistance, membrane time constant and capacitance of these 19 guinea pig pLSO neurons 

were 52.9 ± 3.8 MΩ, 1.5 ± 0.2 ms and 28.9 ± 2.1 pF respectively.  The single neuron to be 

excluded on the basis of its voltage responses had a resistance of 175MΩ and membrane 

time constant of 11ms.  In conjunction with its calculated capacitance of 15.9 pF, these 

properties suggest that the neuron was likely to have been a smaller “intrinsic” lateral 

olivocochlear neuron.  Further analysis was not applied to this neuron. 
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Figure 16. Voltage responses of three individual guinea pig pLSO neurons to depolarizing and 

hyperpolarizing current steps.  The three neurons (a, b and c) displayed different maximum 

number of action potentials (top panels) in response to 80ms depolarizing current steps (step 

amplitude shown on right of traces).  The encircled figure represents the number of APs evoked at 

that current injection.  Action potentials were identified as voltage deflections that surpassed a 

0mV threshold.  In response to a 400ms hyperpolarizing current step of -500pA, all three guinea 

pig pLSO neurons displayed a repolarizing sag (d).  Note the subthreshold oscillations that 

followed APs in middle neuron (top panel, b) 

a) b) c) 

d) 
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Figure 17.  The electrophysiological properties of the three pLSO neurons in Figure 16.  The latency of the 

onset AP (red trace) and the interval between the 1st and 2nd AP (black trace) were plotted for the three 

neurons (a, b and c) in figure 16 (ISI was calculated for the cell in a as it responded with a second AP above 

850pA).  Both parameters decayed with increasing current step size, eventually reaching a stable minimal 

value at the highest current steps.  Subthreshold IV profiles of the three neurons (d, e and f) cells displayed 

non-linearities especially in the hyperpolarizing direction. 

 

  

  

f) e) d) 

a) b) c) 
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A range of firing patterns are observed in guinea pig pLSO neurons 

A study of pLSO neurons in the rat has previously proposed that two subpopulations exist 

with distinct firing patterns (Barnes-Davies et al, 2004).  ‘Single-firing’ cells are those which 

responded to depolarizing current steps with a single onset action potential, whilst ‘multiple-

firing’cells are those which respond to action potentials following an initial spike.  An initial 

observation that all guinea pig pLSO neurons responded to large depolarizing current steps 

(>850pA) with multiple action potentials suggested that a different arrangement may be true 

for guinea pig pLSO neurons.  Therefore to determine whether pLSO neurons could be 

separated into two distinct groups based on their firing patterns, the number of action 

potentials evoked as a result of a large amplitude current step (fixed to a range of 1.25nA to 

1.45nA) was measured for each guinea pig pLSO neuron and displayed in a histogram 

(Figure 18).  Although the histogram presented a distribution which is skewed towards 

neurons which only fire twice maximally (10/19 or 53% of the cells), a continuum of 

neuronal firing patterns was evident across the pLSO population recorded here.  Example 

traces of guinea pig pLSO neurons which fired two, five or seventeen times in response to 

current steps of either 1.25nA or 1.45nA amplitude are displayed in Figure 16.   

  

Figure 18.  Histogram displaying the number of action potentials potentially evoked across the 

guinea pig pLSO neuronal population.  The number of action potentials was counted in response to a 

depolarizing step between 1.25 and 1.45nA.  At least two APs were observed per cell with a variable 

number evident in half the population of cells. 
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The input resistances of guinea pig pLSO neurons does not support the existence of two 

subtypes 

It has also been demonstrated in the rat LSO that the two pLSO subtypes display differing 

intrinsic properties (Barnes-Davies et al, 2004): “single-firing” neurons possessing lower 

input resistances than “multi-firing” principal neurons.  In contrast when the input 

resistances of all guinea pig pLSO neurons were plotted in a histogram, a continuous set of 

values was observed with no evidence of discrete modes. A Gaussian distribution could be 

fitted to the data (best-fit mean = 48.2 ±2.6 MΩ, R
2
 = 0.60, Figure 19).  Furthermore when 

the number of action potentials evoked in each guinea pig pLSO neuron was plotted against 

its input resistance (Figure 20), no clustering or correlation was found (Pearson product-

moment correlation, r = 0.104).  Both findings substantiate the conclusion that only a single 

subtype of principal neuron exists in the guinea pig LSO. 

  

Figure 19.  Histogram displaying the range of input resistances across the guinea pig pLSO 

neuronal population.  A standard Gaussian distribution gave a good fit of the data (R2 = 0.58), 

suggesting that pLSO neurons had been sampled from a continuous population.  
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Other passive properties of guinea pig pLSO neurons also negate the existence of two 

subtypes 

The membrane time constant (τ =  input resistance × capacitance) provides a very basic 

assessment of how rapidly a neuron can integrate synaptic inputs at its soma passively, as 

well as offering an insight into a neuron’s size.  To determine whether different subtypes of 

guinea pig pLSO neurons could be distinguished based on their membrane time constants; a 

histogram plotting all values was produced in Figure 21.  Although the distribution of pLSO 

neurons appeared continuous (see above), suggesting that no pLSO subpopulations do exist 

in the guinea pig LSO; it is interesting to note that almost half of the populations (8/19) 

possessed membrane time constants of either a millisecond or less.  These values are 

therefore comparable to those calculated for principal neurons in the gerbil and guinea pig 

MSO (0.3ms (gerbil, Scott et al, 2005) and 0.50 ± 0.07ms (n =10, guinea pig, Donato, 

personal communication)).   

Figure 20.  Number of action potentials evoked plotted against the input resistance of guinea pig 

pLSO neurons (same as those in figure 18). No correlation could be derived between the two 

parameters.    

 

Input resistance (MΩ) 
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Since the membrane time constant of a neuron is the product of its input resistance and 

capacitance, guinea pig pLSO neurons’ membrane time constants were plotted against their 

input resistances in Figure 22.  A positive correlation was evident with no visible clustering 

(slope of linear fit = 0.04 ±0.007 mV/ms (R
2
 = 0.58)), suggesting that the population of 

pLSO neurons displayed a continuous range of capacitances.  A histogram of all capacitance 

values in the guinea pig pLSO population indeed demonstrated the existence of such a 

continuum (Figure 23): 15/19 (80.0 %) of the principal neurons possessing capacitances 

between 16pF and 34 pF.  As the capacitance of a neuron is correlated with the amount of 

membrane it possesses, this result points to a continuous range of sizes for guinea pig pLSO 

neurons  

 

 

Figure 21.  Histogram displaying the range of membrane time constants across the guinea pig pLSO 

neuronal population.  Although skewed towards lower membrane time constants, the dataset 

appeared continuous. 
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Figure 22.  The input resistance of guinea pig pLSO neurons plotted against their membrane time 

constants.  A positive correlation was found between the two parameters [slope of linear fit = 0.04 

±0.007 mV/ms (R
2
 = 0.58)]. 

 

Figure 23.  Histogram displaying values of capacitance across the guinea pig pLSO neuronal 

population.   

 

Capacitance (pF) 
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A continuous dataset of potentials ranging from -40 to -65mV was also observed when the 

resting membrane potentials of guinea pig pLSO neurons were plotted as a histogram 

(Figure 24).  Taking into account the results described above for guinea pig pLSO neurons’ 

passive properties, it therefore will be assumed in the remainder of the analysis that the 

recordings in this study were sampled from a single population of guinea pig pLSO neurons 

whose intrinsic properties form a continuum. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 24.  Histogram displaying the range of resting membrane potentials across the guinea pig 

pLSO neuronal population.   
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3.1.2 The intrinsic and firing properties of guinea pig pLSO neurons do not appear to 

develop postnatally. 

Developmental changes in the passive properties of pLSO neurons have been observed in 

the gerbil and rat (Barnes-Davies et al, 2004; Magnusson et al, 2005); in both species 

hearing onset occurs postnatally (P12 in both species).  Guinea pigs, on the other hand, have 

a precocious ability to hear in utero.  It is therefore reasonable to expect that the dramatic 

postnatal changes observed in the passive properties of immature animals would not occur in 

a more developmentally (at birth) mature species.  To satisfy the demand for guinea pigs to 

harvest brain tissue, animals of varying ages (P1-P19) were sacrificed in this study.  As a 

result, trends in the development of guinea pig pLSO neurons’ intrinsic and active properties 

could be monitored across a wide age range.  Passive properties such as input resistance 

(Figure 25), resting membrane potential (Figure 26) and capacitance (Figure 27) remained 

constant across the first postnatal weeks whilst it was evident that the number of action 

potentials evoked by a large current step (between 1.25nA and 1.45nA) was not correlated 

with the age of the guinea pig (Figure 28). This suggests that guinea pig neurons possess 

mature passive properties from birth and the continuum of intrinsic/firing properties 

observed in the guinea pig LSO cannot be attributed to different developmental stages. 

 

 

 

 

 

 

 

Figure 25. The input resistances of guinea pig LSO neurons arranged by the post-natal day of 

recording.  No age-dependent trend was observed in this parameter. 
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Figure 26. The resting membrane potentials of guinea pig LSO neurons arranged by the post-natal 

day of recording.  No age-dependent trend was observed in this parameter. 

Figure 27. The values of capacitance of guinea pig LSO neurons arranged by the post-natal day of 

recording.  No age-dependent trend was observed in this parameter. 

Figure 28. The number of action potentials evoked (in response to a depolarizing step between 

1.25nA and 1.45nA in amplitude) in a guinea pig LSO neuron arranged by the post-natal day of 

recording.  No age-dependent trend was observed in this parameter. 
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3.1.3 The tonotopic arrangement of guinea pig pLSO neuronal properties 

Spatial segregation of single and multi-firing principal neurons has been observed in the 

LSO of post-weaned rats (Barnes-Davis et al, 2004); thus in order to establish whether their 

firing properties also correlated to their position in the LSO (and hence the tonotopic axis), 

guinea pig principal neurons were considered as belonging to either the medial or lateral 

limb (Figure 29).  7/19 (37%) pLSO neurons were from the medial limb whilst 12/19 (62%) 

pLSO neurons were patched in the lateral limb. 

No significant difference was found between the average number of action potentials 

observed in a pLSO neuron from the medial (4.9±1.8 action potentials, n = 7) and lateral 

limb (7.8±2.1 action potentials, n =12) (p=0.37, Independent two-tailed t-test).   

 

 

 

 

 

 

 

 

The input resistances of the guinea pig principal neurons in different regions of the LSO 

were also compared in Figure 30.  The seven pLSO neurons in the medial limb possessed 

significantly larger input resistances (65.9±7.2 MΩ) than the twelve pLSO neurons in the 

lateral limb (45.0±2.6 MΩ) (p<0.01, Independent two-tailed t-test).  This result suggests that 

Figure 29. The number of action potentials evoked in guinea pig pLSO neurons from different LSO 

limbs. No significant difference was observed between the average number of action potentials 

evoked in a cell from either limb (Independent two-tailed t-test) 
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input resistance of principal neurons might not vary according to different phenotypes (as in 

rats) but according to their location along the tonotopic axis in the guinea pig LSO.   

 

 

 

 

 

 

 

 

 

Given the functional implications of increased input resistances on a medial guinea pig 

pLSO neuron’s ability to integrate rapidly changing level differences in envelope ITD cues, 

the membrane time constants of guinea pig pLSO neurons in either limb were next 

compared (Figure 31).  Values of membrane time constants proved to be significantly larger 

in the medial (2.3±0.3 ms) than in the lateral limb (1.1±0.1 ms) (p<0.001, Independent two-

tailed t-test).  If their passive properties are only considered, the present results would 

suggest that medial guinea pig principal neurons integrate synaptic inputs more slowly than 

their neighbouring neurons in the lateral limb and therefore may display different envelope 

ITDs processing.   

 

 

Figure 30. The input resistances of guinea pig pLSO neurons compared in different LSO limbs. 

The pLSO neurons in the lateral limb were significantly smaller than their medial counterparts 

(p<0.01; Independent two-tailed t-test).   
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It was next determined whether pLSO neuronal capacitances varied in the two limbs and so 

contributed additively to the larger membrane time constants found medially (Figure 32).  

The average capacitance of a medial pLSO neuron (35.3±2.6 pF) indeed proved to be larger 

than the average value calculated for a lateral pLSO neuron (25.2±2.5 pF) (p<0.5, 

Independent two-tailed t-test).  As the capacitance is correlated with the size of a neuron (if 

the neuron is strictly spherical the Cm varies as the square of the cell diameter), it is 

therefore predicted that principal neurons from the medial limb of the guinea pig LSO are 

larger on average than those from the lateral limb.  Combined with the larger input 

resistances in the medial limb, this difference in size could explain why longer membrane 

time constants were observed medially.   

 

 

Figure 31. The membrane time constants of guinea pig pLSO neurons compared in different LSO 

limbs. The pLSO neurons in the medial limb possessed significantly longer membrane time 

constants than their medial counterparts (p<0.001; Independent two-tailed t-test).   
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In summary, a continuous population of principal neurons was found to exist within both 

limbs of the guinea pig LSO.  Variations in of pLSO neurons’ intrinsic properties were 

observed between the medial and lateral limbs however suggesting that these neurons may 

be segregated along the tonotopic axis with smaller, faster-integrating cells appearing in the 

lateral, low-frequency region of the nucleus.  The implications of these differing intrinsic 

properties on fine structure and envelope ITD processing are discussed further in the general 

conclusions. 

  

Figure 32. The capacitances of guinea pig pLSO neurons compared in different LSO limbs. The 

pLSO neurons in the medial limb possessed significantly larger capacitances than their medial 

counterparts (p<0.05; Independent two-tailed t-test).   
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3.1.4 Resonance of guinea pig pLSO neurons. 

Electrical resonance has been noted in a number of non-mammalian auditory systems 

(avians, reptiles and amphibians).  In all cases, it has been speculated that resonance helps 

the sensory hair cells to filter inputs with improved frequency selectivity and therefore 

respond preferentially to specific acoustic stimuli (Art et al, 1986; Strohmann et al, 1994).  

To investigate whether similar ideas could be applied to the LSO, sub-threshold resonance 

was therefore probed in the guinea pig LSO using sinusoidal currents of linearly increasing 

frequency (a ‘ZAP’) to stimulate principal neurons (Figure 15).  Subsequent voltage 

responses were analysed to create impedance profiles and resonance was identified in 

neurons with non-monotonic profiles (Figure 33).  Of the eight pLSO neurons assessed, only 

two displayed resonant properties and hence were considered band-pass (filter) neurons (as 

opposed to neurons that display no such resonance and hence act as low-pass filters).   

 

 

 

 

 

 

 

 

In order to characterize the resonant properties and determine how selective pLSO neurons 

might be to particular rates of synaptic input in vivo, measurements of peak resonant 

frequency and Q factor were made for both resonant pLSO neurons (Puil et al, 1986).  

Figure 33 The impedance profile of two pLSO neurons demonstrates the existence of resonance.  

Impedance profiles were calculated using voltage responses to sinusoidal current injections called a 

ZAP.  Resonance was observed as a peak in the profile around a specific frequency (blue trace,) as 

opposed to an impedance profile where only the impedance was high at low frequencies and 

decreased monotonically with increasing frequency (black trace). 
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Although they can be considered as dampened resonators in comparison to non-mammalian 

hair cells (Average Q factor of pLSO neurons = 1.2 ± 0.02, n=2) (Crawford and Fettiplace, 

1980; Art et al, 1986), the average peak resonant frequency of the two pLSO neurons was 86 

± 15Hz.  This is between two and three orders of magnitude higher than has been previously 

reported for neurons in the mammalian central nervous system (Gutfreund et al, 1995; 

Hutcheon et al, 1996).  Since low frequency resonances have also been proposed to underpin 

specific physiological roles in the olfactory bulb and the hippocampus (Skaggs et al,1996; 

Margrie and Schaeffer, 2003), the high peak resonant frequencies, observed here in the 

pLSO neurons, may signify their improved ability to integrate relatively fast input rates.   

 

Hyperpolarization affects resonance in pSOC neurons; duration of the stimulus does not. 

The observed resonances arise from the interplay of a neuron’s active and passive electrical 

properties.  In the simplest biophysical model of resonance, just two components are 

necessary to account for resonant behaviour:1)  a membrane that acts as a low pass filter and 

2) a voltage-gated conductance whose activation lags the membrane time constant and 

therefore acts as a high pass filter (Hutcheon and Yarom, 2000).  The fast kinetics and 

constitutive activation at a holding potential of -55mV make IKLT a prime candidate for the 

voltage-gated conductance underlying high frequency resonance in pSOC neurons.  Since 

IKLT can be inactivated at hyperpolarized potentials, injecting a negative, hyperpolarizing DC 

current step during the ZAP protocol should reduce or abolish sub-threshold resonance in 

pSOC neurons.  

To determine whether hyperpolarization led to a reduction in resonance, one of the resonant 

pLSO neurons was hyperpolarized by 5mV during stimulation with the ZAP protocol 

(Figure 34).  The peak resonant frequency shifted from 71Hz under control conditions to 

60Hz in the hyperpolarized state whilst the Q factor value also decreased from 1.18 to 1.05.  
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This would support the notion that the low-threshold K
+
 conductance is the main 

contributing conductance to the resonance in these neurons.   

 

 

 

 

 

 

 

 

Resonance along the tonotopic axis in guinea pig pLSO neurons. 

If resonance is a phenomenon specifically associated with ITD coding, its existence might 

be expected in regions of the SOC nuclei known to process ITDs such as the lateral limb of 

the LSO (Tollin and Yin, 2005).  In order to test this hypothesis, the resonant properties of 

the eight pLOC neurons were correlated with their positions along the tonotopic axis of the 

LSO by superimposing their location onto the schematic of an LSO nucleus.  Three of the 

eight principal neurons were found in the lateral, low-frequency limb including both 

resonant neurons; the five remaining pLSO neurons were located in the high-frequency 

medial limb and displayed low-pass properties.  

This suggests that pLSO neurons may be arranged so that neurons possessing resonance are 

found in the low-frequency limbs of the LSO.  The function of such a sub-threshold 

resonance in pSOC neurons is discussed in the general conclusions. 

Figure 34. Hyperpolarization of a pLSO neurons led to the reduction of resonance.  A pLSO 

neuron was hyperpolarized by 5mV before being assessed for resonance again.  The resonance peak 

frequency decreased from 71Hz in the control (blue trace) to 60Hz in the hyperpolarized condition 

(black trace).  The Q value also decreased from 1.18 to 1.05 when the neurons were hyperpolarized.   
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3.1.5 Comparison with rat pLSO neurons indicates species differences. 

It has been proposed that technical differences between studies could underlie the variations 

in pLSO neuronal firing patterns observed across species (Walcher et al, 2011).  To 

determine whether this could explain the present findings from the guinea pig LSO, a small 

number of recordings was also made in the rat LSO, allowing the rudimentary comparison of 

their firing properties with those of rat pLSO neurons described in previous studies (Adam et 

al, 2001; Barnes-Davies et al, 2004).   

Using the same criteria applied to identify rat pLSO neurons in previous studies [presence of 

IH conductance as well as short latency action potentials and first inter-spike intervals (Adam 

et al, 2001; Barnes-Davies et al, 2004)], 6 of the 9 neurons patched were considered to be 

principal neurons (Figure 35).  The average values of input resistance, membrane time 

constant and capacitance of these 6 rat pLSO neurons were 80 ± 20 MΩ, 2.3 ± 0.7 ms and 

30.04 ± 5.9 pF respectively.  The three remaining rat neurons, excluded on the basis of their 

voltage responses, displayed average input resistance and membrane time constant of 303 ± 

173 (SD) MΩ and 11± 5.8 (SD) ms respectively and thus were likely rat LOC neurons given 

their similarity to values previously reported in rat LOC neurons [445 ± 191 (SD) MΩ and 

18 ± 11.7(SD) ms; Fujino et al, 1997].  The firing properties of these three rat LOC neurons 

were not studied further. 
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a) b) 

Figure 35. Voltage responses of rat type 1 (a) and type 2 (b) pLSO neurons to 80ms depolarizing 

current steps (step amplitude shown on right of traces). The input resistance of the encircled figure 

represents the number of APs evoked at that current injection.  The type 1 neuron typically 

responded with a single onset AP (a, second panel from top) however at current steps of 850pA 

and above, two APs were elicited.  The type 2 pLSO neuron already responded maximally at 

475pA. (b, top) 
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c) 

a) 

d) 

b) 

Figure 36.  The electrophysiological properties of the two pLSO neurons in Figure 35.  The 

latency of the onset AP (red trace) and the interval between the 1st and 2nd AP (black trace) were 

plotted for the type 1 (a) and type 2 (b) in figure 35 (ISI was calculated for the type 1 cell as it 

responded with a second AP above 850pA).  Both parameters decayed with increasing current 

step size, eventually reaching a stable minimal value at the highest current steps.  Subthreshold IV 

profiles of the type 1 (c) and type 2 (d) cells displayed non-linearities especially in the 

hyperpolarizing direction. 
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A histogram displaying the number action potentials evoked by a large depolarizing current 

step (between 0.6 and 1 nA) in the six rat pLSO neurons demonstrated that this case does 

show a divide between neurons that fired only twice (3/6 or 50%) and those that fired ten or 

more action potentials (3/6 or 50%) (Figure 37).  This result is similar to the “single-firing” 

and “multi-firing” neurons described by Barnes-Davies and colleagues (2004).  It should be 

noted however that the “single-firing” cells described in the previous study appeared to fire 

more than one action potential at current steps greater than 850pA.  For this reason “single-

firing” and “multi-firing” neurons are called “type 1” and “type 2” neurons respectively 

when referring to rat pLSO neurons patched in this study.. 

 

 

 

 

 

 

 

 

In the study by Barnes-Davies and colleagues (2004), the two classes of rat pLSO neuron 

were also distinguished by their differing input resistances: “multi-firing” pLSO neurons 

possessing significantly higher input resistances than their “single-firing” counterparts.  In 

line with this finding, the individual input resistances of the three rat type 2 pLSO neuron 

(average input resistance = 120 ± 20 MΩ) proved to be larger than those of the three type 1 

rat pLSO neurons (average input resistance = 39 ± 8.2 MΩ) (Figure 38). 

Figure 37.  Histogram displaying the number of action potentials potentially evoked across the rat 

pLSO neuronal population.  The number of action potentials was counted in response to a 

depolarizing step between 0.6 and 1nA.  A discontinuity between neurons that fired only two action 

potentials in response to such a large depolarizing step and those that fired ten or more existed. 
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The present study therefore supports the finding that rat pLSO neurons can be separated into 

discreet groups based on their firing patterns and passive properties.  In contrast to the 

observations made in the guinea pig LSO, the present results suggests that there may indeed 

be a biological origin for the reported difference in properties of principal neurons between 

the two species. 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 38.  Input resistances of type 1 and type 2 rat pLSO neurons.  Although statistical tests were 

not performed due to the dataset size, values for all type 2 neurons were larger than those observed in 

type 1 neurons.  The average input resistances of type 1 and type 2 neurons are demarcated by 

horizontal lines ( Type 1 = 39 ± 8.2 MΩ, n= 3 Vs Type 2 = 120 ± 20 MΩ, n= 3) 
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3.2 Synaptic properties 

 

Electrical stimulation of the contralateral trapezoid body fibres was performed in all 20 

guinea pig pLSO neurons however only 12/20 (60%) of these neurons displayed synaptically 

evoked, post-synaptic potentials (PSPs).  The motive for this analysis was to understand how 

the active and passive properties of pLSO neurons might determine the shape of PSPs at 

their somatic integration sites.  Possible ramifications of differing response properties were 

then considered with binaural processing in mind. 

Although excitatory or inhibitory PSPs were not isolated pharmacologically in this study, the 

experimental conditions designated Cl
-
 or cation-mediated PSPs with opposite polarities.  In 

these recordings, stimulation almost always resulted in a monophasic potential exhibiting 

either net membrane depolarization or hyperpolarization overall.  Hence, in this section, I 

refer to the former as a dPSPs (depolarizing PSPs) and the latter as hPSPs (hyperpolarizing 

PSPs). 

 

3.2.1 Excitatory Inputs 

Excitatory inputs and the LSO tonotopic axis 

dPSPs were observed in 6/12 (50%) pLSO neurons, suggesting that excitatory inputs arising 

from the contralateral AVCN are common in guinea pig LSO.  Extracellular recordings 

made in the lateral limbs of several species’ LSOs have emphasized the predominance of 

contralateral excitation in low-frequency pLSO neurons (Batra et al, 1997; Tollin and Yin, 

2005).  In the guinea pig, half (3/6) of the contralaterally excited pLSO neurons were found 
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in the lateral limb of the LSO.  Analysis of medial cells is not shown here due to the small 

sizes of the depolarization evoked (<2mV) and the irregular occurrence of dPSPs in regular 

trains. 

 

Time course of depolarizing PSPs in the LSO 

The sub-millisecond temporal sensitivity of pMSO neurons in response to acoustic 

stimulation in vivo requires the existence of short-lasting dPSPs (Chirila et al, 2007; Jercog 

et al, 2010); pLSO neurons, on the other hand integrate input more slowly, typically 

responding to depolarizing current steps with several action potentials.  It might therefore be 

expected that they would process synaptic inputs more slowly.  Indeed the time course of the 

average dPSP in an example pLSO neurons proved to be twice as long as the time course of 

the average dPSP in an example pMSO neuron patched by Roberta Donato (8.3ms Vs. 

4.2ms, Figure 39b). 

In order to calculate the average half-width of dPSPs recorded across the 3 pLSO neurons, 

analysis was restricted to a range of dPSP amplitudes (between 3 and 6mV) as a neuron’s 

membrane potential can alter its membrane time constant.  Since the average amplitude of 

the first dPSPs in the three guinea pig pLSO neurons was 10.8 ± 1.0 mV, it was necessary to 

select dPSPs evoked within the first 5 current pulses to make the calculation possible.  The 

average half-width of the dPSPs in guinea pig pLSO neurons was 2.71 ±0.2ms.   

The relatively short-duration dPSPs in the MSO can be attributed to their rapid rise times 

and decays (Figure 39b).  Both the rising and falling phases of dPSPs are influenced heavily 

by the action of the low-threshold K
+ 

conductance, IKLT (Mathews et al, 2010), which not 

only contributes to the input resistance and membrane time constant at rest, but also 

determines the decay phase, underlying the after-hyperpolarization that is typically observed 

following a dPSP (Magnusson et al, 2005; Scott et al, 2005; Mathews et al, 2010).  In the 
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guinea pig pLSO neurons, the average rise time of dPSPs in the three pLSO neurons was 

1.22 ± 0.15 ms whilst the average decay time was calculated as 3.08 ± 0.61ms.  In addition 

to the slow decay, no after-hyperpolarization was ever observed following amplitude-

matched dPSPs in the LSO (Figures 39 a and b). 

This slow average rise and decay in pLSO neurons likely results from longer membrane time 

constants as well as fewer active membrane conductances determining dPSP temporal 

profiles.  The absence of after-hyperpolarization in the LSO especially suggests a lack of an 

active K
+ 

conductance during the decay phase; thus it would appear that IKLT may not be as 

abundant in pLSO neurons as has been previously demonstrated in pMSO neurons 

(Mathews et al, 2010). 
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Figure 39. Depolarizing post-synaptic potentials in the LSO and MSO (latter patched by Roberta 

Donato).  Voltage traces (grey lines) depict aggregated dPSPs evoked in a single guinea pig pLSO 

neuron (a).  The average of these traces is shown in blue (the peak amplitude of the average dPSP in 

the pLSO neuron was 5.0mV).  dPSPs were amplitude-matched in order to compare times courses 

with a pMSO neuron (between 3 and 6mV). The duration of the pLSO neuron’s average dPSP was 

much longer than encountered in a guinea pig pMSO neuron (red trace) (b): both traces were 

normalised to peak amplitude. The average rise time of first dPSPs in the example pLSO neuron was 

significantly longer (0.67 ± 0.03ms) than in the pMSO neuron (0.5 ± 0.01 ms) (p<0.05, Independent 

two-tailed t-test).  A hyperpolarization commonly followed the dPSP in the pMSO neuron (Input 

resistance = 15MΩ).  Values of input resistance and membrane tau in the pLSO neurons were 30MΩ 

and 0.7ms; whilst in the pMSO neuron, they were 10MΩ and 0.2ms.  
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Relationship between the time course and the peak amplitude of dPSPs 

In the gerbil MSO, it has been demonstrated that dendritic IKLT ensures that the half-width of 

a simulated dPSP (i.e. one in which current is injected dendritically and responses recorded 

somatically) decreases with increasing peak amplitude of the PSP (Matthews et al, 2010).  

This may improve coincidence detection by sharpening the integration window for even the 

largest PSP amplitudes (Mathews et al, 2010).  Similarly, data from the guinea pig MSO has 

also shown that dPSP half-widths are independent of the voltage of their peak amplitude 

when stimulated electrically (Mikiel-Hunter et al, ARO 2010).  

Given that spherical bushy cells of the AVCN provide the excitatory drive to pMSO and 

pLSO neurons and have been shown to fire at up to a few hundred Hertz in vivo (Rhode and 

Smith, 1986; Winter and Palmer, 1990; Smith, 1993; Kunzel et al, 2011); pLSO neurons are 

likely to integrate convergent excitatory inputs at high rates over prolonged durations.  As 

models of ILD encoding propose that synaptic responses in pLSO neurons are proportional 

to the intensity of the stimulus at that ear (Tollin, 2003), it might be expected that a single 

dPSP, arising from a higher intensity acoustic stimulus, would induce a greater 

depolarization and in so doing potentially promote the summation of multiple dPSPs.  A 

means of achieving this would be for half-widths of dPSPs to increase with peak amplitude 

as stimuli get louder.  

To study how the peak amplitude affected the kinetics of differently-sized dPSPs in the 

LSO, half-widths were plotted as a function of peak amplitude for the first five (amplitude-

unmatched) dPSPs of each stimulus train in the example pLSO neuron from Figure 39.  The 

slope of the linear fit was 0.20 ±0.008 ms/mV which was significantly different than the 

slope of the linear fit calculated for the example pMSO neuron in Figure 40 (0.002 ± 

0.007ms/mV; Donato, personal communication) [(p<0.005, comparison of linear regression 

lines (Zar, 1984)].  Across the 3 lateral guinea pig pLSO neurons, a significant positive 

correlation was also observed between the two parameters (neuron 1, 2 and 3 = p<0.0001, 
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0.0001, 0.0001 and r = 0.79, 0.62 and 0.55; Pearson product product-moment correlation) 

and the average slope of the fit by linear regression was 0.14 ±0.03ms/mV.  This indicates 

that, in contrast to what has been observed for gerbil and guinea pig pMSO neurons, the 

half-widths of dPSPs in pLSO neurons increased with their amplitude.  This supports the 

idea that principal neurons in the LSO extract intensity information from contralateral 

excitation by integrating synaptic input. 

 

 

 

 

 

 

 

 

 

Short term plasticity of dPSP amplitude 

Studies in the avian nucleus angularis have shown that neurons processing intensity 

information possess excitatory inputs with varying degrees of short term synaptic facilitation 

(STSF) and depression (STSD) (Macleod et al, 2007).  It has been proposed that those 

neurons combining facilitation with depression compensate for neurons with pure depression 

by helping to convey intensity information concerning ongoing stimuli.  Since on-going 

component of signals contain level and temporal information necessary for envelope ITD 

Figure 40. Half-widths were plotted as a function of peak amplitudes for the first five dPSPs 

evoked by a pulse train in a representative example pLSO neuron (blue) and pMSO neuron (red)  

(same neurons as in Figure 38 b).  dPSPs were not amplitude-matched in this graph. The slope of 

the fit for the pLSO and pMSO distribution were significantly different [(p<0.005, comparison of 

linear regression lines (Zar, 1984)].   

Voltage of dPSP peak amplitude (mV) 
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processing, encoding them is vital to principal neurons in the high frequency, medial limb of 

the LSO.  It therefore might be expected that the population of pLSO neurons would reflect 

this heterogeneity with some neurons purely depressing and others displaying either some 

facilitation or just steady amplitude across pulse trains.  Although measurements were 

performed here in current clamp, the effects of short term synaptic plasticity should be 

mirrored in the dPSP amplitude at non-summating frequencies of response. 

In order to determine whether STSD or STSF affected contralaterally-derived dPSP 

amplitudes in the guinea pig LSO, the average amplitudes of dPSPs were normalised to the 

peak value and presented in the order they were evoked by the stimulus train (Figure 41).  

Three of the contralaterally-excited pLSO neurons in the guinea pig, stimulated with 50Hz 

synaptic inputs, displayed depression from similar initial peak amplitudes (10.8 ± 1.0 mV); 

the average normalized steady state amplitude was 0.35 ± 0.02 and the average τ was 57ms.  

This suggests that dPSPs in the LSO do indeed experience STSD.  When a small negative 

current was injected to change the baseline potential from -55mV to -40mV during the pulse 

train, there was no difference in the degree of STSD (steady state amplitude was 0.34 in both 

conditions),  suggesting that synaptic mechanisms underlying STSD are unaffected by 

postsynaptic membrane potential and are therefore likely presynaptic. 

The frequency dependence of STSD was not tested comprehensively due to the limited 

number of the frequencies tested in each cell; however, the 1kHz train in Figure 41 b1 

suggested that some STSF could exist as dPSPs following the first response were of a 

similar size or larger.  It is unlikely that this shares a similar biophysical explanation with the 

STSF observed at low frequencies in the nucleus angularis (Macleod et al, 2007).  Indeed it 

is more likely to be an epiphenomenon of any presynaptic mechanism that secured synaptic 

transmission at this high frequency.  

In summary, these findings suggest that STSD was prevalent at synaptic input rates of 50Hz 

and at 100Hz (Figure 42).  Since the average spike frequency rate was ~63Hz for a 1kHz 
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stimulus, the apparent facilitation is unexpected given the STSD at 50 and 100Hz.  

Alongside the preservation of temporal information observed at 1kHz in Figure 42 b1, this 

“normalization” of dPSP amplitude could potentially be important to the processing of 

envelope ITDs. 

 

 

 

 

 

 

 

 

 

Stimulus frequency and summation of dPSPs 

Recordings made from the LSO of mice, employing sharp glass-pipette recording electrodes, 

have shown that pLSO neurons can respond with an AP to each current pulse somatically 

injected in a train at frequencies up to 143Hz (Wu and Kelly, 1993).  Some temporal 

summation was observed at frequencies above 333Hz, with the incrementally increasing 

voltage response eventually reaching threshold for AP generation.  It has been shown that 

membrane conductances such as the hyperpolarized-activated mixed cationic conductance, 

IH, help reduce temporal summation of dPSPs in mouse pLSO neurons at an input frequency 

of 50Hz (Leao et al, 2011).  Located dendritically, IH reduces the input resistance and 

Figure 41.  Depression of dPSP amplitude evoked by 50Hz electrical pulse trains in a single 

guinea pig pLSO neuron (purple data) (Same as in Figure 39 and 40).  dPSPs were normalised to 

the amplitude of the first response. The strength of STSD, evoked at 50Hz was not dependent on 

the postsynaptic baseline potential (blue data) (F-test).  Steady state amplitude was 0.34 in both 

conditions. 
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membrane time constant of this compartment, preventing asynchronous dPSPs from 

summating and helping pLSO neurons to phase-lock to the amplitude envelope of high 

frequency sounds (Leao et al, 2011). To determine the ability of the lateral guinea pig pLSO 

neurons to follow different frequencies inputs without summation, trains of dPSPs evoked 

by electrical stimuli of 3 different frequencies (50Hz, 100Hz and 1kHz) were analysed as 

were the inter-event interval between successive dPSP responses (Figures 42 and 43).   

Individual depolarizing responses were observed after every stimulation artefact at 50Hz 

(Figure 42 a1) and at 100Hz (Figure 43 a).  Considering that the durations of single dPSPs 

were between 6 and 10ms long, it is evident that no temporal summation will occur at 

frequencies lower than 100Hz.  Therefore it would appear that the inability of pLSO 

neuron’s postsynaptic membrane to integrate dPSPs more rapidly is probably implicated in 

setting the upper frequency limit for temporal summation at lower frequencies.  

Although a 1kHz stimulus train was much higher than this frequency limit, it was surprising 

to find that no indication of any temporal summation (Figure 42 b1).  The absence of 

summation in pLSO neurons at 1kHz likely occurs because trains of current pulses fail to 

translate into a high rate of synaptic responses: an issue that is likely underplayed by a 

presynaptic mechanism.  It should be noted however that this high failure rate did not lead to 

random generation of dPSPs as temporal information was still preserved by dPSPs precisely 

timed across trials at 1kHz (Figure 42 b2).    

In summary, these findings suggest that non-summating responses can be evoked after every 

pulse in train of up to 111-166Hz in the guinea pig.  Since this is much lower than the 250Hz 

limit that has been observed in recordings from pMSO neurons patched in the same species, 

it would appear that pLSO neurons operate more slowly in the temporal domain 
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Figure 42. Voltage records of dPSPs elicited by 50Hz (a1) and 1kHz (b1; filtered at 3kHz) electrical pulse trains in the 

same guinea pig pLSO neuron from Figure 39 (stimulus artefacts preceded (a1) or were superimposed (b1) on synaptic 

responses; red asterisks represent failed events).  Histograms of the inter-event intervals in a1 indicate that synaptic 

responses could follow the 50Hz stimulation well (a2; bin width = 20ms, n value represents totals number of inter-events 

intervals analysed).  The histograms in b2 (bin width =1ms) display the range of intervals between pairs of synaptic 

events (Interevent intervals or IEI).  The three histograms represent the different classifications of inter-event interval 

according to the order they occurred within a trace (Example classifications are shown in b1; blue box = 1st IEI, red box 

= 2nd IEI and purple box =3rd IEI).  Although the second pair occasionally displayed prolonged intervals (middle panel, 

b2 and traces 1, 4 and 5 in b1); the majority of inter-event intervals were clustered around 16ms, advocating the 

temporal precision of the responses (b2).  Note that no temporal summation was evident yet amplitudes of individual 

dPSPs evoked at 1kHz were similar to the amplitudes of the individual dPSPs evoked at 50Hz in the same neuron. 
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Synaptically evoked APs in pLSO neurons 

In the mammalian MSO and the avian nucleus laminaris (NL) (both implicated as the 

primary site of ITD processing) amplitudes of synaptically-evoked APs are not only smaller 

than those of APs evoked by somatic injections of current but are also graded, depending on 

the rising slope of the underlying EPSP (Kuba et al, 2006; Scott et al, 2007).  This 

phenomenon appears to facilitate ITD detection at high frequencies and has been attributed 

to the location of the AP initiation site (Kuba et al, 2006).   

In the guinea pig, synaptically-evoked APs were also graded in pMSO neurons (Roberta 

Donato, personal communication): the peak voltage never surpassing 0mV (unlike APs 

evoked by somatic injections of current whose peak voltage were consistently greater than 

0mV) (Figures 44 a and c).  In 2/3 guinea pig pLSO neurons which displayed 

contralaterally-evoked dPSPs, the peak voltage of APs elicited at the beginning of stimulus 

trains were smaller than 0mV (Figures 44 b and c).  These findings suggest that synaptically-

evoked APs are also initiated at a site distal to the somata of guinea pig pLSO neurons.  As 

Figure 43. Voltage records of dPSPs elicited by 100Hz electrical pulse trains in a different guinea 

pig pLSO neuron (a).  Though some jitter existed around the median inter-event interval of 10ms, the 

histogram shows that synaptic responses followed the 100Hz stimulus (b; bin width = 0.1ms, n value 

represents total number of inter-event intervals analysed).  

10ms 

5mV 

a) b) 
n=280 
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they then propagate towards the somatic site of integration, their amplitude is reduced by 

electrotonic filtering of the interstitial axonal region. 

When the peak voltages of underlying dPSPs were plotted as a function of AP peak 

amplitude, differences were noted between guinea pig pLSO and pMSO (Figure 44 c).  First, 

the threshold rise slope (i.e. the lowest rising slope required to evoke an AP) was 6mV/ms 

lower in the pLSO neuron; secondly the range of graded AP amplitudes was smaller in the 

pLSO neuron (range in pLSO neuron: 38-46mV; range in the pMSO neuron: 34-54mV) in 

spite of a larger array of underlying rising slopes PSP rise slopes (range in pLSO neuron: 16-

29mV/ms; range in the pMSO neuron: 22-28mV/ms).  Indeed Figure 44 c suggests that the 

rise slope of the dPSP in the pLSO neuron may not have been as effective at triggering an 

AP as in the pMSO neuron.  Since it would appear that the rise slope of subthreshold dPSPs 

is directly proportional to their peak voltage for pLSO neurons (Figure 44 c), it is possible 

that the absolute amplitude of a dPSP, rather than its rising slope, acts as the threshold for 

generation of APs in pLSO neurons.   
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Figure 44. Synaptically evoked APs are graded in the MSO and the LSO.  APs were evoked by 

synaptic stimulation (black traces) as well as somatic current injection (purple traces) in a pMSO (a) 

and pLSO (b) neuron (MSO neuron patched by Roberta Donato).  Synaptically evoked APs never 

exceeded 0mV (dotted lines) and were consistently of smaller amplitude than somatically evoked 

APs (Both neurons were held at -55mV during synaptic or electrical stimulation).  Following the 

graded APs in both a and b, sub-threshold dPSPs were observed in response to a subsequent 

stimulus. The smaller peak amplitude of sub-threshold dPSPs made it easy to distinguish between 

them and super-threshold responses.  A range of synaptically evoked AP peak amplitudes was found 

in both the pMSO (blue) and pLSO (red) neurons (c).  The relationship between voltage of the AP 

amplitude and the rise slope of its underlying dPSP differed between the two neuronal classes.  The 

rise slopes of sub-threshold dPSPs in the pLSO neuron were directly proportional to the voltage of 

peak amplitude (d) (slope of linear fit regression fit = 1.04 ± 0.02 ms-1) 
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3.2.2 Inhibitory Inputs 

 

Hyperpolarising PSPs (hPSPs) were observed in 7/12 (58%) of guinea pig pLSO neurons. 

Of the 7 guinea pig pLSO neurons in which hPSPs were observed, one neuron displayed 

synaptic events dominated by excitation and thus was not included for the purposes of 

analysis here. The dominant presence of inhibitory PSPs could be demonstrated by 

hyperpolarizing a pLSO neuron such that the amplitude of an hPSP decreased to 0mV at 

around -65mV (the reversal potential for chloride ions in our experimental conditions) 

before the sign reversed and it became excitatory at -80mV. (Figure 45). 

 

 

 

 

 

 

 

 

 

 

 

 

10mV 

 
10ms 

-40mV 

 

-65mV 

 

-80mV 

Figure 45. PSPs mainly dominated by inhibition reversed at potentials close to the ECl.  A 1kHz 

stimulus (filtered at 3kHz to reduce size of superimposed artefacts) showed hyperpolarizing 

responses in a guinea pig pLSO neuron.  Current injections of different amplitude and sign were 

used to hold the cell at varying potentials.  At -40mV (top trace), responses were temporally 

consistent and did not summate to produce a prolonged envelope.  At -60mV(middle trace), no 

responses were observed, a phenomenon attributed to the reversal potential of the chloride ion, 

which had been artificially set close to this value.  At -80mV(bottom trace), the responses were 

again visible with a similar temporal pattern but were now depolarizing. 
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Inhibitory inputs and the tonotopic axis. 

Of the pLSO neurons that showed evidence of contralateral inhibition, 5/6 (83%) were found 

in the lateral limb of the guinea pig LSO.  Although inhibition was not observed in all pLSO 

neurons recorded, this cannot be attributed to its absence from the same neurons in vivo, as 

the preservation of all synaptic connections in a slice cannot be guaranteed.  Indeed the 

finding that contralateral inhibitory input to pLSO neurons was the norm in the lateral limb 

demonstrates that they are predominantly binaural and not monaural as was suggested by 

some classical in vivo studies (Boudreau and Tsuchitani, 1968; Guinan et al, 1972).   

 

Time course of hyperpolarizing PSPs in the LSO and its relationship to their peak 

amplitudes. 

Models of pMSO neurons have postulated that only a fast inhibition can shift its ITD 

function’s peak towards 0 ITD (Brand et al, 2002; Leibold, 2010).  An electrophysiological 

study in the gerbil MSO has indicated that mature hPSPs have an average half-width of 3.1 ± 

1.2ms and an average rise time of 1.0 ± 0.6ms (mean ± SD, Magnusson et al, 2005). Sharp 

electrode recordings, made in vitro, have indicated that evoked IPSPs have absolute 

durations between 3.2ms and 8.1ms long in the gerbil LSO (Sanes, 1990); however envelope 

ITD functions suggest that inhibition can suppress ipsilaterally evoked discharges in the 

LSO for only about 1-2ms and therefore can produce temporally well-defined troughs in 

otherwise persistent high-firing rates (Joris and Yin, 1998; Irvine et al, 2001; Tollin and Yin, 

2005).  This indicates that the duration of inhibitory potentials may be of equal importance 

to the processing of envelope ITDs in pLSO neurons (Tollin, 2003).   

In order to calculate hPSP time courses in the guinea pig LSO (Figure 46c), analysis was 

restricted to synaptic potentials satisfying two criteria: firstly, they were selected from the 

first five potentials observed in a train and secondly they were larger than -2mV but smaller 
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than -4.5mV (Figure 46a).  The former criterion limited the effects of synaptic plasticity on 

analysis whilst the amplitude-matching of hPSPs negated possible membrane potential 

effects on the results.  The time course of an average hPSP in an example pLSO neuron was 

measured at 7.5ms which was longer than the 4.5ms duration of the average hPSP observed 

in the example pMSO patched by Roberta Donato (Figure 46c).  The average half-width and 

rise time of the hPSPs calculated for the 6 guinea pig pLSO neurons was 3.6 ± 1.15 ms 

(n=6) and 1.30 ± 0.10ms (n=6) respectively.   

A further observation made about the profile of hPSPs in the LSO was that a rebound after-

depolarization was observed after hPSPs in guinea pig pLSO neurons (Figure 46c).  This 

after-depolarization is likely associated with a membrane conductance that is activated or 

inactivated by hyperpolarization as its amplitude was correlated with the size of the 

preceding hPSP (Figure 46b).  Much as is the case for after-hyperpolarizations following 

dPSPs in the MSO, the after-depolarization likely reflects the action of an conductance to 

curtail decay times and therefore reduce hPSPs’ durations as a whole.  This after-

depolarization was not observed in the two principal neurons recorded in the guinea pig 

MSO. 
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c) 

Figure 46. Hyperpolarizing post-synaptic potentials in a pLSO and pMSO neuron (latter patched by 

Roberta Donato).  Voltage traces (grey lines) depict aggregated hPSPs evoked by the first pulse of a 

train in a single guinea pig type 1 pLSO neuron (Input resistance = 31 MΩ) (a): the average of these 

traces is shown in blue (the peak amplitude of the average hPSP in the pLSO neuron was -3.1mV).  

Note that an after depolarization was observed after hPSPs in the LSO which proved to be correlated 

with the size of the hPSP peak amplitude (p<0.01, Pearson product-moment correlation).  In c, the 

duration of the pLSO neuron’s average hPSP (blue) was longer than that the average hPSP of a guinea 

pig pMSO neuron (red) both traces were normalised to peak amplitude.  The peak amplitude of the 

average hPSP in the pMSO neurons was -2.8mVand its input resistance was 13MΩ. 

Afterdepolarizations were not noted in hPSPs recorded in the MSO. 
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 As would be expected if hyperpolarization did not activate or inactivate membrane 

conductances in guinea pig pLSO neurons, a significant positive correlation (p<0.0001 for 

all cells, Pearson product-moment correlation) was observed when the half widths of hPSPs 

were plotted as a function of peak amplitude (for the first five hPSPs in repeated 100Hz 

trains) (Figure 47).  The average Pearson R value was 0.78 ± 0.04 (n=6) in the guinea pig 

whilst the linear fits had an average gradient of -0.27 ± 0.33ms/mV (n=6).  No amplitude 

matching was utilised to plot this data. 

 

 

 

 

 

 

 

 

 

Short term plasticity in the amplitude of hPSPs 

STSD of IPSCs has been observed at the MNTB-MSO synapse (Couchman et al, 2010).  

Although its function has not been studied extensively in the MSO, a decrease in the 

amplitude of inhibition might help match the synaptic depression evoked by excitation 

across the course of a stimulus and therefore balance the weight of excitatory and inhibitory 

synapses onto individual pMSO neurons.  A similar role would arguably be more important 

Figure 47. The peak amplitudes of hPSPs (analysing only the first five synaptic potentials in a 

train. No amplitude matching was used) were plotted against their half-widths for the guinea pig 

pLSO neuron shown in Figure 46.  The gradient of linear fit was -0.12 ± 0.01 ms/mV and was 

significantly different from zero (p<0.0001, F-test) 

Voltage of hPSP peak amp (mV) 
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in a neuron coding ILDs; it was therefore hypothesized in light of the results attained for 

depolarizing potentials that the amplitude of hPSPs would depress over the course of a train 

of pulses. 

In order to determine whether short-term plasticity of hPSP amplitudes also exists in pLSO 

neurons, average hPSP amplitudes were analysed across the course of repeated stimulus 

trains of 100Hz.  Short-term depression in the amplitude of hPSPs was observed in all pLSO 

neurons with the first hPSP in a train always the largest (Figures 48 a).  The average 

normalized steady state value was 0.47 ± 0.06 (n=6) and the average τ was 33 ± 5.5 ms 

(n=6). 

Since normalized steady state amplitudes were measured relative to the initial hPSP in a 

train and these ranged from 4.5mV to -11mV, it was important to see whether a relationship 

between the actual amplitude and the amount of STSD existed.  To that end, the actual 

values of the average steady state hPSP amplitude were plotted as a function of the first 

hPSP amplitude for the guinea pig pLSO neurons (Figure 48b).  Linear regression gave a fit 

with a positive slope of 0.19 ± 0.06 which proved to be significantly different from zero 

(p<0.05, F-test).  As values of fitted slopes were considerably less than 1, it appears that 

STSD’s strength increased with the amplitude of the initial hPSP.  The reduction in the τ of 

decay with increasing first hPSP amplitude (Figures 48c) also supports the biological 

legitimacy of this finding and perhaps even points to the pre-/post-synaptic mechanism 

underlying STSD in hPSPs as discussed in Chapters 4.2.7 and 4.2.8. 
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Figure 48. Depression of dPSP amplitude evoked by 100Hz electrical pulse trains in the guinea pig 

pLSO neuronal population.  The profile of depression was averaged across repeated trains of 

electrical inputs for individual guinea pig pLSO neurons (grey lines) and displayed alongside the 

average profile for all cells (red line).  The actual steady state amplitude was plotted as a function of 

the maximum peak amplitude of each guinea pig cell (b).  This was also performed for the τ of 

STSD decay and the maximum peak amplitude (c).  In both b and c, parameters were linearly 

proportional. 

a) 

b) c) 
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Frequency dependence of STSD in hPSP amplitude. 

At the MNTB-MSO synapse, inhibition has been demonstrated to undergo frequency-

dependent synaptic depression: both the steady state amplitude of IPSPs and the τ of the 

decay in STSD decreased as the stimulus frequency increased (Couchman et al, 2010).  The 

frequency dependence of STSD has not been studied extensively at the mature MNTB-LSO 

synapse although there are suggestions that it too experiences STSD. To this end, it is likely 

that excitation and inhibition possess very similar short-term synaptic plasticity at different 

stimulation frequencies, as has been demonstrated in the gerbil MSO (Couchman et al, 

2010).  Evidence of an underlying STSF was observed in the first few dPSPs evoked by a 

50Hz train in a guinea pig pLSO neuron (middle trace, Figure 42 a), drawing potential 

similarities with the STSF found in nucleus angularis (Macleod et al, 2007).  As at the 

MNTB-MSO synapse, some neurons in this avian nucleus only display synaptic depression 

at all stimulation frequencies; however they are outnumbered by neurons that also 

incorporate STSF.  The influence of this STSF is greatest at low frequencies of stimulation 

but declines with increasing stimulation rate, leaving pure STSD at the highest frequencies 

(Macleod et al, 2007).  It was therefore hypothesized that, although some pLSO neurons in 

the guinea pig might possess inhibition that only undergoes STSD at all frequencies of 

stimulation, many principal neurons would incorporate a mixture of STSF and STSD whose 

ratio would change with the rate of stimulation. 

To determine whether the STSD of inhibition observed at 100Hz was masking a smaller 

STSF, a selection of stimulation frequencies from 10Hz, 50Hz, 100Hz, 250Hz and 1kHz was 

employed in 5/6 (83%) guinea pig pLSO neurons (although not all were used in the same 

cell): normalized steady state hPSP amplitude and τs of decay were the parameters used for 

comparison.  No changes in maximum hPSP amplitude were encountered across different 

stimulus frequencies in each neuron. 
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STSD was observed at every stimulus frequency employed in each neuron although its 

properties did change with stimulus frequency.  Increasing the stimulus frequency from 

50Hz to 100Hz in three guinea pig pLSO neurons had two possible consequences. The 

normalized steady state amplitude decreased by 19% in 1 neuron (Figure 49 a); however in 

the other 2 neurons, STSD changed very little (-1% in 1 neurons and +2.3% in the other; 

Figure 49 b).  Evidence still existed for STSD’s frequency-dependence in the latter two 

neurons however as the average decay time constant decreased in all 3 neurons (by 37 ± 

1.5%).  This suggests that the magnitude of STSD plateaued at 50Hz in 2 of the guinea pig 

pLSO neurons and would likely not change at higher stimulus frequencies.  In the third 

guinea pig neuron, increasing the stimulus frequency from 50Hz to 100Hz caused an 

increase in STSD and it is possible that it would have continued to do so at higher stimulus 

frequencies. 

This variation in STSD frequency dependence across the pLSO population is highlighted by 

two other neurons: one which was stimulated at either 10Hz or 100Hz (Figure 49 c) and 

another that was stimulated at 100Hz or 250Hz (Figure 49 d).  In the former case, STSD 

appeared to have reached its limit by 10Hz, as the normalised steady state amplitude 

increased from 0.24 at 10Hz to 0.25 at 100Hz (an increase of 4%).  The decay time constant 

of STSD decreased from 93ms to 34ms as the stimulus frequency increased.  In the latter 

neuron, increasing the rate of electrical stimulation from 100Hz to 250Hz led to a reduction 

in both the normalized steady state amplitude (from 0.47 to 0.22 (-53%)) and in the decay 

time constant (from 42ms to 9ms).  This suggests that for input rates below 250Hz, STSD 

had not reached a maximum in this neuron.  Although hyperpolarizing responses were not 

measured at stimulations of 1kHz, STSD was always observed for this frequency of 

stimulation (Figure 45). 

In summary, STSD in hPSP amplitude was frequency dependent in most pLSO neurons in 

both the rat and the guinea pig. There was no indication, however, that the amplitude of 

hPSPs was subject to STSF at any stimulation frequency. The range observed in the profiles 
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of frequency dependence appears to arise from the parameters of synaptic depression and not 

due to a secondary form of short term synaptic plasticity, as is the case in nucleus angularis 

(NA) in birds (Macleod et al, 2007). 

  

a) b) 

c) d) 

Figure 49 The frequency dependence of STSD in hPSP amplitude.  Different frequency electrical 

pulse trains were used to assess STSD in separate guinea pig pLSO neurons (a,b,c and d).  In a and 

b, 50Hz (black traces) and 100Hz (red traces) stimuli were used. STSD increased with stimulus 

frequency in a however had reached a maximum strength at 50Hz already in b.  In c, 10Hz and 

100Hz were employed whilst in d, 100Hz (red trace) and 250Hz (purple trace).  The steady state 

amplitude did not change from 10Hz (grey trace) to 100Hz (red trace) in c, suggesting that STSD 

had already plateaued. This was not the case when a different pLSO neuron was probed first with 

100Hz (red trace) and then 250Hz (purple trace) stimuli (d), as the STSD increased considerably  
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Stimulation frequency and summation of hPSPs 

In the MSO, where collateral pMNTB fibres contact principal neurons, IPSPs have been 

observed following electrical stimulation of up to 160Hz, without summation (Smith et al, 

1998; Chirila et al, 2007). The slower membrane time constant of pLSO neurons was 

expected to limit more severely the maximum non-summating frequency at which responses 

could follow each cycle of stimulation in this study. 

5/6 of the guinea pig pLSO neurons were able to follow a 100Hz stimulus with individual 

responses after each pulse that did not summate (Figure 50 a1).  Instances of summation at 

100Hz were observed in those neurons that also displayed the longest half-widths.  At 

250Hz all pLSO neurons displayed some summation within the first 10 pulses, however 

individual hPSP responses were still visible atop the summated envelope (Figure 50 b1).  

Surprisingly very little summation was observed at 1kHz stimuli however; this was 

especially true of the first hyperpolarizing potentials in a train which were of typical 

amplitude and half-width and were succeeded by a longer interval before subsequent 

responses (Figure 45).   

As previously suggested for dPSPs, it appears that two biophysical mechanisms may 

determine whether a stimulation frequency resulted in summation of hPSPs.  At lower 

stimulus frequencies, there appears to be a postsynaptic limit on summation which is 

associated with a pLSO neurons’ ability to integrate individual synaptic responses.  The 8-

10ms maximum duration of an onset hPSP in the guinea pig LSO indicates that 125Hz 

should be the highest stimulus frequency at which any pLSO neuron would be able to 

display non-summating hPSPs after each current pulse.  At the higher frequency of 1kHz 

stimulation, summation was mostly absent (Figure 51 a).  In conjunction with the precisely 

timed occurrence of the hPSPs (Figure 51 b), this absence of summation at 1kHz is likely 

associated with limitations on how fast presynaptic fibres can follow high rates of 

stimulation. 
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In summary, the data suggest that guinea pig pLSO neurons are able to follow input rates of 

at least 100Hz.  It is unlikely, however, that they could respond with non-summating hPSPs 

at 160Hz, given the recorded duration of hPSPs.  At higher frequencies, the inputs still 

produce a sharp and phasic inhibition, evident even at 1kHz.  This is potentially of great 

importance to envelope ITD processing.  

  

Figure 50. Voltage records of hPSPs elicited by 100Hz (a1) and 250Hz (b1); filtered at 3kHz) 

electrical pulse trains in a guinea pig pLSO neuron (stimulus artefacts preceded the responses in A1 and 

were superimposed in B1).  Traces and histograms of the inter-event intervals (a1 and a2) indicate that 

synaptic responses could follow without summation at 100Hz however there appeared a proportion of 

stimulus cycles that caused the neuron to respond with two hPSP for every stimulus pulse At 250Hz 

(B1 and B2), a temporary summation was evident at the beginning of traces but individual responses 

were still visible atop the envelope every 4ms (a2; bin width = 2ms and b2; bin width = 2ms).  The red 

asterisks represent failed events 
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Figure 51. Voltage records of hPSPs elicited by 1kHz (a; filtered at 3kHz) electrical pulse trains in a 

guinea pig pLSO neuron (stimulus artefacts can be seen superimposed on responses in a).  Traces in a 

displayed few instance of summation.  The histograms in b (bin width = 0.5ms) display the range of 

intervals between synaptic events. The three histograms represent the different classifications of inter-

event interval according to the order they occurred with a trace (Example classifications are shown in 

a; bluebox= 1st IEI, red box= 2nd IEI and purple box= 3rd IEI).  Whilst the initial IEIs displayed dome 

variation between traces, they were clustered around 19-20ms, subsequent IEIs were shorter and 

displayed even greater temporal precision.   
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3.3 Immunohistochemistry 

 

3.3.1 Localizing principal cells in the SOC. 

Using light microscopy, the LSO was identified in both species as a darker region medial to 

the facial nerve; its form was typically S-shaped though this depended on the level in the 

brainstem at which the slice had been made. 

In order to identify neurons in the SOC, MAP2 staining was used to detect their somata and 

dendritic processes (Figures 53c and 55b) whilst their nuclei were visualised by DAPI 

staining.  The gephyrin channel was next overlaid (Figures 53b and 55c) before qualitative 

descriptions and dendritic measurements were made from the final image. 

Neurons in the guinea pig LSO were separated into three categories based on their location 

in the S-shaped nucleus: medial, mediolateral and lateral (Figure 52).  No dendritic 

processes were seen to leave the nucleus and all cell bodies lay within the LSO.  

Guinea pig pMSO neurons were identified by the “ladder-like”-arrangement of bipolar cells 

slightly rostromedial to the LSO (Smith, 1995).   
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3.3.2 Morphology of LSO cells in the guinea pig   

No previous study has described the morphology of LSO cells in the guinea pig and whilst 

numerous truncated appendages and weak MAP2 staining prevented a detailed 

reconstruction of cells, it did allow their identification as well as measurement of cross-

sectional somatic areas.   

                

Figure 52: Schematic of LSO showing how the nucleus was separated into three parts.  Although not 

shown in this diagram, the facial nerve lays laterally to the LSO and, in conjunction with the LSO 

nucleus itself, was used as a landmark to identify the appropriate level of the brainstem. The scale bar 

represents 0.5mm. 

 

Of the neurons identified in the LSO and MSO nuclei as being MAP2 positive, none 

displayed more than two dendritic processes positive for the marker.  Bidendritic cells were 

observed across the whole guinea pig LSO but, as a percentage of all cells visualised, they 

became increasingly prevalent towards the lateral limb. Amongst their number, cells with 

two dendrites arranged orthogonally (i.e. oriented at 90
o
 to each other) were found in all 

regions of the guinea pig LSO (Figures 55d, 56a, 57a). These cells were reminiscent of the 

“banana-like” cells observed in the lateral limb of the rat (Rietzel and Friauf, 1998).    
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Figure 53. A 3-D reconstruction of a guinea pig mediolateral LSO cell is displayed from two 

different angles (a,b,c and d,e,f) to demonstrate that the gephyrin puncta were located near the 

neuronal membrane. The full reconstructed image is shown in a and d with gephyrin stained in red 

and MAP2 in green (colocalization is yellow).  The gephyrin and MAP2 channels are next split in b/e 

and c/f respectively.  Figure 53 f also shows that certain MAP2 staining visible is not associated with 

the cell.  The axes accompany each image (x= green, y= red and z= blue) whilst the grid behind 

provides the scale (each square box = 4.6µm x 4.6µm) 
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Figure 54. Cells with single dendrites from the LSO medial region of guinea pig.  The cell in a) 

displayed gephyrin puncta somatically but not dendritically (gephyrin=red and MAP2 = green).  The 

arrows display the path of a potential dendrite.  Prominent gephyrin staining was observed along the 

dendrite and soma of the cell in b) (nucleus in blue).  The scale bar for a) and b) was 15µm.   

 

 

a) b)
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Figure 55. Guinea pig mediolateral cells.  Images in a), b) and c) show large cells in the mediolateral 

region orientated parallel to each other (gephyrin=red and MAP2 = green).  a) and b) are 2-D projections 

across the stack whilst c) is a 3-D reconstruction.  a) and c) show both gephyrin and MAP2 channels 

whilst b) only includes the MAP2 channel proving that cells can be identified by their MAP2 staining 

alone. The image in d) shows an amplified MAP2 channel to show two banana-like cells marked with 

green and orange arrows.  A bipolar cell, indicated by the blue arrow, is shown for comparison. The 

scale bar for a), b) and c) was 20µm.  The Scale grid in d) is 8.5µm x 8.5µm. 

d) 

c) 

ba

b) a) 
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Figure 56. Banana-like cell from the mediolateral region of the guinea pig LSO (gephyrin= red and 

MAP2= green).  Dendritic gephyrin staining in this cell was stronger than the staining observed in 

the somatic compartment. c) demonstrates that it was possible to resolve processes which branched 

off the primary dendrite.  b) also showed gephyrin staining on this process The scale grid was 5.9µm 

x 5.9µm. 

 

a)

b) 

c)
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a) 

c) 

Figure 57. Lateral banana-like cell with truncated dendrite in a) (gephyrin= red and MAP2= green).  

b) and c) uses the same colour scheme but different orientations to show a severed dendrite stained 

for gephyrin along its 82µm length. c) shows that another process (on the left of image) gives the 

impression of a single continuous dendrite in b).  Scale grid is 7 µm x 7µm for all three images.  

b) 
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Figure 58.  Gephyrin “rings” in the MSO and LSO cells. The fusiform soma of a MSO cell, (a), had 

high levels of somatic staining for gephyrin (red).  This staining presented itself as several independent 

“rings” of gephyrin on a single soma, (a, white arrows and inset) (MAP2 (green) and DAPI (blue) 

channels are also displayed in inset).  Although it was seen in LSO cells, (b, white arrow), the “rings” 

were limited in number and not as well defined.  The scale bar in a) was 15µm; scale grids were 3.2µm 

x 3.2µm for a) inset and  4.2µm x 4.2µm for b). 

 

 b) 

 a) 
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3.3.3 MSO cells have larger cross-sectional somatic areas than LSO cells  

In many species, the LSO nucleus has been shown to contain a heterogeneous population of 

cells which is believed to contain both pLSO and LOC neurons as well as alternative 

neuronal types as yet uncharacterized electrophysiologically (Helfert and Schwartz 1987; 

Henkel and Brunso-Brechtold, 1991; Rietzel and Friauf, 1998).  Measurements of cross 

sectional somatic area potentially offer a preliminary indication of this heterogeneity. When 

the cross-sectional somatic areas from the medial (197 ±16µm
2
); mediolateral (192 ±21µm

2
) 

and lateral (181 ±11µm
2
) regions of the guinea pig LSO were compared however, no 

significant difference was observed (Figure 59).  Conversely, cells from each LSO region 

did prove to be significantly smaller than neurons in the MSO (p<0.001, One-way ANOVA 

with Bonferonni post-correction test).  It was also true that cells aggregated from all LSO 

regions (average =191 ±9.5µm
2
) were significantly smaller than MSO cells (average = 296 

±13µm
2
) (p<0.0001, Independent two-tailed t test).  

 

 

 

 

 

 

 

 

Figure 59: Somatic areas of LSO cells: across different regions of guinea pig LSO and guinea pig 

MSO cells. Horizontal lines represent the means of each dataset. 

*** 
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3.3.4 Gephyrin staining in the guinea pig SOC 

All identified cells within the MSO and LSO had some degree of gephyrin staining, whether 

purely somatic or both somatic and dendritic. This staining generally appeared as well 

defined puncta surrounding the peri-membrane space (Figures 53b, 54b, 56c and 58b).  

A maximum of two dendrites was stained on any cell and occasionally it was possible to 

observe the ramifications leading from proximal dendrites, noting gephyrin staining on these 

branches too (Figures 56b and 57c).   

 

Gephyrin Staining in the guinea pig MSO is mainly somatic 

Gephyrin staining in the guinea pig MSO was analysed to determine whether it was largely 

confined to the cell soma as is suggested to be the case for species of similar frequency 

hearing ranges (Kapfer et al, 2002).  Consistent with this perspective, punctate staining was 

restricted to the somatic compartment, only marginally extending to the proximal dendrites.  

In fact, of 18 cells identified, 14 (77.7%) showed gephyrin staining extending on average 

just 24 ± 2.0 µm from the soma although dendritic staining was evident bilaterally in all 

cases. This suggests that gephyrin staining is also largely somatic in nature in the juvenile 

guinea pig MSO and a mature postsynaptic configuration of inhibitory receptors may 

already exist at this early stage in the guinea pig   

Interestingly, gephyrin puncta formed structures that appeared as “rings” (Figure 58a inset).  

These were mostly found on the soma although were also be observed in the proximal 

dendrites.  The “rings” ranged from under 1µm to as large as 3µm in diameter. 
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LSO gephyrin staining does not differ significantly from the MSO staining  

Since it has been shown that the somatic (or perisomatic i.e. defined in this study as 

including the cell body and the proximal dendrites up to a distance of 50µm) localization of 

glycinergic receptor is peculiar to MSO neurons, neurons that encode ITDs in the fine 

structure of low frequency sounds, we wanted to study whether LSO neurons, that are 

typically associated with ILD processing, possess gephyrin staining which extends further 

along the dendrites. The punctate gephyrin staining in the LSO was also observed to be 

mostly perisomatic although 2 out of 38 LSO cells were evident whose proximal dendrites 

were stained beyond the 50µm boundary.  When all LSO cells were grouped (irrespective of 

sub-localization), the mean length of dendritic gephyrin-staining was 30.2 ±2.8 µm which 

did not prove to be significantly different from the length observed in the MSO (p=0.13, 

Independent two-tailed t test).  This suggests that gephyrin staining is also mostly somatic in 

the guinea pig LSO.  It is likely that measurements of dendritic length of gephyrin staining 

underestimate the true values as MAP2 staining of dendrites in the LSO never projected 

beyond the corresponding gephyrin staining, suggesting that almost all dendrites had been 

severed at their extreme. Somatically-stained cells were also affected by this with only one 

guinea pig LSO cell displaying a non-gephyrin stained dendrite projecting from its soma 

(Figure 54a).  This issue is discussed in chapter 4.3.1. 

Figure 60. Length of gephyrin stained dendrites across different regions of guinea pig LSO and 

MSO.  Horizontal lines represent the means of each dataset  
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Comparisons of dendritic gephyrin staining in guinea pig LSO show no significant regional 

differences. 

To explore the possibility that a changing sensitivity to binaural cue along the LSO’s 

tonotopic axis (Tollin and Yin, 2005) may be associated with variations in how far gephyrin 

staining stretches dendritically, comparisons were made between the guinea pig LSO 

regions. 

The medial region displayed staining on average 29.9 ±4.7 µm from the soma (9 of the 17 

cells visualised: 3 of which were bipolar); the dendrites in the mediolateral limb were 

stained on average 27.6 ± 3.4µm from the soma (7 of the 10 cells visualised: 4 of which 

were bipolar); whilst the most distal gephyrin staining was observed in the lateral region at 

35.3 ± 7.7µm (8 of the 11 cells visualised: 5 of which had two dendrites).  The mean values 

for the LSO regions did not show any significant difference between regions (One-way 

ANOVA with Bonferonni post-correction test) (Figure 60 a). 

These data therefore do not support the existence of any gradient in the dendritic length of 

gephyrin staining across the guinea pig SOC.  
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3.3.5 Separation of LSO cells based on their gephyrin staining reveals somatic differences 

between LSO regions  

To determine whether any relationship between a cell’s size and the sublocalization of its 

gephyrin staining existed, cells were separated into those with purely somatic gephyrin and 

those with staining that continued across both somatic and dendritic compartments. When 

the two classes were compared in the medial limb, it was found that cells with both dendritic 

and somatic gephyrin staining (average = 240 ±15µm
2
) were significantly larger than those 

with purely somatic staining (average = 151 ±25µm
2
) (p<0.05, Independent two-tailed t test) 

(Figure 61 a).  This was true when the two classes were compared in the mediolateral limb 

(average = 220 ±23µm
2
 vs average = 127 ±14µm

2
) (p<0.05, Independent two-tailed t test) 

Figure 61. Somatic areas grouped into cells with and without dendritic staining for gephyrin. a), b) 

and c) display the somatic areas of neurons with and without somatodendritic gephyrin staining in 

different regions of the guinea pig LSO.  e) displays the same but for the guinea pig MSO. In d), 

somatodendritically gephyrin stained cells from different guinea pig LSO regions and guinea pig 

MSO are compared.  Horizontal lines represent the means of each dataset. 

 

** 

* * 

* 

a) b) c) 

d) e) 
* 
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(Figure 61 b).  In the lateral limb however, no significant difference was found (somato-

dendritic average = 188 ±21µm
2 

vs purely somatic average = 175 ±13µm
2
  respectively) 

(Independent two-tailed t test) (Figure 61 c).   

In several species Lateral olivocochlear (LOC) neurons are demonstrably smaller than pLSO 

neurons (Sanchez-Gonzalez et al, 2003; Adam et al, 1999 Aschoff and Ostwald, 1988), so 

they are likely candidates for the population of cells with purely somatic gephyrin staining.  

The larger cells with dendritic and somatic gephyrin staining would therefore appear to be 

pLSO neurons.  Since these cells are the focus of the current investigation, they are assessed 

exclusively in the remainder of this chapter. 

 

3.3.6 The somatic size of MSO cells is invariant. 

Unlike the LSO, the MSO proved to comprise a single homogenous population of cells when 

classified on the sublocalization of their gephyrin staining: average cross-sectional somatic 

areas were almost exactly the same for cells with dendritic and somatic staining (average = 

297 ±15µm
2
) and those with purely somatic (average = 295 ±28µm

2
) (Figure 61 e).  

 

3.3.7 pLSO neurons in the guinea pig medial limb are not significantly smaller than MSO 

cells 

To determine whether regional differences exist in the somatic properties of guinea pig 

pLSO neurons (i.e. those LSO cells with somato-dendritic gephyrin), staining were next 

compared across the nucleus.  Though the average somatic size does decrease from the 

medial to the lateral limb of the LSO, these differences were not significant (One Way 

ANOVA with Bonferonni post correction) (Figure 61 d).   
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pLSO cells from different regions were then compared to MSO cells with somato-dendritic 

gephyrin staining to determine whether a significantly larger somatic size still persisted in 

MSO after distinction between pLSO and LOC neurons (Figure 61 d).  Whilst pLSO 

neurons from the mediolateral and lateral limbs continued to obey the relationship between 

cell size and location (p<0.05 and p<0.01 respectively, Independent two-tailed t-test), cells 

from the medial limbs were not significantly smaller than MSO cells. The simplest 

hypothesis, given the absolute values of the average cross-sectional somatic areas, is that the 

somatic size of pLSO cells increases towards the medial limb of the guinea pig.  
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Discussion 

 

In this thesis, experiments were performed in the guinea pig LSO to study the intrinsic and 

synaptic properties of their principal neurons.  Such biophysical specializations are 

fundamental in determining how well pLSO neurons can extract acoustic cues from binaural 

stimuli.  To shed light here on guinea pig pLSO neurons’ predisposition to process ILDs and 

envelope ITDs, the biophysical differences and similarities between guinea pig pLSO 

neurons and principal neurons from the rat LSO and guinea pig MSO are compared.  The 

ensuing functional implications for high- and low-frequency hearing species are addressed in 

the general conclusions, highlighting potential strategies that might be employed across SOC 

nuclei.  

 

4.1 Passive and Active properties  

4.1.1 Overview of results 

Whereas evidence from the rat, an altricial species, has indicated that the passive 

electrophysiological properties of their pLSO neurons continue to develop beyond the onset 

of hearing at P12 (Kandler and Friauf, 1995); this study showed that, in line with the guinea 

pig’s precocious ability to hear, its pLSO neurons were mature at birth. 

A continuous range of firing patterns was observed in the guinea pig LSO, pointing towards 

a single, broadly homogeneous population of principal neurons.  This was corroborated by 

analysis of the pLSO neurons’ passive properties including input resistance, membrane time 

constant and capacitance.  These findings contrast with the data collected from the rat LSO 

both here and in previous studies which propose that two neuronal classes can be 
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distinguished in the rat LSO by their passive and active properties (Barnes-Davies et al, 

2004).  Since the absence of a heterogeneous population in the guinea pig pLSO population 

could not be attributed to artifactual concerns and therefore likely had a biological 

provenance, it may reflect a functional schism in the strategies employed by the two species 

to process ILDs and envelope ITDs in their LSOs.   

Differences were observed in the passive properties of guinea pig principal neurons along 

the tonotopic axis of the LSO.  Lateral pLSO neurons, which receive afferents from fibres 

representing low-frequency auditory stimuli in vivo, possessed the lowest input resistances 

as well as the fastest membrane time courses.  Since low CF pLSO neurons in the lateral 

limb are particularly sensitive to interaural phase differences (Tollin and Yin, 2003), 

principal neurons, able to integrate synaptic information rapidly in this region, could play a 

specialized role in fine structure and envelope ITD processing.   

The observation of resonance in guinea pig pLSO neurons was made for the first time, using 

a ZAP protocol to assess sub-threshold voltage responses.  The peak resonant frequency in 

pLSO neurons was considerably higher than values previously observed in other CNS 

neurons suggesting that such resonant properties may be unique to the auditory pathway.  

The discovery that resonant pLSO neurons recorded were mainly localized in the low-

frequency lateral limb of the LSO may be associated with a varying expression or different 

array of membrane conductances that has not been described before.  Functionally, this may 

mean that resonance in pLSO neurons filter synaptic inputs in such a manner that improves 

their envelope ITD sensitivity and facilitates the localization of a sound in a noisy 

environment. 
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4.1.2 Differentiating between pLSO neurons and alternative neuronal types. 

Before analysis of pLSO neurons could be performed, recordings from other neuronal types 

had to be identified in the collective group of recordings made in the SOC.  “Intrinsic” LOC 

neurons, which provide efferent drive to the outer hair cells in the cochlea, are the main 

alternative neuronal type to be localized within the LSO of rats and guinea pig (Adam et al, 

1999; Fujino et al, 1997; Barnes-Davies et al, 2004).  In spite of the fact that 

electrophysiological characterizations have only been performed in the rat, it was still 

possible to use the same general criteria to identify LOC neurons in the guinea pig.  For 

every LOC neuron patched in the two species, recordings were made from 7.3 pLSO 

neurons: this ratio appears to advocate the success of visually selecting potential principal 

neurons by microscope and CCD camera prior to patching.  

Values obtained for the input resistance (303 ± 173 (SD) MΩ) and membrane time constant 

(11± 5.8 (SD)) of rat LOC neurons in this study were smaller than previously found in the 

same species [445 ± 191 (SD) MΩ and 18 ± 11.7(SD) ms] (Fujino et al, 1997): this is likely 

a result of the higher temperature implemented during recordings here (Fujino et al study 

was performed at room temperature).  By increasing the bath temperature, membrane 

conductances would have increased as the underlying channels spent more time in the open 

state and pass a current.  The LOC neurons would therefore be leakier and both input 

resistances and membrane time constants would be reduced. 

 

4.1.3 The passive and active properties of pLSO neurons in the rat. 

To understand how a continuous range of firing patterns is achieved across a population of 

guinea pig pLSO neurons possessing homogeneous passive properties, it is useful to first 

broach the relationship between firing patterns and passive properties in rat pLSO neurons.  
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In contrast to the guinea pig LSO, a schism in the firing patterns of pLSO neurons was 

observed in the rat when responses to somatic current injection were studied (Figure 36).  

type 1 pLSO neurons mainly displayed a single onset AP in response to superthreshold 

depolarizing current steps; when the stimulus exceeded 850pA, however, many type 1 

neurons did respond with a second AP (Figure 35 a).  Type 2 pLSO neurons, on the other 

hand, demonstrated a train of APs following the onset AP at current steps smaller than 

850pA (Figure 35 b).  Despite type 1 and type 2 pLSO neurons closely resembling 

classifications of single- and multi-firing neurons used by Barnes-Davies and colleagues in 

the rat LSO (2004), the emergence of a second AP in most type 1 neurons meant that it was 

difficult to appropriate these names here. 

It has been proposed that the relative expression of IKLT in rat pLSO neurons determines 

whether neurons are single- or multi-firing in the Barnes-Davies et al study (2004); it is 

therefore likely that IKLT was involved in determining how many APs were generated in rat 

pLSO neurons after the onset AP.  The increased expression of IKLT in type 1 pLSO neurons 

does not appear, however, to be sufficient to prevent a second AP and therefore make pLSO 

neurons strongly phasic as has been suggested of single-firing pLSO neurons in the Barnes-

Davies et al study (2004).  In gerbil pMSO neurons, which only respond with an onset AP 

even in the presence of dendrotoxin, a KLT blocker, it is the rapid inactivation of voltage-

gated Na channels at surprisingly hyperpolarized potentials (V1/2 =  -77mV) that causes the 

complete cessation of firing after an initial AP (Svirskis et al, 2004; Scott et al, 2005; Scott 

et al, 2010).  It would therefore appear that whilst a Na
+
 conductance with these properties is 

necessary to institute strong phasic behaviour in pMSO neuron, it is absent in both type 1 

and type 2 pLSO neurons (or at least it exists with a more depolarized V1/2 inactivation).  

This is conducive to both classes of pLSO neuron having more tonic firing properties than 

their pMSO counterparts. 

Aside from the issue of how many APs were evoked by current steps in rat type1/single-

firing pLSO neurons in the rat, the average input resistances of rat type 1 and 2 neurons also 
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differed from the values measured for single- and multi-firing pLSO neurons in the study of 

Barnes-Davies et al (Type 1 Vs. Single-firing neurons = 37 ±8MΩ Vs 70 ± 7 MΩ and Type 

2 Vs. Multi-firing neurons = 121 ±18MΩ Vs. 174 ± 29 MΩ).  However, as was the case for 

the LOC neurons, these discrepancies in passive properties can be traced back to diverging 

recording conditions since Barnes-Davies et al (2004) was conducted at the lower 

temperature of 24C
o
. This conclusion is supported by the calculation of the average rat 

pLSO capacitance using the membrane time constant and input resistance (τ = input 

resistance * capacitance).  The average value for all rat pLSO neurons (30 ± 5.9 pF) was 

similar to the values calculated for single- (23.1± 1.8pF) and multi-firing (21.7± 1.8pF) 

neurons in the previous study.  Since the capacitance is proportional to neuronal size, which 

is not temperature dependent, it can be assumed with confidence that neurons patched in 

both studies arose from the same general population of neurons.  Indeed even the 

distribution of rat type 1 and type 2 pLSO neurons along the tonotopic axis of the LSO 

followed the scheme observed in Barnes-Davies et al (2004) for single- and multi-firing 

neurons.   

 

4.1.4 The passive and active properties of pLSO neurons in the guinea pig. 

If IKLT is also considered a suitable candidate to depress excitability in guinea pig pLSO 

neurons and thus regulate the maximum number of APs possibly elicited by a current step, 

then varying the expression of its underlying channel, Kv1.1, across the neuronal population 

could explain how a continuous range of firing patterns is implemented.  Although Barnes-

Davies and colleagues showed that IKLT’s current density did vary along the tonotopic axis in 

“single-firing” rat pLSO neurons, it was apparently not enough to affect neurons firing 

patterns (Barnes-Davies et al, 2004).  Indeed immunohistochemical assays by the same 

group pointed to an all-or-nothing Kv1.1 expression profile being responsible for the 

differing excitability amongst rat pLSO neurons.  Thus any variations in IKLT amplitude 



140 | P a g e  

 

would likely have to be extensive to permit such a full range of firing patterns across guinea 

pig pLSO neurons.   

Were this the case and the continuous firing range in the guinea pig LSO was dependent 

solely on the varying amplitude of IKLT, then a continuous range of input resistances values 

would be expected as a consequence.  Such an observation was indeed made in the guinea 

pig LSO (Figure 19) however input resistances spanned a smaller range (30-90MΩ) than 

previously observed in the rat LSO (30-150MΩ in Figure 38 and 55-230MΩ in Barnes-

Davies et al, 2004), suggesting a more homogeneous set of passive properties in the guinea 

pig LSO.  This raises the question as to what diverse set of conductances could underlie 

different firing patterns in the guinea pig LSO, while still providing a very similar input 

resistance. 

This is a particularly important question for those pLSO neurons which fired most frequently 

and yet still possessed low input resistances.  In such cases where IKLT was definitely absent, 

an additional conductance had to be constitutively open in order for the input resistance to be 

set so low without limiting the number of APs.  The most likely candidates are the 

hyperpolarizing-activated mixed cationic conductance, Ih, and the inward rectifier, IKIR.  

Both have been noted as particularly prominent in other species’ pLSO neurons and can act 

to decrease the input resistance in this voltage range (Adam et al, 2001; Leao et al, 2006; 

Szalisznyó, 2006).  Were Ih more prominent in the aforementioned group of guinea pig 

pLSO neurons its effects would be most conspicuous in the hyperpolarizing section of IV 

curves.  Figures 17 d, e and f demonstrate that the IV profiles of three guinea pig pLSO 

neurons were comparable with no obvious increase in steady state rectification with 

maximum number of APs possibly evoked.  This observation does not however preclude the 

presence of a larger Ih conductance in guinea pig pLSO neurons which fired more 

frequently.  One explanation is that a large IKIR conductance (inward rectifying potassium 

conductance) could have opened in the hyperpolarizing direction and masked the Ih 

conductance by “clamping” the pLSO neuron to the EK reversal potential (Adam et al, 
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2001). A second explanation proposes that Ih could possess differing voltage-gated profiles 

across the guinea pig pLSO population.  Different HCN channel isoforms are known to 

produce Ih currents with faster kinetics and more positive V1/2 activations in the auditory 

brainstem and midbrain (Bal and Oertel, 2000; Leao et al, 2006; Koch and Grothe, 2003; 

Barnes-Davies et al, 2004).  Although immunohistochemical studies suggest that it is 

unlikely that different HCN isoforms would be found within the guinea pig pLSO neuronal 

population (Leao et al, 2006), it is possible that differing modulation of a shared isoform 

could lead to diverging voltage-gating properties for Ih in theguinea pig LSO (Adams et al, 

2001).  If Ih had a more negative V1/2 activation in those guinea pig pLSO neurons which 

fired more frequently, hyperpolarizing current steps would activate less additional 

conductance above constitutive levels in these neurons when compared to their pLSO 

counterparts which only fired twice maximally.  As a consequence, the voltage sag observed 

in the hyperpolarizing direction could appear constant across the guinea pig pLSO neuronal 

population.   

If the second scenario were true and Ih proved to be more active at rest in guinea pig pLSO 

neurons firing twice maximally, then their resting membrane potentials should appear more 

depolarized than those of pLSO neurons which responded with more than two APs.  Figure 

62 shows that there was no correlation existed between the resting membrane potential and 

the number of action potentials that could be evoked maximally in the guinea pig LSO. Thus 

it is likely that changes in IKIR amplitude do accompany those in Ih, helping to clamp the 

resting membrane potential closer to the K
+
 equilibrium in guinea pig pLSO neurons 

(Szalisnyó, 2006). 
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Given that the maximum number of APs evoked by a current step is independent of a guinea 

pig pLSO neuron’s input resistance (Figure 20), conductances that actively control spike 

frequency adaptation will be highly important in determining how frequently a neuron fires 

during a 100ms current step.  It would be wrong to imagine that IKLT is the only conductance 

able to directly regulate the number of APs evoked.  Similar to IKLT, the A-type transient 

potassium conductance has been found in rat pLSO neurons and can also curtail firing; 

indeed blocking it 50µM 4-AP leads to a sustained firing pattern devoid of spike frequency 

adaptation (Adams et al, 2001).  In contrast to the effects of IKLT and IA, it is possible that a 

regenerative conductance such as a sub-threshold sodium conductance could actually 

promote excitability in guinea pig pLSO neurons whilst actually lowering the input 

resistance by being open at rest (Adams et al, 2001).  In summary, pharmacological 

intervention will be necessary to better understand how this myriad of conductances might 

potentially interact, producing these firing patterns in the guinea pig LSO. 

It is not only the active properties that can have functional implications for envelope ITD 

processing.  Although the membrane time constants of the guinea pig pLSO neurons never 

approached the low values quoted for gerbil pMSO neurons in the literature (<0.4ms, Scott 

et al, 2005; Khurana et al, 2011), 8/20 (40%) of them were sub-millisecond indicating that 

Figure 62. Resting membrane potential plotted against maximum number of action 

potentials evoked in guinea pig LSO neurons.  No correlation was observed between the 

two parameters 
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these neurons should be able to integrate synaptic inputs sufficiently fast to process the with 

rapidly changing levels differences associated with envelope ITDs.   

 

4.1.5 Tonotopic differences in the active and passive properties of guinea pig pLSO 

neurons 

The prevalence of “single-firing” principal neurons in the lateral limb and “multi-firing” 

principal neurons in the medial limb of the rat LSO has been previously observed by Barnes-

Davies and colleagues (2004).  This arrangement potentially has great functional 

significance as the associated variations in the passive properties may facilitate the 

processing of divergent binaural cues along the tonotopic axis.   

Of the twelve principal neurons patched in the guinea pig LSO’s lateral limb, five (42%) 

responded maximally to depolarizing current steps with more than 10 APs (Figure 29).  As a 

result, the proportion of pLSO neurons only firing twice maximally was not significantly 

larger in the lateral limb (χ
2
=0.083, Yates-corrected Chi-squared test), suggesting that firing 

patterns may also remain continuous within each limb of the guinea pig LSO.  This 

observation did not however suggest the absence of tonotopic variations in the principal 

neurons’ passive properties: values of all three passive properties analysed (input resistance, 

capacitance and membrane time constant) being significantly smaller in the lateral limb of 

the guinea pig LSO (Figures 30, 31 and 32).   

Although the variations in input resistance along the LSO’s tonotopic axis do not offer 

further clues as to the identities of any underlying conductances, they do suggest that these 

conductances display a tonotopic gradient of expression.  Given the apparent similarity in 

the firing patterns between the two limbs, it is likely that the conductance in question is not 

fundamental to determining the number of APs evoked in response to a current step.   
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If it is assumed that the space clamp of a recording was not affected greatly by the tonotopic 

variations in input resistance, then the analysis of capacitance points to larger neurons in the 

medial limb of the guinea pig LSO.  Anatomical studies in the rat and gerbil have suggested 

that dendritic arborizations are actually similar if not more extensive in the lateral limbs of 

their LSOs due to restricted dendritic pruning in this region during development (Sanes and 

Song, 1992; Rietzel and Friauf, 1998).  If this were also true for the guinea pig, the somatic 

size of medial pLSO neurons would consequently have to be larger than is the case for 

neurons from the lateral limb to produce the result in Figure 32. 

Potentially the most important result from a functional perspective is the faster membrane 

time constant of pLSO neurons from the lateral limb of the guinea pig LSO.  Faster 

integration of synaptic inputs would allow guinea pig pLSO neurons in the lateral limb to 

process envelope ITDs with better resolution.   

In regards to the membrane time constant, it would appear that the rat and guinea pig LSO 

are arranged in a similar manner, indicating a potential functional overlap (Barnes-Davies et 

al, 2004).  The question still remains however why so many principal neurons in the guinea 

pig LSO with such a high firing rate (when stimulated by current steps) are found in the 

lateral limb.  This and the functional implications of the tonotopic variations are discussed 

further in the general conclusions. 

 

4.1.6 Subthreshold resonances in guinea pig pLSO and pMSO neurons 

Resonance is a phenomenon that arises from the interplay between a neuron’s passive and 

active properties and allows neurons to respond preferentially to particular input frequencies.  

Although spontaneous oscillations have been previously noted in rat type 2 pLSO neurons 

(Adams et al, 2001), they are only observed following APs in rat (Adams et al, 2001) and 

guinea pig pLSO neurons (Figure 16 b, top panel).  Neuronal models have suggested that 
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such spontaneous oscillations are not associated with subthreshold resonances but are 

instead an epiphenomenon of the conductances that allow tonic firing patterns in type 2 

pLSO neurons (Izhikevich, 1999; Szalisznyó, 2006).  When tested with the ZAP stimulus to 

probe subthreshold resonance directly, 2 out of 8 guinea-pig pLSO neurons were indeed 

resonant, making this the first study to describe subthreshold resonance properties in the 

guinea pig LSO. 

This finding complements the work performed by Roberta Donato in the guinea pig MSO 

which showed that band-pass filtering was common amongst principal neurons.  All ten 

pMSO neurons possessed resonant properties: their impedance profiles offered similar Q 

values to the two pLSO neurons recorded in this study (average Q factor in guinea pig MSO 

=1.3 ± 0.03, n=10) but with peak resonances that reached much higher frequencies than in 

the pLSO neurons (average peak resonant frequency in guinea pig MSO=188 ± 30Hz; range 

=73-380Hz, n=10) (Figure 63). 
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When comparing impedance profiles in the guinea pig SOC to those acquired in other 

regions of the central and peripheral nervous system, it is evident that subthreshold 

resonances in the pSOC have particular properties.  The average Q factor values in both the 

LSO and MSO are very comparable to those observed in non-auditory neurons in the rat 

hippocampus (Hu et al, 2007; Bohlen et al, 2011), indicating that pSOC neurons are not in 

fact any more frequency selective than other resonant neurons in the central nervous system.  

In contrast, the range of peak resonant frequencies in the MSO (73-380Hz) and LSO (71-

100Hz) are two or more orders of magnitude higher than has been previously noted in other 
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Figure 63. Sub-threshold resonance in the guinea pig MSO.  The impedance profiles of example 

pMSO (blue trace) and pLSO neurons (red trace) are shown in a.  Peak resonant resonance 
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10mV led to the elimination of resonance in b. When Q factor was plotted as a function of peak 
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mammalian neurons (Leung and Yu, 1998).  This means that peak resonant frequencies of 

guinea pig pSOC neurons actually match values observed in the turtle hair cell population 

(10-300Hz) (Art et al, 1986).  Resonance in the turtle’s auditory periphery however displays 

exquisite frequency selectivity (thanks to high Q factor values) allowing the hair cells to 

replace basilar membrane properties as a means of establishing a tonotopic map in lower 

vertebrates.  Given the unique nature of the pSOC neuron’s subthreshold resonance, it is 

highly unlikely that its function overlaps with other resonances in the central or peripheral 

nervous system.  Their high peak-resonant frequency ranges do suggest, however, that the 

band-pass filters in the guinea pig SOC particularly suited to fast temporal processing, 

possibly even able to modulate input on a cycle-by-cycle basis at many frequencies. 

 

The biophysics of resonance in guinea pig pSOC neurons 

In light of the criteria proposed by Hutcheon and Yarom (2000) for resonance, IKLT is a 

suitable candidate conductance to underlay resonant properties at peak frequencies in both 

guinea pig pLSO and pMSO neurons.  Open at rest thanks to its low voltage activation, IKLT 

reduces a neuron’s input resistance and therefore raises the corner frequency of the low-pass 

filter created by a neuron’s passive properties.  As an outward rectifying potassium 

conductance whose reversal potential lies near the base of its activation curve (Barnes-

Davies et al, 2004; Scott et al, 2005), IKLT also opposes changes in the membrane voltage 

and can therefore act as an inductor.  Thanks to its fast activation kinetics (1.1ms in the 

gerbil MSO (Mathews et al, 2010), IKLT can “track and oppose” the low frequency stimuli, 

attenuating the corresponding voltage response and  creating a high-pass filter with a high 

corner frequency  (Hutcheon and Yarom, 2000; Day et al, 2008; Mathews et al, 2010 

Remme et al, 2011).  Together, these low- and high-pass filters’ elevated corner frequencies 

are conducive to high peak resonant frequencies in pSOC neurons. 
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Evidence for IKLT’s involvement in the resonance of pSOC neurons was also observed in this 

study.  IKLT is a conductance common to both gerbil MSO and rat single-firing (type 1) 

pLSO neurons (Svirkis et al, 2002; Barnes-Davies et al, 2004; Scott et al, 2005) and, given 

data from AP firing patterns accrued in this study, it is likely to be the predominant 

conductance in many of the guinea pig pSOC neurons.  Therefore, the fact that resonance 

was only observed in pSOC neurons which responded maximally to current injection with 

either one (pMSO) or two (pLSO) APs could be due to prevalence of IKLT in these neuronal 

types.  Furthermore, injecting a DC hyperpolarizing current to reduce the baseline of the 

voltage response during a ZAP protocol reduced or eliminated resonance in the one pMSO 

and one pLSO neuron tested (Fig. 34 and 63).  This can be explained by IKLT’s lying close to 

the base of the activation curve at resting membrane potential in both neuronal types [as it 

does in pMSO neurons (Mathews et al, 2010)].  Therefore, when pSOC neurons are 

hyperpolarized, IKLT is inactivated and cannot be recruited as effectively by the small 

subthreshold voltage responses to ZAP protocols: causing the reduced or eliminated 

resonance in turn. 

The proposition that high peak resonant frequencies can be attributed to the predominance of 

IKLT is supported by a model of subthreshold resonance in the guinea pig pSOC neurons 

performed as part of a laboratory collaboration with the Rinzel group in NYU (Remme et al, 

2011).  Using a linear membrane model, we fitted resonant impedance profiles from both 

pMSO and pLSO neurons extremely well and found that the activation time constant for IKLT 

required a range from 1 to 4ms depending on the peak resonant frequency.  This value for 

the activation time constant agrees well with those observed for IKLT in pMSO and VCN 

neurons in vitro (Rothman and Manis, 2003; Mathews et al, 2010).   

IKLT is likely the main conductance involved in producing resonance. However, this does not 

exclude the involvement of other conductances.  The relationship between the peak resonant 

frequency and the Q factor did not display any correlation and this potentially means that 

another conductance may be involved in amplifying the resonance (Hutcheon and Yarom, 
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2000).  The aforementioned model suggests that a regenerative conductance with an 

activation constant of 0.5ms would have to exist for resonance with a peak below 100Hz in 

pMSO and pLSO neurons.  One possible candidate that has been previously mentioned in 

regards to pLSO neurons’ excitability is the sub-threshold Na
+
 conductance.  Its existence in 

gerbil pLSO neurons has been demonstrated and, interestingly, it appears to be open at rest 

since TTX induces hyperpolarization of the membrane potential. It therefore could be 

involved in a sub-threshold resonance (Adam et al, 2001).   

In summary, resonance with a high peak resonant frequency exists in guinea pig pMSO and 

pLSO neurons thanks to the combination of a large neuronal size, a low input resistance and 

specialized voltage-gated conductances.  The candidate voltage-gated conductance which 

most likely underpins this resonance is IKLT whose expression in pMSO and a subset of 

pLSO neurons matches the pattern of resonant neurons in the guinea pig.  Another 

conductance also appears to be involved where low frequency resonance is concerned, 

potentially the subthreshold Na
+
 current previously observed in rat pLSO neurons.  

 

Peak resonance frequency and the tonotopic axis of the LSO and MSO 

The exclusive presence of resonant pLSO neurons in the lateral limb of the guinea pig LSO 

has both biophysical and functional implications.  Whilst a restorative conductance like IKLT 

may account for the restricted firing pattern in these resonant principal neurons, it appears 

that it must be allied with a regenerative conductance, such as INa, for resonance to be 

observed in the LSO.  The existence of a single medial pLSO neuron displaying more phasic 

firing pattern but no resonant properties could therefore result from the amplitude of INa 

varying across the tonotopic axis of the guinea pig LSO.  Were diverging patterns of IKLT 

expression then additionally able to account for the continuous firing patterns across the 

guinea pig LSO (and also ensure low pass-filtering in those principal neurons firing more 

tonically), then only the homogeneous passive properties across the pLSO population would 
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remain unexplained.  Although this is only speculation without experiments involving 

detailed pharmacological intervention, it does highlight the possibility that pLSO neurons 

with similar firing patterns might actually possess different active properties along the 

tonotopic axis of the LSO.  This would further add weight to the idea that resonance is 

functionally important to ITD and envelope ITD processing in the low-frequency region of 

the guinea pig LSO 

Whilst there was no possible discontinuity in resonant properties along the tonotopic axis of 

the guinea pig MSO, a tonotopic gradient of peak resonant frequencies was found when a 

composite MSO nucleus was reconstructed using the neurons’positions as localized by 

Roberta Donato (Figure 64). This would appear to not only indicate that pMSO possess 

heterogeneous biophysical properties but also that they are organized along the tonotopic 

axis.  In light of the central role attributed to IKLT in implementing resonance, the biophysical 

explanation for different peak resonant frequencies likely involves the conductance’s 

properties diverging across the tonotopic axis.  When the resonant properties in each pMSO 

neuron from Figure 64 were fitted using the linear membrane model developed by Remme 

(2011), it was predicted that the activation time constant and magnitude of IKLT were 

particularly important parameters.  Whilst the activation time constant decreased from 4 to 

1ms towards the low frequency limb of the MSO where the peak resonant frequencies of 

principal neurons were highest, the conductance’s amplitude increased (Remme et al, 2011).   

To summarize, variations in IKLT and INa expression as well as its kinetic properties may well 

underlie the range of resonant properties in pSOC neurons observed along the tonotopic 

axis.  The positive correlation between a pSOC neuron’s resonance and its ability to 

integrate synaptic inputs rapidly means resonance may be especially important to processing 

temporal cues.  



151 | P a g e  

 

  

MSO 
10 100 1000

0

25

50

75

100

Frequency (Hz)

Im
p

e
d

a
n

c
e
 (

M


)

10 100 1000
0

25

50

75

100

Frequency (Hz)

Im
p

e
d

a
n

c
e
 (

M


)

10 100 1000
10

15

20

25

Frequency (Hz)

Im
p

e
d

a
n

c
e
 (

M


)

10 100 1000
10

15

20

25

30

Frequency(Hz)

Im
p

e
d

a
n

c
e
 (

M


)

   
 400Hz 200Hz 0Hz 

Figure 64. A tonotopic gradient in resonance was found in the guinea pig SOC nuclei.  Each 

symbol represents a single pSOC neuron; its colour represents the peak resonant frequency 

observed in that neurons.  In the LSO, resonant neurons were only encountered in the lateral 

limb.  In the MSO, all principal neurons displayed resonance and were organized such that the 

highest peak resonant frequencies were found in the low-frequency dorsal region whilst the 

lowest values were found at the high-frequency, ventral region.  
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4.2 Synaptic Electrophysiology 

4.2.1 Contralateral synaptic inputs in the guinea pig LSO 

Results from this study confirm that synaptic inputs of contralateral origins do impinge upon 

principal neurons in the low-frequency, lateral limb of the guinea pig LSO (12/21 neurons).  

Prior to studying synaptic inputs in the guinea pig LSO, a pilot study using the same in vitro 

brainstem preparation was performed in the rat LSO by myself.  PSPs were observed in 5/11 

(55%) of rat pLSO neurons (n=11 rat pLSO neurons).  These numbers likely underestimate 

how many pLSO neurons actually received contralateral inputs in vivo as slicing performed 

at a slightly oblique angle could have easily damaged fibre tracts. 

Since it is unlikely that either the excitatory or inhibitory pathway would have preferentially 

remained intact after slicing, given the proximity of the two pathways in the brainstem, 

another explanation for why so few pLSO neurons displayed mixed excitatory and inhibitory 

input must be assumed to exist.  If the impact of electrode placement on the selective 

recruitment of trapezoid body fibres at the midline is also excluded on the basis of the 

pathways’ proximity, it leaves the conclusion that these results actually reflect the true 

contralateral arrangement of synaptic inputs to pLSO neurons.  The potential existence of 

guinea pig and rat pLSO neurons that only received excitation as a contralateral input would 

be supported by evidence from low frequency neurons in the rabbit LSO which displayed a 

peak activity close to coincidence and thus were considered bilaterally excitable (Batra et al, 

1997). 

The proportion of pLSO neurons contacted by contralateral excitation in the rat (2/5 or 40% 

of cells) and guinea pig (50%) appeared to be higher than the percentage observed in the 

mouse (30%) (Wu and Kelly, 1991; Wu and Kelly, 1992).  It is difficult to state whether this 

difference is significant or merely associated to the smaller sample size in this study.  It is 
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however very unlikely that dPSPs in fact arose from ipsilateral fibres stimulated by current 

spread, as electrical stimulation was performed here at the midline [unlike in some previous 

studies (Sanes, 1990)].   

In 83% of guinea pig, and 100% of rat, neurons receiving this contralateral excitation 

possessed phasic firing patterns (i.e. only responded with two APs maximally to current 

injection), suggesting that this subgroup of pLSO neurons was targeted preferentially by 

fibres arriving directly from the AVCN.  This appeared to be irrespective of a neuron’s 

location along the tonotopic axis, however, as half of all guinea pig pLSO neurons receiving 

contralateral excitation were located in the medial limb, contralateral excitation does not 

appear to be restricted to one or the other limb of the guinea pig LSO.  As discussed in 

method, the division of the LSO nucleus into medial and lateral limbs is not especially 

precise, however it compensates for the difficulty in accruing data across slices from 

different individual animals.  It is therefore difficult to state how far contralateral excitation 

actually extended into the high frequency, medial limb. The functional relevance of 

bilaterally excitable pLSO neurons are discussed in the general conclusions. 

 

4.2.2 Comparing temporal properties of PSPs in the guinea pig LSO with findings from 

previous studies. 

Two previous studies have used sharp electrode recordings at near physiological 

temperatures to measure PSPs in the rat (Kandler and Friauf, 1995) and gerbil (Sanes, 1990) 

LSOs.  This form of intracellular recording entails penetrating the somata of pLSO neurons 

with a high resistance pipette which can underestimate the input resistance by introducing a 

significant leakage resistance across the membrane of a recorded cell (Staley et al, 1992; Li 

et al, 2004).  It is therefore expected that the time course of PSPs will be artificially 

accelerated by this technique as the membrane time constant is greatly reduced. 
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Whilst hPSPs and dPSPs in the guinea pig pLSO neurons were twice as slow as PSPs of 

equivalent polarity in gerbil pLSO neurons (Sanes, 1990), the average hPSP half-width in 

guinea pig pLSO neurons (3.6 ± 1.15ms, n= 6) proved to be shorter than has been previously 

observed in P13 rats (10.2 ±7.6 ms, n = 3) (Kandler and Friauf, 1995).   Although both 

findings could result from species difference, it is impossible to ignore the technical 

differences between this patch clamp study and the sharp electrode studies performed in the 

gerbil and rat LSOs.  The hPSPs in the gerbil study likely appeared much faster than they are 

in reality, due to the use of sharp electrode recordings by Sanes at 31C
o
 (1990).  Such a 

technical concern cannot however explain why guinea pig hPSPs were of longer duration 

than rat hPSPs in the Kandler and Friauf study (1995).  Indeed my own data from a previous 

pilot study probing synaptic inputs in the rat LSO indicated that the average half-width of 

hPSPs in the rat LSO was (3.5 ± 0.3 ms, n=3 rat pLSO neurons).  This value is almost 

identical to the average half-width measured in the guinea pig LSO thus it would appear that 

the results from the Kandler and Friauf study (1995) are not related to species differences. 

One major factor that may have particularly influenced the hPSP time courses in the Kandler 

and Friauf study (1995) was the age at which brain tissue was harvested from the rat.  

Evidence from the gerbil, an altricial species like the rat, shows that pMSO neuron’s passive 

properties only reach a mature, low input resistance after P17 (Magnusson et al, 2005). It is 

therefore likely that P13 rat pLSO neurons in the Kandler and Friauf (1995) study did not 

possess fully mature passive properties and would have undergone further development 

before reaching P19-21 when their lower input resistances would been conducive to faster 

hPSP time courses as was observed in this study.   

In spite of the technical issues surrounding the different intracellular techniques, similarities 

and dissimilarities observed between guinea pig LSO PSPs and gerbil LSO PSPs (Sanes, 

1990) are worth noting for their potential biological basis. The two most obvious similarities 

were that dPSPs displayed no after-hyperpolarization in the LSO and that the half-width of 

both dPSPs and hPSPs in the LSO increased with peak amplitude.  One major dis-similarity 
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was that dPSPs were significantly shorter than hPSPs in the gerbil LSO study (Sanes, 1990) 

whereas this study suggests that PSPs of opposite polarities have similar durations in the 

guinea pig LSO (average half-width of dPSP in guinea pig LSO = 2.71 ±0.2ms, n= 3 Vs. 

average half-width of hPSP in guinea pig LSO = 3.6 ± 1.15 ms, n=6). 

The two similarities mentioned above also highlight how dPSPs from the LSO contrast in 

both the gerbil and guinea pig.  It is useful to make this comparison as many studies have 

concentrated on understanding how the temporal profile of a dPSP is controlled 

biophysically in the gerbil MSO.   

 

4.2.3 Temporal properties of dPSPs in guinea pig LSO and MSO 

Coincidence detection in the MSO requires narrow time windows of synaptic integration for 

ITDs differing by tens of microseconds to be distinguished (Wu and Kelly, 1991; Chirila et 

al, 2007; Mathews et al, 2010).  Comparing the temporal properties of dPSPs from the 

guinea pig MSO and LSO can therefore be a useful measure of how effective dPSPs are at 

producing ITD sensitivity in the guinea pig LSO.  Fortunately such a comparison between 

SOC principal neurons is possible thanks to the data collected by Roberta Donato in the 

guinea pig MSO.   

In order to make a fair comparison, dPSPs were selected in pMSO neurons using the same 

criteria applied to pLSO neurons in section 3.2.1 i.e. between 3 and 6 mV and occurring 

within the first five pulses in a train.  The average half-width of these dPSPs was calculated 

as 0.8 ± 0.05ms (n=3 guinea pig pLSO neuron pMSO neurons; Donato, personal 

communication), demonstrating how short duration dPSPs must be for coincidence 

detection.  The average rise and decay times of dPSPs in the pMSO neurons were measured 

as 0.58 ± 0.06 ms and 0.64 ± 0.02 ms respectively (n =3 guinea pig pMSO neurons; Donato, 

personal communication).   
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Given the corresponding values in the three guinea pig pLSO neurons tested (average half-

width = 2.71 ±0.2ms; the average rise time = 1.22 ± 0.15 ms; the average decay time = 3.08 

± 0.61ms. n= 3 guinea pig pLSO neurons), it would appear that the dPSPs were at least 3 

times as fast in the three pMSO neurons.  As is evident in Figure 39 b where the time course 

of the average dPSP from one of the three pMSO neurons is compared with the time course 

of the average dPSP from one of the three guinea pig pLSO neurons, a combination of faster 

rise and decay phases meant that dPSPs in the sample guinea pig MSO were shorter than 

corresponding dPSPs in the guinea pig LSO.  Since these pMSO neurons are large cells with 

extremely low input resistances, their membrane time constant is consistently in the sub-

millisecond range (0.34 ± 0.04 ms in the 3 guinea pig pMSO neurons assessed in this study).  

It would therefore be expected that they will integrate synaptic inputs more rapidly than 

guinea pig pLSO neurons whose membrane time constants are, on average, much longer (1.0 

± 0.09 ms in the 3 guinea pig pLSO neurons assessed). 

In addition to the effects of passive properties, some conductances can actively shape the 

time course of dPSPs and therefore further shorten their duration.  Possibly the most 

important conductance in this regards is the low-threshold K
+
 conductance, IKLT.  Its 

presence has been noted in both pMSO neurons from the gerbil and single-firing (type 1) 

pLSO neurons from the rat. However, only in the former have IKLT’s effects on the time 

course of a dPSP been studied (Svirskis et al, 2003; Barnes-Davies et al, 2004; Scott et al, 

2005; Mathews et al, 2010).  Thanks to its fast kinetics and hyperpolarized voltage-

activation range, IKLT activates during the initial rising phase and helps to decrease dPSP rise 

times by dynamically reducing the membrane time constant as well as resisting the 

depolarization as an outward conductance (Mathews et al, 2010).  It is difficult to state 

categorically, from the current findings, whether the impact of IKLT on the rising phase of 

dPSPs was greater in the LSO or MSO since the slower average dPSP rise times in the LSO 

could easily have resulted from the longer membrane time constants of pLSO neurons at rest 

dominating the early dPSP time course. 
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IKLT has also been previously implicated in the generation of dPSP after-hyperpolarizations 

in models of guinea pig pMSO neurons but not pLSO neurons (Rothman and Manis, 2003; 

Scott et al, 2005).  By only reaching its maximum activity after the dPSP has peaked in 

pMSO neurons, the outward conductance of IKLT rapidly repolarizes pMSO neurons during 

the decay phase, causing an after-hyperpolarizing potential (Mathews et al, 2010).  This 

truncated decay further reduces the duration of dPSPs in pMSO neurons.  The absence of a 

hyperpolarizing potential follows dPSPs in guinea-pig pLSO neurons therefore almost 

certainly reflects the reduced impact of IKLT.  It is not possible to say from this finding, 

however, whether this difference is generated by the reduced expression of IKLT in pLSO 

neurons or whether the conductance’s kinetic and voltage-sensitive properties differ.   

However paramount IKLT is in actively shaping the time course of dPSPs, it must not be 

forgotten that its constitutive activity also lowers considerably the membrane time constant 

at rest.  IKLT is not, however, the only conductance available to pMSO neurons affecting the 

passive properties, a fact  best demonstrated by those studies which have employed the 

selective Kv1.1 blocker dendrotoxin (DTX-K) to block IKLT in gerbil pMSO neurons.  Input 

resistances increased between two- and three-fold on addition of the drug. Nevertheless, 

resulting values were still smaller than those calculated for pLSO neurons recorded under 

control conditions in the current study (Barnes-Davies, 2004; Scott et al, 2005, 2007; 

Mathews et al, 2010; Khurana et al, 2011).  It therefore appears that other large 

conductances which are expressed in pMSO neurons are active at rest. They may not have 

similar kinetic or voltage-sensitive properties of IKLT, but they do reduce the average input 

resistance (and therefore the membrane time constant) of pMSO neurons beyond that 

measured for control pLSO neurons.  These should therefore also contribute to the faster 

time course of dPSPs in the MSO. 
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The relationship between peak amplitude and time course of dPSPs 

The finding that the half-widths of dPSPs increased with peak amplitude in the guinea pig 

LSO (Figure 40) suggests that the electrotonic spread of dPSPs is passive in guinea-pig 

pLSO neurons.  This contrasts with observations from both gerbil and guinea-pig pMSO 

neurons where half-widths of larger dPSPs are actually shorter than for smaller dPSPs 

(Mathews et al, 2010; Donato, personal communication).  Since the phenomenon is reliant 

upon IKLT being highly concentrated at the somata of pMSO neurons (Mathews et al, 2010), 

one can assume that this conductance is not found at such high densities in the somata of 

guinea-pig pLSO neurons.  Since IKLT may not only determine dPSP time course but also 

regulate pLSO neuronal excitability, it would be especially interesting to compare the half-

widths of dPSPs from guinea pig pLSO neurons with different firing patterns.  If IKLT were 

indeed responsible for both phenomena, then it would be expected that dPSP time course 

should increase with the number of APs that could be maximally elicited by current 

injection.  Alongside experiments using DTX-K to block Kv1.1 channels, results from such 

experiments could potentially describe the true impact of IKLT’s active properties on the half-

width and rise-time of dPSPs in guinea-pig pLSO neurons. 

 

4.2.4 Temporal properties of hPSPs in the guinea pig LSO and MSO  

The time course of inhibition has been considered an important parameter in explaining how 

ITD tuning curves are shifted in the gerbil MSO (Brand et al, 2002; Dodla et al, 2006).  If 

the cycle-by-cycle interaction of hPSP and dPSP is vital to ITD processing then the hPSP 

time course should be as important as that of the dPSP.  To perform a comparison between 

hPSPs in the guinea pig MSO and LSO, data was taken from two guinea pig pMSO neurons 

(Donato, personal communication).  The average half-widths of hPSPs were 1.2 ms and 2.7 

ms in the two guinea pig pMSO neurons, leading to an overall average across the sample of 

2.2 ± 0.8 ms (n=2, Donato, personal communication).  With such a high variability and 
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small sample size, it is impossible to say whether hPSPs were faster in the MSO than the 

LSO.  It is noteworthy however that Magnusson and colleagues found hPSPs in the gerbil 

LSO possessed similar rise time and decay times to amplitude-matched hPSPS in the gerbil 

MSO (Magnusson et al, 2005).   

If the time course of hPSPs is indeed constant across the guinea pig SOC nuclei, it is 

impossible to explain this finding by considering their principal neurons’ passive properties 

alone: the average τ of the two guinea pig pMSO neurons was a factor of five faster than the 

average τ measured for the six guinea pig pLSO neurons (τ of pMSO neurons = 0.25 ± 

0.0500, n=2, Donato, personal communication; τ of pLSO neurons = 1.2 ± 0.25 ms, n= 6).  

This then suggests that a voltage-gated conductance was either prolonging the time courses 

of hPSPs in the MSO or shortening them in the LSO.   

The observation that after-depolarizations followed hPSPs in the guinea-pig LSO, but not 

the MSO, supports the notion that a conductance actively accelerated hPSPs in the LSO.  As 

an inward conductance activated by hyperpolarization, and being highly expressed in the 

LSO (Adam et al, 2001; Barnes-Davies et al, 2004; Leao et al, 2006), Ih is a very good 

candidate to perform this task.  Although much slower than most voltage-gated channels, Ih 

can produce after-depolarizations 2-3mV large following hyperpolarizing current steps as 

short as 10ms duration in mouse pLSO neurons (Leao et al, 2006).  It is therefore very 

feasible that it could underlie the smaller afterdepolarizations observed in the guinea pig and 

rat LSO after 7-8ms hPSPs.  The absence of an after-depolarization following hPSPs in the 

MSO likely reflects another conductance masking the depolarizing overshoot caused by Ih.  

IKLT could perform this role - its rapid activation time constant means that the conductance 

can recover quickly from the initial deactivation during the decay phase of the hPSP and 

prolong the course of the IPSC as the major outward current in pMSO neurons (Mathews et 

al, 2010).  The increased expression of IKLT in pMSO neurons, compared to pLSO neurons, 

would then explain why masking was more effective in the MSO and after-depolarizations 

were only observed following hPSPs in the LSO. 
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4.2.5 Comparing the temporal properties of hPSPs in the LSO of different species 

Although Magnusson and colleagues did not directly measure the half-width of hPSPs in the 

gerbil LSO, they did demonstrate that the rise and decay times of hPSPs were similar in the 

gerbil MSO and LSO (Magnusson et al, 2005).  Since the time course of hPSPs recorded in 

the gerbil MSO (average half-width= 3.1 ± 1.2ms) proved analogous to the hPSP time 

course measured in the guinea pig LSO (average half-width= 3.6 ± 1.15ms), it is likely that 

the same would be true for hPSPs from the gerbil and guinea pig LSOs.  Neither were 

intrinsic differences in hPSP time course encountered when amplitude-matched hPSPs from 

rat and guinea pig pLSO neurons were compared (rat data was from pilot study performed 

by myself).  The average half-width of the hPSPs in the rat pLSO neurons (3.5 ± 0.3 ms, 

n=3) closely matched the value observed in the six guinea pig neurons (3.6 ± 0.5 ms, n=6).   

If hPSP time courses are invariant across the three species, these results suggest that the 

ability of pLSO neurons to process different binaural cues cannot be inferred from the time 

course of its hPSPs.  Other factors such as the amount of input jitter as well as the 

sublocalization of the inhibitory inputs onto pLSO neurons could still modify inhibition’s 

action allowing it to produce diverging binaural sensitivities in species with different hearing 

ranges. 

 

4.2.6 Comparing the temporal properties of hPSPs and dPSPs in the guinea pig LSO 

When compared to dPSPs, it has been shown previously that hPSPs have a slower time 

course in the gerbil and the guinea-pig MSO (Magnusson et al, 2005; Chirila et al, 2007; 

Couchman et al, 2010).  Since the membrane time constant of these neurons at rest should 

remain the same for PSPs of different polarity, the differing time courses can be mainly 

attributed to the relative activation/deactivation of voltage-gated conductances in the 
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depolarizing and hyperpolarizing voltage direction.  As mentioned previously, the major 

conductance in pMSO neurons is the low-threshold K
+ 

conductance, IKLT, which is activated 

by depolarizing voltages and can therefore accelerate the time course of dPSPs.  It is 

possible that IKLT actually prolongs hyperpolarizing potentials by resisting the repolarization 

of the membrane voltage during the decay phase.  Thus, in conjunction with a lack of 

hyperpolarization-activated conductances to shorten actively the time course of hPSPs, the 

relative activation/deactivation of IKLT during depolarization and hyperpolarization can 

explain why hPSPs are slower than dPSPs in the gerbil and guinea pig MSO nuclei. 

In the gerbil LSO, dPSPs were also found by Sanes (1990) to have shorter durations than 

amplitude-matched hPSPs.  Even though the absence of hyperpolarizations following dPSPs 

in the gerbil LSO suggests that IKLT is less prominent than in pMSO neurons (Sanes, 1990), 

the conductance must be sufficiently expressed in these neurons to help accelerate the time 

course of dPSPs, whilst simultaneously slowing down hPSPs.  In the guinea-pig LSO, where 

hPSPs and dPSPs displayed similar half-widths, the aforementioned explanation cannot hold 

true.  One simple explanation for this finding would be that the passive properties of guinea 

pig pLSO neurons influenced the time course of hPSPs and dPSPs more so than IKLT.   

 

4.2.7 Short term depression of dPSP amplitude 

Short-term depression of dPSP amplitude was clearly evident over the course of 50Hz and 

100Hz pulse trains in guinea pig pLSO neurons.  Whilst previous studies have demonstrated 

that the probability of failure to generate APs increased towards the end of a train of pulses 

(Wu and Kelly, 1993), this is the first study to show conclusively that short-term depression 

affects excitatory transmission at the AVCN-LSO synapse.  Importantly, the current study 

also shows no indication of long term plasticity across trials as peak amplitudes remained 

constant.  This also indicates that the 10s interval between trials was sufficient for the 

recovery from STSD. 
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By altering the baseline membrane potentials of pLSO neurons whilst continuing to 

stimulate the trapezoid body fibres with current pulses (Figure 41), it was possible to 

exclude the influence of postsynaptic, voltage-gated channels on STSD of dPSP amplitude.  

Whilst the application of a pharmacological agent (such as CTZ or γ-D-glutamylglycine) 

would be necessary to prove that no postsynaptic component was involved at all, it is highly 

unlikely that the discreet bouton synapses between the AVCN and LSO are affected by the 

desensitization and saturation of glutamate receptors as much as the calyx of Held where 

large amounts of neurotransmitter are released into a small cleft volume, and yet studies still 

question the contribution of postsynaptic components to STSD at mature AVCN-MNTB 

synapses (Trussell. 1999; Ishikawa and Takhashi, 2001).   

Several presynaptic mechanisms could underlie STSD at the AVCN-LSO synapse, including 

depletion of the vesicular pool as well as a decrease in the calcium influx over the course of 

the pulse train.  The relative time courses in other auditory centres suggest that vesicular 

depletion may be the more prominent of the two mechanisms at 50Hz and 100Hz (Borst and 

Sakmann, 1996; Weis et al, 1999; Taschenburger and Von Gersdorff, 2000).  This is further 

corroborated by the fact that single exponential decays which were used so effectively to fit 

STSD in this study can be reproduced by simple depletion models (Weis et al 1999). 

The lack of STSD observed at 1kHz in Figure 42 b1 is strange considering that STSD 

increases with frequency at the AVCN-MSO synapse until it reaches a plateau (Couchman et 

al, 2010).  This is compounded by the fact that responses in the LSO were seen occurring 

regularly at an average frequency of ~60Hz; yet in the same neuron, STSD was very strong 

for a stimulus of 50Hz.  One possible explanation for what was observed at 1kHz is that the 

failure to generate APs in multiple axonal inputs at such a high input rate led to several 

synaptic inputs contributing with only one or two regularly-timed dPSPs over the course of a 

single presentation of a train of pulses.  As each input would be responding at a far lower 

input rate than 60Hz, the vesicular pool could then recover before the next AP arrived.  This 

explanation perhaps requires an unrealistically high proportion of failures in stimulated 
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fibres given that AVCN bushy cell fibres can respond in vivo with instantaneous spike rates 

of up to 750 Hz (Rhode and Oertel, 1983).  Another explanation for this phenomenon 

proposes that APs were indeed generated in the trapezoid body fibres at higher rates 

however the release mechanism at the presynaptic terminals adapted quickly.  This could 

have been caused by the large influx of calcium, which has been shown to induce faster 

replenishment of vesicular pools in a calmodulin-dependent manner (Sahaba and Neher, 

2001).  In conjunction with this faster recovery from STSD, a decrease in the sensitivity of 

the calcium sensing mechanism for vesicular release (as has been observed at the squid giant 

synapse (Hsu et al, 1996)) might have supported more constant dPSP amplitudes as vesicles 

would have been sufficiently replenished when calcium concentration in the terminal 

reached this new higher threshold for release.  Such a biophysical mechanism would not 

only provide a suitable manner to preserve the postsynaptic action of high frequency inputs 

but also ensure that dPSPs were still evoked with great temporal precision across trials as 

shown by Figures 42 b1 and b2.   

 

Summation of dPSPs 

Although either presynaptic mechanism could also result in the lack of summation observed 

at 1kHz stimulation, neither is necessary to explain its absence at 50Hz and 100Hz stimuli.  

The somatic integration of dPSPs in guinea pig pLSO neurons was sufficiently fast that the 

longest dPSPs in trains of responses had durations between 5-8ms long; thus it would be 

expected that dPSPs would first start to summate at frequencies between ~125 and 200Hz. 

These values sit well within the range observed in mouse LSO neurons from the Wu and 

Kelly (1993) study.   

Where summation was observed in pLSO neurons, it was never prolonged and did not 

appear sufficient to elicit an AP.  It is difficult to state whether this is solely due to the 

depression in dPSP amplitude with increasing pulse number in a train or, if there are in fact, 
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some active mechanisms involved in dendritic/somatic processing of dPSPs. Interestingly 

Wu and Kelly (1993) observed that summation of dPSPs did not lead to linear summation 

and AP generation; a similar study of temporal summation by Leao and colleagues has 

shown that a 50Hz input can actually cause large summation when Ih is blocked using 

ZD7288 (Leao et al, 2011).  Thus it would appear that active processing of dPSPs is also 

important in the pLSO neurons of many species.  In fact, evidence from the study by Leao 

and colleagues points to the influence of dendritic processing: a phenomenon that has been 

demonstrated extensively in the gerbil MSO where the high dendritic expression of IKLT 

actively controls the temporal integration and propagation of dPSPs (Chirila et al, 2007; 

Matthew et al, 2010; Leao et al, 2011).. 

 

4.2.8 Short-term depression of hPSP amplitude. 

STSD was prominent in all hPSP trains and appeared to be both largest and fastest in 

neurons of guinea-pig pLSO whose train of hPSPs had the largest initial amplitude (Figures 

48 b and c).  If differing number of excitatory synaptic inputs contacted each pLSO neuron, 

this could potentially explain the range of initial dPSP peak amplitudes observed in these 

neurons; but is unlikely to explain why the initial peak amplitude of dPSPs was correlated 

with the subsequent strength and speed of STSD, given this factor’s dependence on slicing 

technique and not biological plausibility.  Instead it is more likely that a post- or pre-

synaptic mechanism associated with neurotransmission mediated this relationship. 

If it is assumed that the desensitization of postsynaptic glycine receptors is too slow to be 

considered as a potential depressing mechanism here (Harty and Manis, 1997), then 

presynaptic components can be considered as prime candidates to explain the relationship 

between the peak amplitude of the initial dPSP and the size of the following STSD.  Since a 

larger initial hPSP entails changes in several presynaptic parameters that could each lead to 

an increased STSD, it is difficult to identify which mechanism in particular is involved.  
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Chief amongst the candidate mechanisms however is the depletion of vesicular pool; 

increased neurotransmission after the first stimulus would lead to a faster decline in the 

number of readily available vesicles in the pool.  If subsequent stimuli produced equally 

effective synaptic release then the eventual balance between the replenishment and release of 

vesicles would favour increased depression too.  The apparent ease with which results were 

fit by single exponential decays suggests that simple vesicular depletion model would 

explain the phenomenon well (Weis et al 1999).   

 

Frequency dependence of STSD in hPSP amplitude 

When different rates of pulse presentation were used to stimulate the trapezoid body fibres, 

two different consequences on the strength of inhibition’s STSD were observed in guinea 

pig pLSO neurons: in the first group, STSD increased with stimulus frequency (Figures 49 a 

and d) whilst in the second group, very little change was observed in the STSD strength with 

stimulus frequency (Figure 49 b and c). 

The first class of effect reflects how STSD strength increases with stimulus frequency at the 

mammalian AVCN-MSO synapse as well as the chick NM-NL and ANF-NA synapses 

(Kuba et al, 2002; Cook et al, 2003; Couchman et al, 2010).  Although the synaptic 

mechanism has not been studied thoroughly, it has been modelled empirically using a simple 

vesicular model of depletion: an increased input rate producing a dynamic balance which 

favours vesicular release over its recovery and therefore promotes an increased STSD (Cook 

et al, 2003).   

Since STSD cannot increase with stimulus frequency until transmission is completely 

exhausted it instead reaches a plateau at a limiting stimulus frequency (Cook et al, 2003).  

This phenomenon might explain why STSD remained unchanged with increasing stimulus 

frequency in the second group of pLSO neurons.  In the neuron in Figure 49 c, the STSD 
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had reached a maximum at 10Hz, which is surprisingly low.  This would suggest that the 

probability of release is very high at this particular MNTB-LSO synapse causing large 

vesicular depletion after each stimulus pulse. 

The variety of STSD frequency dependence in pLSO neurons does not extend as far as 

unmasking STSF at lower frequencies as has been noted in the chick NA however it does 

suggest that the guinea pig MNTB-LSO synapse may possess heterogeneous properties 

across the population of pLSO neurons.  . 

 

dPSPs undergo greater STSD than hPSPs in the guinea pig LSO 

Using analysed data from 50Hz stimuli, dPSPs appear to experience a stronger STSD than 

hPSPs (STSD of dPSPs= 0.35 ± 0.02, n=3 Vs. STSD of hPSPs 0.41 ± 0.02. n = 3).  

Although this difference was not significant (independent two-tailed t-test), it is supported 

by the evidence from the 1kHz where trains of dPSPs did not display STSD whereas hPSPs 

did (Figures 42 b1 and 51).  This finding is in agreement with a very recent study in the 

gerbil LSO which showed that STSD at 50, 100 and 200Hz was greater for excitatory PSCs 

than inhibitory PSCs (Walcher et al, 2011).  This could have potential functional effects on 

interaural processing for the ongoing component of auditory stimuli as the balance of 

contralateral excitation and inhibition would dynamically change over the course of 

prolonged stimulation.   

 

4.2.9 Suprathreshold dPSPs and graded APs 

In two of the three guinea pig pLSO neurons in which dPSPs were evoked, APs of graded 

amplitude were recorded somatically as a result of suprathreshold responses.  This, 

therefore, represents the first study in which graded APs have been observed in pLSO 
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neurons as well as pMSO neurons from the same species.  Importantly these graded APs 

were of much smaller amplitude when evoked by synaptic potentials rather than somatic 

current injections.   

Several studies have described a similar phenomenon in gerbil pMSO neurons and chick NL 

(Scott et al, 2005; Kuba et al, 2006; Scott et al, 2007).  They have suggested that attenuation 

is caused by APs backpropagating from a distal site of initiation towards the soma (Scott et 

al, 2005; Kuba et al, 2006; Scott et al, 2007).  The capacitive load of pMSO neurons’ large 

somata and broad proximal dendrites reduces the impact of depolarizing currents for signals 

returning from the AP initiation site whilst an unfavourable ratio of active conductances (i.e. 

greatly in favour of K
+
 over Na

+ 
conductances) further helps to accentuate the region’s low-

pass filtering properties (Svirskis et al, 2002; Svirskis et al, 2004; Scott et al, 2007).  These 

factors do not explain however why the somatic and synaptic stimulation have dissimilar 

effects on the attenuation of backpropagating AP in the guinea pig MSO and LSO.   

Two possible solutions to this problem exist: firstly the difference in attenuation may be 

caused by properties varying during backpropagation in the two instances.  When synaptic 

stimulation is utilised, evoked dPSPs propagating towards the soma will activate dendritic 

IKLT before eliciting an AP (Mathews et al, 2010).  This dendritic compartment becomes very 

leaky and therefore acts a as a large current sink for backpropagating APs (Agmon-Snir et 

al, 1998).  Injecting stepped current somatically, on the other hand, is conducive to a very 

different set of backpropagating properties.  The relative timing of the AP initiation with 

respect to the poor spread of current into the dendrites (on account of poor space clamp 

associated with patching neurons of such low input resistance) means that very little 

dendritic IKLT is active during AP backpropagation.  As a result, the somatic AP amplitude 

will not be attenuated greatly by the backpropagation and will better represent the profile as 

might be measured at the AP initiation site. 
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An alternative explanation for somatic current injection and synaptic stimulation evoking 

APs of different amplitude is that the original amplitudes of the APs at the initiation site 

itself might differ for the two stimulation protocols.  This could arise if one of the stimuli 

was recruited more voltage-gated Na
+ 

channels at the initiation zone than the other.  The 

somatic current step protocol represents the stimulus with the more rapid rise time and hence 

will likely activate more of the voltage-gated Na
+ 

channels necessary for larger initial AP 

amplitudes (Colbert and Johnston, 1996).  It is important to note that this latter solution 

would not affect the forward propagating AP as mechanisms of regenerative excitation 

would help to normalize their amplitude (Scott et al, 2007). 

Given the prominent expression levels of IKLT in the both SOC nuclei (Svirskis et al, 2002; 

Barnes-Davies et al, 2004; Mathews et al, 2010), the former scenario most likely determines 

AP attenuation in both guinea pig pLSO and pMSO neurons.  Unfortunately it is difficult to 

confirm this from the few cells in Figure 44.  This is especially true as there is greater 

temporal overlap between the backpropagating AP and the underlying, slower dPSP (Fig 41 

b) thus other conductances may also act to shunt the backpropagating AP and help attenuate 

its amplitude in the LSO.  Indeed it is most likely that both the varying recruitment of 

voltage-gated Na
+ 

channels and the current sink created by active IKLT combine as factors 

determining the different backpropagating conditions associated with somatically and 

synaptically evoked APs in the MSO and LSO. 

Whatever the mechanism underlying the attenuation of back-propagating APs in the guinea 

pig MSO and LSO, the phenomenon bestows principal neurons in the guinea pig SOC with 

the ability to isolate the site of AP initiation from the somatic site of integration and hence 

improve sensitivity to temporal disparities in stimuli (Kuba et al, 2006).   

 

 



169 | P a g e  

 

Threshold for generating APs 

Figure 44 c suggests that generation of APs in the pLSO neuron relies less on the rising 

slope of dPSPs and more on the absolute value of a neuron’s membrane voltage.  Figure 44 

d also supports the premise that values of the absolute membrane voltage may determine 

when APs are initiated as the dPSP rise slope and its peak amplitude were shown to be 

interchangeable.  This shift from dV/dT to absolute voltage as a determinant of AP 

generation may arise from IKLT not being as predominant in pLSO as it is in pMSO neurons 

(Day et al, 2008).  It is supported by evidence from the current step injections that even the 

most phasically firing guinea pig pLSO neurons fired at least two APs at current steps 

>850pA (Fig 16 a).  This shift could place fewer limitations on how quickly a dPSP must 

rise to recruit sufficient amount of excitatory conductance to initiate an AP in pLSO 

neurons.  A functional consequence of this altered sensitivity may be that pLSO neurons 

maintain a tonic firing profile and respond better to synaptic inputs that have integrated over 

time (Gai et al, 2010).  This may be especially important for the neurons if they wish to 

retain their sensitivity to the rate of input and hence code for interaural intensity differences. 
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4.3 Immunohistochemistry 

 

Four main findings emerge from this part of the study.  First, sub-localization of inhibitory 

synapses in cells of the guinea pig SOC (as judged by immunohistochemical staining for 

gephyrin - the scaffolding protein associated with GlyR in the auditory brainstem) indicates 

a highly peri-somatic pattern, suggesting inhibitory synapses are confined to the cell soma..  

This includes the discovery of a potential postsynaptic specialization for glycinergic 

transmission in the guinea pig MSO.  Second, specific cell types are identifiable for the first 

time in the guinea pig LSO, by virtue of their staining for MAP2.  Third, when guinea pig 

LSO cells were assessed according to sub-localization of their gephyrin staining, a group of 

relatively smaller cells was apparent, likely representing neurons of the LOC, the efferent 

feedback pathway to the type 1 fibres synapsing at the base of the inner hair cells of the 

cochlea.  Fourth, those cells not classified as LOC neurons formed a group of putative pLSO 

neurons that appear to be of heterogenous somatic size. 

 

4.3.1 Quality of gephyrin staining in the SOC of guinea pig 

When at its clearest, the gephyrin staining in this study is well defined and very punctate 

(Figures 53 b,  54 b and 55 c), appearing more defined than patterns of staining observed in 

gerbil MSO studies when GlyR alpha 1 subunit or gephyrin have been targeted previously 

(Friauf et al, 1997; Kapfer et al, 2002).  This is likely associated with the preparation 

technique better preserving gephyrin’s antigenicity (Schneider Gasser et al, 2006).  

Interestingly when the same preparation was used to probe gephyrin sub-localization in the 

rat LSO, absent punctate staining and high levels of background fluorescence made 

identification of pLSO neurons very difficult (Figure 65 a).  This cannot be attributed to a 

reduced antigenicity in the rat as the very same antibody has been shown to function well in 

the rat by the group which originally introduced the technique (Schnider Gasser et al, 2006). 
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Instead this background staining like arose from suboptimal frozen slices.  Since this 

technique requires instant freezing in liquid nitrogen in order to preserve morphology and 

antigenicity, any issue at this critical stage (e.g. excess ACSF on the harvested tissue during 

the freezing process) could compromise the slice preparation and lead to non-specific 

association of primary antibodies and epitopes, producing background staining.  Other 

potential issues such as the duration of fixation; the time frozen tissue spent in freezer and 

whether tissue dried during the processing were all closely controlled, but little improvement 

in the contrast of staining was observed.   

 

 

 

 

 

 

 

  

Figure 65. Gephyrin staining in rat pLSO neurons.  Two unipolar cells can be seen as either a two-

dimensional projection in a and a 3-D reconstruction in b.  Gephyrin staining is in red and DAPI 

staining in blue. To improve visualization of the cells’ outlines in a, all only gephyrin staining is 

shown.  The average length of dendrite stained for gephyrin was 24.25 ± 3.7µm (n=4). The scale grid 

in b = 5.4µm x 5.4µm. 

a) 

b) 
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4.3.2 The sublocalization of gephyrin staining in the guinea pig LSO. 

One of the main consequences of the improved gephyrin antigenicity offered by rapid 

freezing may be the finding of ring-shaped structures gephyrin staining forms on the surface 

of pMSO neurons (Figure 58).  The most obvious explanation for the rings would be that the 

empty space at the centre of these rings represents the outgrowth of a dendrite, although this 

is not consistent with the pattern of MAP2 staining (Figure 58 a inset).  Instead, they may 

represent specializations to improve glycinergic transmission’s efficiency by concentrating 

GlyRs around the bouton-like end-segments of MNTB fibres that contact pMSO cells 

(Werthat et al, 2008; Couchman et al, 2010).  Such ring patterns were not as clear or 

frequent on pLSO neurons and thus may represent specializations of somatic inhibition in 

the MSO.  Determining whether presynaptic terminals do indeed terminate in close 

proximity to the rings would require the use of an antibody for the glycine transporter, 

GlyT2 as presynaptic marker.  This was not within the scope of this study. 

That gephyrin staining is perisomatic in both the guinea pig MSO and LSO nuclei suggests 

that the sub-localization of glycinergic inhibitory input is homogeneous across the guinea 

pig’s SOC. Studies of the adult gerbil MSO also demonstrate perisomatic localization 

(Kapfer et al, 2002; Couchman et al, 2010), and therefore the present study appears to 

corroborate the view that inhibition in the MSO of low-frequency hearing animals is largely 

peri-somatic (Kapfer et al, 2002). As the distribution of gephyrin only becomes somatic in 

the adult gerbil (Kapfer et al, 2002), data from this study advocates the precocious nature of 

the guinea pig as it already appears to possess an adult-like configuration at birth.  
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Figure 66. Medial region of rat LSO stained for GlyR alpha 1 subunit.  Red lines trace individual 

dendrites whilst blue bar represents a scale of 100µm ( Figure 2 b, taken from Friauf et al, 1997. ) 

 

In the LSO, the extent to which glycinergic inhibitory input impinged upon the dendritic 

length has not yet been quantified in any study.  Thus, for the purposes of comparison with 

the current data set, data from a previous study of GlyR development in the rat (Figure 66, 

from Figure 2b in Friauf et al, 1997) was used to measure the extent of immunoreactivity for 

the GlyR alpha-1 subunit along the dendrites of cells in the medial limb of the LSO.  An 

average value of 37.9 ± 6.8µm (n=4) was calculated which is very similar to the 30.26 ± 2.8 

µm (n=27) average in the guinea pig and the 24.25 ± 3.77 µm (n=4) average measured 

preliminarily in the rat. In spite of this similarity (no statistical test were performed due to 

small sample size), the average dendritic lengths stained of both studies appear unexpectedly 

low in light of the demonstrable contact between a MNTB fibre along the dendritic spread of 

a pLSO neuron (Kim and Kandler, 2003).  

The most likely explanation for this disparity is that the length of immunoreactivity along 

dendrites was underestimated in the current study and that of Friauf et al (1997) by virtue of 

the severance of dendrites during slicing. This likely imposes an artificial limit on observed 
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length of gephyrin staining, and results in MAP2 and gephyrin staining to end concomitantly 

on the dendrites of all cells reported for the guinea pig LSO.  In addition to the cutting of 

dendrites, tracking dendrites in slices was complicated by both high levels of background 

fluorescence (most prominently observed in the figure 65 for the rat and figure 55c for the 

guinea pig) and the densely complex network of dendrites in the brainstem (figure 55 d and 

56 a).  Both contribute to the underestimations of dendritic length stained for gephyrin by 

making judgment of where one dendrite’s gephyrin staining started and another’s terminated 

very difficult.  As a result there will be many instances where staining was falsely identified 

to have abruptly stopped.   

Evidence, obtained here for the guinea pig, of isolated dendrites being immunoreactive 

along their length for gephyrin also suggests that the dendritic length displaying gephyrin 

immunoreactivity was underestimated. Gephyrin staining extended as far as 82µm in some 

truncated dendrites (Figures 57 b and c) and had these dendrites remained attached to the 

soma it is very likely that the average dendritic length would have proven to be much larger. 

To explore in greater detail dendritic staining of gephyrin would potentially require thicker 

slices than were employed in the current study, however these can notoriously lead to poorer 

penetration of the antibodies (Melvin and Sutherland, 2009).  Serial reconstruction of slices 

would also achieve a similar aim although the more orthodox technique perfusion fixation 

might help to improve the efficiency of slicing given the difficulty in collecting sequential 

slices in this study. 

 

4.3.3 Cell types encountered in guinea pig LSO  

The observation of “banana-like” cells in all regions of the guinea pig LSO (Figures 56 a 

and 57 a) contrasts with data from the rat where they are restricted to the lateral limb and do 

not overlap with the dominant bipolar cells in the medial limb, suspected to be pLSO 
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neurons (Rietzel and Friauf, 1998).  That both bipolar and “banana-like” cell types can be 

seen independently in the same regions of the guinea pig LSO would appear to agree with 

speculation, from the study of rate LSO, (Rietzel and Friauf, 1998) that they have different 

functional correlates. 

A perspective for future investigation might be to determine the origins and the possible 

physiological implication of such variability within the population of LSO cells, by 

performing a systematic morphological analysis and correlating it with electrophysiological 

response properties. To do this, neurons might possibly be ‘patched’ and injected with 

neurobiotin. It would then be possible to reconstruct a more complete morphology and 

correlate this morphology with electrophysiological responses. 

Evidence from a previous anatomical study in the guinea pig (Schofield and Cant, 1991) 

suggests that all cells in the LSO are either bipolar or multipolar, and it is interesting to note 

here that neurons with single dendrites were visible in both the rat and the guinea pig.  It 

remains possible that these cells have had one or more dendrites severed due to the 

orientation of slicing.  To definitively answer whether some pLSO neurons in the guinea pig 

are in fact unipolar, it would be necessary to fill neurons identified as principal neurons by 

their electrophysiological properties with a fluorescent dye.  The absence of bipolar cells in 

the rat LSO, on the other hand, is most likely related to the restricted sampling from the 

medial limb of the rat LSO as their existence has been shown before in other regions of rat 

LSO (Reitzel and Friauf, 1998; Barnes-Davies et al, 2004).   

 

4.3.4. Alternative cell types in the SOC of rats and guinea pigs 

Non-principal neurons have been described in the SOC of many species (Smith, 1995; Adam 

et al, 1999; Sterenborg et al, 2010). Their shared topology and similar morphological 
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properties mean that at first viewing they can easily be mistaken for pSOC neurons (Smith; 

1995; Adam et al, 1999).  

In the guinea pig MSO, marginal non-principal cells are somatically very similar in size to 

pMSO cells; however they can be easily distinguished on account of their haphazard 

orientation and highly-arborized dendritic processes, which taper quickly as they extend 

from the soma(Smith, 1995). As the somata of MSO cells in the current study appeared to be 

arranged in parallel and their dendrites remained broad as far as 30µm from the somata 

(Figure 58 a), it is highly likely that all MSO cells imaged in this study were in fact pMSO 

neurons. 

“Intrinsic” lateral olivocochlear neurons (LOC neurons) on the other hand are located within 

the LSO nucleus and provide efferent fibres to the inner hair cells of the cochlea as well as 

the cochlea nucleus (Warr and Guinan, 1979; Ryan et al, 1982; Vetter and Mugnaini, 1992).  

It has recently been confirmed in mice that LOC neurons receive glycinergic and 

GABAergic inhibition from the MNTB hence it is likely that they have been visualised in 

this study (Stereborg et al, 2010): especially as they are particularly prevalent in the guinea 

pig LSO (Robertson, 1985; Aschoff and Ostwald, 1987). 

LOC and pLSO neurons have very similar somatic morphologies (Strutz and Bielenburg, 

1984; Aschoff and Ostwald, 1987; Adam et al, 1999; Sanchez-Gonzalez et al, 2003); 

however, LOC neurons appear to have a significantly smaller somatic size (Aschoff and 

Ostwald, 1987; Adam et al, 1999).  In the present study, when classifying the LSO cells by 

sub-localization of their gephyrin staining, it appears that LSO cells with somato-dendritic 

gephyrin staining possess a significantly smaller somata than those cells with purely somatic 

staining (Figures 61 a and b): this suggest that within the LSO, cells with purely somatic 

gephyrin staining represent an entirely different population of cells of smaller somata size. 

According to a previous study (Aschoff and Ostwald, 1987), these can be identified as LOC 
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neurons. A consequence of this, therefore, would be that all the neurons in the LSO with 

somato-dendritic gephirin staining in the current study would represent pLSO cells. 

It is interesting to note that the neurons identified in this study as candidate LOC neurons do 

not display dendritic staining (either MAP2 or gephyrin). This could be due to the fact that 

secondary cell types tend to project more extensively in the rostro-caudal plane i.e. 

perpendicular to the coronal slices which were cut (Schofield and Cant, 1991; Vetter and 

Mugniani, 1992; Adam et al, 1999) than the principal neurons, making it more likely that 

their dendrites were severed in the slicing procedure. 

That the slicing protocol selectively preserved one cell type over another further supports the 

idea of the existence of two cell populations, which differ both in somatic size but also 

dendritic morphology. However an independent marker, such as the injection of a 

fluorescent retrograde tracer into the cochlea (Robertson et al, 1987), would be required to 

verify irrefutably this identification of LOC neurons in the guinea pig LSO. 

 

4.3.5 pLSO neurons in the guinea pig LSO 

In this study, LSO cells that show somatodendritic gephyrin staining in the guinea pig 

appear to be pLSO neurons.  This observation is accompanied by a potential heterogeneity in 

the somatic areas across the axis of the guinea pig LSO: the average somatic size of putative 

pLSO neurons in the medial limb is larger than that of neurons in the mediolateral limb, 

which in turn is larger than that of neurons in the lateral limb.  Whilst this trend may not be 

significant (Figure 61 d), the observation that only medial putative pLSO neurons are 

actually of a similar somatic size to pMSO cells would appear to affirm that tonotopic 

differences in somatic size do indeed exist across the guinea pig’s pLSO population.   

There is very little evidence in the literature with which to verify independently this 

observation. 
3
H-strychnine binding of GlyRs in adult guinea pig has shown that there is a 
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relative lower density of receptors in lateral limb as in the medial limb of the LSO (Suneja et 

al, 1998), and it is possible that putative pLSO neurons with smaller somatic areas would 

also possess less GlyRs if the receptor was expressed at the same density as larger pLSO 

neurons. A similar observation have been noted in the rat and gerbil LSO (Sanes et al, 1987; 

Friauf et al, 1997): in the rat it is also accompanied by evidence that the low-frequency 

lateral limb receives a much less-densely arborized MNTB input (Sanes and Siverls, 1991; 

Friauf et al, 1997). A lower density of pLSO neurons in the lateral limb than the medial limb 

would equally explain the findings from 
3
H-strychnine binding as labelling in that study was 

quantified en masse in the LSO regions; nevertheless it has been contended that no such 

gradient exists in the rat and guinea pig LSOs (Schofield and Cant, 1991; Barnes-Davies et 

al, 2004).  

Smaller cells are typically associated with higher input resistances and longer membrane 

time constants, prevent fast integration of temporal information.  Were the membrane time 

constant too slow, this could potentially be debilitating for pLSO neurons of the lateral limb 

if they are indeed specialised to perform envelope ITD processing (Joris and Yin, 1995; 

Batra et al, 1997; Tollin and Yin, 2005).  A possible means by which lateral limb pLSO 

neurons could avoid this fate would be to express a large conductance, active at rest, such as 

low-threshold potassium conductance, KLT.  It has been shown in the adult rat LSO that 

Kv1.1, the channel that mediates KLT, is expressed prevalently in pLSO neurons of the 

lateral limb (Barnes-Davies et al, 2004).  The use of an anti-Kv1.1 antibody to find out 

whether the putative pLSO neurons of the lateral limb stain positively for Kv1.1 would be 

useful in a future study.   
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General Conclusions 

 

Functional implications of guinea pig pLSO neurons’ intrinsic properties 

Although the identity of bilateral synaptic inputs to a pSOC neuron ultimately determines the 

neuron’s characteristic phase, its intrinsic properties actively regulate the time window for synaptic 

integration and then control the dynamic range of the resulting response (Chirila et al, 2007; Scott et 

al, 2007; Jercog et al, 2010).  It is therefore likely that processing for different binaural cues actually 

requires a neuron with differing optimal parameters.  These parameters have been explored most 

carefully in the MSO where phasic firing is associated with single-figure input resistances and 

extreme membrane time constants (<0.4ms, Scott et al, 2005; Mathews et al, 2010; Khurana et al, 

2011).  These active and passive properties not only institute the narrow window of integration that is 

considered so important for ITD processing but ensure that narrowband stimuli are encoded 

efficiently and accurately (Svirskis, et al, 2002; Day et al, 2008).  Similar studies parameterizing the 

optimal neuronal properties for ILD processing have not been performed however it is presumed that 

the integration of intensity must be slower so that the power at either ear can be compared.  By 

reducing the importance of temporal acuity to ILD processing, phasic encoding of this subthreshold 

signal is also redundant; thus tonic firing is perhaps expected to be predominant amongst ILD-

sensitive neurons.  Since the rat’s hearing lies predominantly in the high frequency range (Fay, 1988), 

the LSO likely assumes the role of chief binaural nucleus processing ILDs and envelope ITDs in this 

species [as well as ITDs at lower frequencies potentially if rats display similar sensitivity to the cat 

(Tollin and Yin, 2005)] (Inbody and Feng, 1986; Yin, 2002).  It is therefore quite understandable that 

the divide between more phasic (type 1) and tonic firing (type 2) in the rat LSO might be associated 

functionally with very different binaural cue processing: the fast membrane time constants of type 1 

neurons permitting phase sensitivity in low frequency regions of the LSO and type 2 neurons 
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integrating amplitude signals over a longer time course as part of ILD processing in the high 

frequency.   

If the above scenario is indeed true, then data collected from the guinea pig LSO offers a challenge to 

interpret its functional implications.  The continuity of firing patterns as well as the homogeneously 

low input resistances and fast membrane time constants suggest that even the tonic firing neurons 

could represent rapidly changing ILDs of which envelope modulations are comprised and therefore 

these neurons too could contribute to envelope ITD processing.  It would therefore appear likely that 

the “strategy” for encoding binaural cues may differ across the guinea pig and rat LSOs.  This is not 

to say that certain similarities are present between species such as the tonotopic variations in passive 

properties: pLSO neurons in the high-frequency, medial limbs of the two species’ LSOs possessing 

larger input resistances and slower membrane time constants that might make them more suitable for 

ILD processing.  Instead it is possible that any continuum of passive and active properties across the 

LSO may be biased towards processing different binaural cues in the two species: more emphasis 

being placed on envelope ITDs in the guinea pig and pure ILDs in the rat.  This would be surprising 

given the relative ethological pressures their respective hearing ranges imply (Fay, 1988).  The rat is 

mostly reliant on envelope ITDs for its binaural localization given its high frequency hearing range so 

where might envelope ITDs be processed in the rat??  One potential solution is the rat MSO.  

Although relatively small in the rat (likely as a result of its services not being required for ITD 

processing), its high frequency pMSO neurons in the rat could imaginably perform envelope ITD 

coding.  A recent study has shown that whilst gerbil pMSO neurons will typically only respond with 

an AP to fast rising slopes, stochastic resonance helps elicit neural activity when slow sinusoidal 

signals are presented with white noise (Gai et al, 2010).   This artificial stimulus could potentially be 

analogous to the subthreshold synaptic voltages produced by slow amplitude modulations in high 

frequency carriers (>3.5kHz): the poorly phasic encoding of the fine structure by the bushy cells 

taking the role of the white noise and the slow amplitude-modulated envelope potentially causing a 

sinusoidal voltage profile.  Evidence for such envelope sensitivity in the MSO does exist in the 

literature from the cat (Joris and Yin, 1998) but is also potentially suggested in the current study 
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within the data from the subthreshold resonance assay.  Impedance profiles from the high-frequency, 

ventral pole of the MSO demonstrated similar resonant peak frequencies to the highest values 

encountered in the low-frequency lateral limb of the LSO.  If the rat relied even more on the MSO for 

envelope ITD coding then we might expect the average peak resonant frequency to be lower in its 

MSO.   

Whilst this study suggests that resonance may be correlated with phase sensitivity in the guinea pig 

MSO and LSO, its actual biophysical role is far less clear.  Since band-pass filters have been 

previously associated with reducing redundancy when coding signals in noise (van Hateren, 1992), a 

preliminary, theoretical study was performed in conjunction with the Rinzel group (NYU) to 

determine whether band-pass model pSOC neurons could display an improved ability to extract a 

natural signal in ambient noise.  Using the same linear model that predicted the impedance profiles so 

well in Section 4.1.6; guinea pig vocalizations and white noise were passed through a cochlear model 

(Zilany et al, 2009) before the output was converted into synaptic conductances.  These were then 

presented to the model cell “bilaterally” with different time delays between the two to simulate 

vocalizations originating in different locations.  Although naturalistic sounds are amplitude modulated 

in nature, the model band-pass neurons could still extract the low frequency signal (<1.5kHz) well on 

a cycle-by-cycle basis.  In fact, they differentiated between the various “ITDs” better than model low-

pass neurons, displaying a larger dynamic range of spike rates.  It would therefore appear that band-

pass properties may especially be important to fine structure ITD processing in noisy environments. 

 

Functional implications of guinea pig pLSO neurons’ synaptic properties. 

Although it must typically be cautioned that using the passive properties of a pSOC neuron to 

speculate about ITD/ILD sensitivity only offers a very static perspective, it would appear that the 

synaptic integration was predominantly regulated by the pLSO neurons’ passive properties.  The 

increasing dPSP half-width with amplitude was indicative of this and suggests that any resulting ITD 

in the guinea pig LSO would be highly level-dependent and might even support the temporal 
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summation of monoaural inputs.  Such integration could in fact benefit envelope ITD processing as 

the energy in the envelope would be better encoded.  If integration were too slow however, an upper 

frequency limit would be placed on the encoding of fast envelopes.  One mechanism to prevent this 

would be the short-term synaptic depression of dPSP amplitude, which appeared frequency dependent 

in the guinea pig LSO.  Aside from its importance in implementing ITD processing in the avian NL 

(Kuba et al, 2006), it has been speculated that short-term synaptic depression in the chick NM may in 

fact help to encode the onset intensity of an auditory stimulus (Macleod, 2011).  Although information 

about the ongoing component of an auditory stimulus with static intensity would be lost as a result of 

STSD, this would not be problematic for amplitude-modulated stimuli, which incorporate fast 

envelopes and thus are constantly changing.  Another factor which may have also prevented the 

summation of temporally asynchronous dPSPs in the guinea pig LSO is the activity of dendritic Ih.  Its 

ability to promote detection of synchronous dPSPs in the mouse LSO has been proposed as a means 

of strengthening phase-locked responses to amplitude-modulated envelopes (Marsalek and Kofranek, 

2005; Leao et al, 2011).  It could therefore be very important to the dendritic processes that support 

envelope ITD encoding. 

Much discussion has also been generated over the topic of hPSP kinetics in the pMSO neurons, with 

many groups believing that they must be unrealistically fast to implement shifts in the peaks of pMSO 

neurons’ ITD tuning functions as proposed by Brand and colleagues (2002)  (Zhou et al, 2005; Joris 

and Yin, 2007).  It is therefore slightly surprising that hPSPs appear to possess similar average 

durations in the MSO and LSO considering the limits on fine structure/ envelope ITD processing that 

have been associated with the latter nucleus.  Nevertheless, a recent model of MSO has suggested that 

hPSP kinetics observed in the gerbil (which are in line with data collected here for the guinea pig) are 

sufficient to reproduce the phase-frequency curves describing the relationship between fine structure 

ITD tuning function and stimulus frequency in vivo.  Inhibition in the LSO should therefore be 

sufficiently fast to allow bilateral comparisons over short time windows.  This could explain how 

narrow “troughs” in firing rates around 0 ITD as well as the encoding of amplitude-modulated 
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envelopes’ ongoing portions are achieved biophysically in pLSO neurons (Joris and Yin, 1995; Tollin 

and Yin, 2005).   

The current study presents evidence that contralateral excitation is more prevalent in the lateral limb 

of the rat and guinea pig LSO than has been previously thought.  Data collected from the guinea pig 

IC has shown that only ~10% of 532 low frequency neurons appeared to be driven by “trougher” 

pLSO neurons.  One possible explanation for the paucity of IC neurons with troughs in their noise-

delay functions might be the convergence of inputs from multiple pSOC neurons possessing different 

binaural interactions (Tollin and Yin, 2005).  Another possible explanation in light of results from this 

study is that many low-CF guinea pig pLSO neurons were in fact bilaterally excited.  A similar 

observation was encountered in the rabbit LSO where bilateral excitation was universal in low CF 

neurons, contributing to the theory that a continuum of synaptic properties may also accompany a 

continuum in intrinsic properties and underlie the observed range of binaural tuning functions in the 

IC (Batra et al, 1997). 

 

Summary of conclusions. 

Although bilateral excitation may be prominent in the guinea pig LSO, it is very unlikely that it is 

conducive to a similar form of coincidence detection encountered in the MSO.  In spite of this, both 

their intrinsic and synaptic properties put forward a clear case for guinea pig pLSO neurons 

possessing the necessary components to perform phase sensitive processing whether it be associated 

with the amplitude-modulated envelope in a high-frequency carrier or the low-frequency carrier itself.  

Several clues as to the existence of a continuum in pLSO neurons’ intrinsic and synaptic properties 

were also found in the current study. It may in fact be the species differences between such continua 

that prove most insightful to understanding what strategies these animals employ to localize 

binaurally in light of differing head size and frequency hearing ranges. 
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Animal age (postnatal days) LSO region RMP (mV) Rin (MOhm) Tau (ms) Max number of APs evoked Resonance (Hz) Synaptic activity

Cell 1 p1 Medial -52 70 2.3 3 Low pass N/A

Cell 2 p1 Lateral -41 56 1.5 2 N/A Excit

Cell 3 p2 Lateral -45 30 0.73 11 N/A N/A

Cell 4 p2 Lateral -47 50 1 16 N/A N/A

Cell 5 p3 Lateral -51 38 1 2 N/A Inhib

Cell 6 p3 Lateral -57 60 2.02 2 Res (75Hz) Excit

Cell 7 p3 Lateral -41 50 0.84 16 Low pass N/A

Cell 8 p4 Lateral -46 36 1.09 2 N/A Inhib

Cell 9 p4 Medial -50 68 2.69 2 Low pass Excit

Cell 10 p5 Medial -54 88 3.6 15 Low pass Excit

Cell 11 p8 Medial -54 87 2 5 Low pass Inhib

Cell 12 p9 Lateral -50 38 1.74 2 Res (97Hz) Inhib

Cell 13 p11 Medial -45 55 2.4 5 Low pass Inhib

Cell 14 p11 Lateral -41 38 0.79 2 N/A Inhib

Cell 15 p11 Lateral -65 50 1.31 15 N/A N/A

Cell 16 p13 Medial -51 33 1.1 2 N/A Mixed

Cell 17 p14 Medial -50 60 1 2 N/A N/A

Cell 18 p15 Lateral -50 44 1.5 2 N/A Excit

Cell 19 p19 Lateral -52 50 0.84 21 N/A N/A
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List of abbreviations and standard units of measurement 

Abbreviations 

4-AP   4-Aminopyridine 

AC   Alternating Current 

ACSF   Artificial cerebro-spinal fluid 

AM   Amplitude-modulated 

AMPA   2-amino-3-(5-methyl-3-oxo-1,2- oxazol-4-yl) propanoic acid 

AMPARs  2-amino-3-(5-methyl-3-oxo-1,2- oxazol-4-yl) propanoic acid 

   receptors 

ANF   Auditory nerve fibre 

AP   Auditory nerve 

ASC   Ascorbic Acid 

ATP        Adenosine triphosphate 

AVCN    Anterior ventral cochlear nucleus 

BAPTA      1,2-bis(o-aminophenoxy)ethane-N,N,N',N'-tetraacetic acid 

BM   Basilar membrane 

C   Capacitor 

CCD   Charge-coupled device 

CF   Characteristic frequency 

CN   Cochlear nucleus 

CNS   Central nervous system  

CTZ   Cyclothiazide 

DAPI   4',6-diamidino-2-phenylindole 

DC   Direct current 
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DCN   Dorsal cochlear nucleus 

dPSP   Depolarizing postsynaptic potential 

DTX-K   Dendrotoxin-K 

EK   Reversal potential for potassium ions 

EI Neurons which receive excitatory inputs from one ear and inhibition 

from the other. 

EPSC   Excitatory postsynaptic current  

EPSP   Excitatory postsynaptic potential 

FITC   Fluorescein isothiocyanate 

FFT   Fast Fourier transform 

GABA   Gamma-aminobutyric acid  

GABAR  Gamma-aminobutyric acid receptor 

 GBC   Globular bushy cell 

GluR   Glutamatergic receptor 

GlyR   Glycinergic receptor 

GlyT   Glycinergic transporter 

hPSP   Hyperpolarizing postsynaptic potential 

HEPES      4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid 

IC   Inferiror colliculus 

IHC   Inner hair cell 

IH   Hyperpolarization-activated mixed cationic current 

IKIR   Inward rectifying potassium current 

IKLT   Low threshold potassium current 

INa   Sodium current 

ILD   Interaural level difference 

IPD   Interaural phase difference  

IPSC   Inhibitory postsynaptic current 
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ISI   Inter-stimulus interval 

ITD    Interaural time difference 

L   Inductor 

LNTB   Lateral nucleus trapezoid body 

LOC   Lateral olivocochlear 

LSO   Lateral superior olive 

MAP2   Microtubule associated protein 2 

MNTB   Medial nucleus trapezoid body 

MSO   Medial superior olive 

NA   Nucleus angularis 

NL   Nucleus Laminaris 

NM   Nucleus Magnocellularis 

NMDA       N-Methyl-D-aspartic acid 

NMDAR  N -methyl-D-Aspartate glutamate receptor 

O.C.T   Optimum cutting temperature 

OHC   Outer hair cell 

pLSO   principal neurons of the lateral superior olive 

pMNTB  principal neuron of the medial nucleus of the trapezoid body 

pMSO   principal neuron of the medial superior olive 

pSOC   principal neuron of the superior olive complex 

PCr   Phosphocraatine 

PFA        Paraformaldehyde 

PBS   Phsophate buffer solution  

PSC   Postsynaptic current 

PSP   Postsynaptic potential 

PVCN   Posterior ventral cochlear nucleus 
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Q factor  Quality factor 

R   Resistor 

Rin   Input resistance 

SAM   Sinusoidally amplitude modulated 

SBC   Spherical bushy cell 

SD   Standard Deviation 

SEM       Standard error of the mean 

SOC   Superior Olivary complex 

STSD   Short-term synaptic depression 

STSF   Short-term synaptic facilitation 

T   Time 

TEA   Tetraethylammonium 

V   Voltage 

V1/2 activations  Half-activation voltag 

        Impedance at frequency f. 

 

Standard units of measurement 

 

dB   Decibel 

o
C   Celsius 

F   Capacitance 

Fc   Peak resonant frequency 

Hz   Hertz 

ms   Milliseconds 

mV   Millivolts 
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MOhm   MegaOhm 

pA   Picoamps 

pF   Picofarads 


