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We show how the interference between spatially separated states of the center of mass (c.m.) of a

mesoscopic harmonic oscillator can be evidenced by coupling it to a spin and performing solely spin

manipulations and measurements (Ramsey interferometry). We propose to use an optically levitated

diamond bead containing a nitrogen-vacancy center spin. The nanoscale size of the bead makes the

motional decoherence due to levitation negligible. The form of the spin-motion coupling ensures that the

scheme works for thermal states so that moderate feedback cooling suffices. No separate control or

observation of the c.m. state is required and thereby one dispenses with cavities, spatially resolved

detection, and low-mass-dispersion ensembles. The controllable relative phase in the Ramsey interfer-

ometry stems from a gravitational potential difference so that it uniquely evidences coherence between

states which involve the whole nanocrystal being in spatially distinct locations.
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Quantum mechanics does not itself provide any limits to
its applicability. Its formalism is independent of mass—an
isolated object, however massive, should exhibit super-
positions. While it is important to test whether this is true
for a mesoscopic object, such tests face the obstacle of
decoherence. Decoherence, caused by the coupling of a
system to its environment, causes a reduction in the visi-
bility of interference patterns that evidence superpositions
[1,2]. Fundamental modifications of quantum behavior
may add to this [3–5]. The pragmatic approach would be
to better isolate mesoscopic objects and engineer quantum
behavior. This has been happening successfully—a super-
conducting system originally invoked to probe the limita-
tions of quantum behavior [6], is now used as a qubit [7].
Matter wave interferometry with macromolecules has
extended the quantum realm [8]. Further extension may
be possible by coupling nanocantilevers to photons [9,10],
or qubits [11,12]. Optical counterparts have also been
explored [13]. A nanoscale object levitated by a (classical)
light field can be fruitful for demonstrations of quantum
behavior [14–16].

In this Letter we first enlist five desiderata which would
simplify the path to extend quantum mechanics to larger
objects and then propose a Ramsey interferometry experi-
ment on a spin-mechanical oscillator hybrid system that
meets these desiderata. First, it is challenging to create
nearly ‘‘pure’’ nonclassical states of the center of mass
(c.m.) of mesoscopic objects, requiring cooling of the
object to its ground state, though there is much work in
this direction [15–20]. It would thus be very useful to be
able to test the validity of the superposition principle with
the mechanical oscillator initially in thermal equilibrium
with its environment (this is our Desideratum 1). Second,

in many proposals, a high finesse cavity facilitates the
preparation and probing of nonclassical states of a me-
chanical object [9,10,19,20] (note, however, an exception
[21]). However, it is demanding for a cavity coupled to a
mechanical resonator to have a high finesse [22]. Time
resolutions in measurements of cavity fields are also lim-
ited (although, see [18]). Thus avoiding a cavity will form
our Desideratum 2. Matter-wave experiments satisfy desid-
erata 1 and 2, but require the detection of a spatial inter-
ference pattern generated by an ensemble of particles [8].
Keeping this pattern spatially resolvable and robust to mass
and velocity spreads of the ensemble is challenging—a
challenge that would probably partially carry over to
some optomechanics [19,20] and spin-optomechanics
[23] schemes. Avoiding ensembles and spatially resolved
measurements will thus form our desiderata 3 and 4. Last,
controlling an interference pattern by imparting a tunable
relative phase between superposed paths is the ‘‘litmus
test’’ of any interference—yet this has been largely over-
looked in the context of mesoscopic mechanical oscilla-
tors. The controllable relative phase should stem from a
field such as gravity that only interacts with the mass and
has no chance to directly interact with auxillary probes
such as the spin. In this way, by detecting the influence
of gravity on the interference of spin, one can be sure that
the mechanical object had been part of a quantum super-
position during an experiment. Proposals so far have
resorted to subtle methodology such as detecting a mass
dependent partial decoherence of a probe [9,24] or a
periodic decoherence-recoherence dynamics of a probe
[9–11,24,25] (this is susceptible to temperature [26]).
The requirement of a more transparent interference
experiment using a ‘‘controllable relative phase’’ between
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different c.m. states of a mechanical oscillator, one which
can be solely imparted to the oscillator, yet can be read
from a probe, will thus form our Desideratum 5. We now
present a scheme that satisfies all the 5 desiderata.

Our setup is shown in Fig. 1 and consists of a nanoscale
diamond bead containing a single spin-1 nitrogen-vacancy
(NV) center levitated by an optical tweezer in ultrahigh
vacuum. We need a static magnetic field gradient to couple
the motion of the bead in the harmonic potential of the
tweezer to the S ¼ 1 spin of the NV center. This can be
generated by a magnetized sphere with a permanent dipole
moment m ¼ ð0; 0; mzÞ oriented along the z direction. Let
the centers of the harmonic potential and the magnetized
sphere be at (0, 0, 0) and (0, 0, z0) respectively. Expanding
the magnetic field of the sphere around (0, 0, 0), we get

Bx ¼ �B0x; By ¼ �B0y; Bz ¼ �0mz

2�jz0j3
þ 2B0z;

(1)

where B0 ¼ 3�0mz=ð4�z50Þ. Therefore, the Hamiltonian

describing the interaction between the spin of the NV
center and the vibrational motion can be written as

Hint ¼ ��

�
2Szðcþ cyÞ �

ffiffiffiffiffiffi
!z

!x

s
Sxðaþ ayÞ

�
ffiffiffiffiffiffi
!z

!y

s
Syðbþ byÞ

�
; (2)

where

� ¼ 3�0mzz0
4�jz0j5

gNV�B

ffiffiffiffiffiffiffiffiffiffiffiffiffi
@

2m!z

s
; (3)

m being the mass of the bead, gNV the Landé factor of the
NV center, and �B the Bohr magneton. To this we must
add the free Hamiltonian of the NV center and of the bead
motion, i.e., Hfree ¼ DS2z þ @ð!xa

yaþ!yb
ybþ!zc

ycÞ.
The anisotropy DS2z of the NV center is not a problem as
the possibility to align the z axis of the defect in the
nanodiamond to any desired direction has been recently
demonstrated [27,28]. We consider the Zeeman splitting
of j þ 1i and j � 1i due to the zeroth-order expansion of Bz

to be canceled by addition of a uniform magnetic field
along z.
Finally, we assume!x,!y � !z and add the interaction

with Earth’s gravitational field mgz cos�, where � is the
angle between the z direction and the free fall acceleration
(see Fig. 1). Therefore, we obtain the Hamiltonian

H ¼ DS2z þ @!zc
yc� 2ð�Sz ���Þðcþ cyÞ; (4)

with

�� ¼ 1

2
mg cos�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
@

2m!z

s
: (5)

The Hamiltonian above represents a harmonic oscillator
whose center depends on the eigenvalue of Sz. For each of
Sz ¼ �1, 0, and þ1, we can calculate the evolution of the
oscillator, when its initial state is a coherent state j�i of the
harmonic well centered at z ¼ 0. Transforming by means
of an appropriate displacement operator, we can calculate
the evolution governed by a new Hamiltonian correspond-
ing to a free harmonic oscillator with no displacement.
Transforming back to the original representation, we get
the three spin-dependent evolutions

j�ijszi ! j�ðt; szÞijszi; (6)

where, denoting u ¼ 2ðsz����Þ=@!z,

j�ðt; szÞi ¼ e�ði=@ÞðD�@!zu
2Þteiu2 sinð!ztÞjð�� uÞe�i!zt þ ui;

(7)

with the ket on the right-hand side being a coherent state
and sz being an eigenvalue of Sz. The above time evolution
is illustrated in phase space for two distinct values of � in
Fig. 2. A striking feature of this evolution is that at time
t0 ¼ 2�=!z the oscillator state returns to its original co-
herent state �, for any � and sz. This feature implies that
spin measurements at t0 will be unaffected by any random-
ness in the initial motional state of the oscillator. We now
exploit this key feature to propose a Ramsey interferomet-
ric scheme that does not require any preparation of the
initial c.m. state, yet detects a phase difference stemming
from superpositions involving distinct c.m. positions.
Ramsey interferometry.—Consider that the system starts

from a separable state j�ijsz ¼ 0i. The first step applies a
microwave pulse corresponding to the HamiltonianHmw ¼
@�ðj þ 1ih0j þ j � 1ih0j þ H:c:Þ, with � much larger
than any other coupling constant, so that we can neglect
any other interaction when applying the pulse. With the

FIG. 1. Setup: An optical trap holds a diamond bead with a NV
center with both weakest confinement and spin quantization
along the z axis. A magnetized sphere at z0 produces spin-
dependent shifts to the center of the harmonic well. An angle
� between the vertical and the z axis places the centers of the
wells corresponding to the j þ 1i and j � 1i states in different
gravitational potentials. A random coherent state of the center of
mass of the bead oscillates as different coherent states in the two
wells (gray filled circles), accumulating a relative gravitational
phase difference due to superpositions. At t0 ¼ 2�=!z this
phase can be read from spin measurements.
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pulse duration tp ¼ �=ð2 ffiffiffi
2

p
�Þ, the spin state becomes a

superposition with equal amplitudes of j þ 1i and j � 1i:
j�ð0Þi ¼ j�iðj þ 1i þ j � 1i= ffiffiffi

2
p Þ, which we take as the

initial state for the interaction under the Hamiltonian (4).
At the interaction time t, the state is then

j�ðtÞi ¼
�j�ðt;þ1Þij þ 1i þ j�ðt;�1Þij � 1iffiffiffi

2
p

�
; (8)

which is the superposition we intend to evidence. Note
from the expressions of j�ðt;�1Þi in Eq. (7) that separated
coherent states are involved in the above superposition
along with phases due to gravitational potential, which
are finally going to evidence the above superposition.
The state after an oscillation period t0 ¼ 2�=!z is

j�ðt0Þi ¼ j�i
�j þ 1i þ ei��grav j � 1iffiffiffi

2
p

�
; (9)

where, after dropping a global phase factor, we have

��grav ¼ 16���

@
2!z

t0: (10)

To reveal ��grav we apply Hmw again. After a time tp, the

population of the spin state with Sz ¼ 0 is

P0ðt ¼ t0 þ tpÞ ¼ cos2
�
��grav

2

�
; (11)

which gives a direct connection between the value of the
phase shift and spin population. As ��grav / g (gravita-

tional acceleration) can never appear as a relative phase
between spin states unless spatially separated states of the

c.m. were involved in the superposition ½j�ðt;þ1Þij þ
1i þ j�ðt;�1Þij � 1i�= ffiffiffi

2
p

for 0< t < t0, the detection of
��grav evidences such a superposition.

Thermal effects.—We can exploit the fact that the results
given above are independent of the amplitude � (see Fig. 2
for an illustration) and that any thermal state �th of the
motion can be written as �th ¼

R
d2�Pthð�Þj�ih�j, where

Pth is the Glauber P representation for the thermal state.
Considering the following initial state for the composite
system,

�ðt¼ 0Þ ¼ �th � 1

2
ðj þ 1i þ j� 1iÞðhþ1j þ h�1jÞ; (12)

at time t0 we have

�ðt0Þ ¼
Z

d2�Pthð�Þj�ih�j � 1

2
ðj þ 1i

þ ei��grav j � 1iÞðhþ1j þ e�i��gravh�1jÞ; (13)

which shows that, after one period, the state of the system
is again factorizable and that the phase difference
accumulated by the spin states is not affected by the
thermal motion. Basically, though a mixture of several
Schrödinger cats j�ðt;þ1Þij þ 1i þ j�ðt;�1Þij � 1i is
generated for 0< t < t0, the interference between the
components j�ðt;þ1Þij þ 1i and j�ðt;�1Þij � 1i of the
cat is independent of �. This immunity of the interference
to thermal states hinges on the mass being trapped in a
harmonic potential. We assume that anharmonic effects of
the trapping potential will be avoided by feedback cooling
of our oscillator to mK temperatures [29,30]. We will also
justify that the heating during evolution is negligible for
0 � t � t0.
Experimental parameters.—We now give the parameters

necessary to obtain a good visibility of the interferometric
fringes in a setup in which we are allowed to vary the angle
�. As realistic values, we consider !z � 100 kHz and
diamond spheres whose radius R� 100 nm, so that, con-
sidering the density 3000 kg=m3 for diamond, the corre-
sponding mass is �1:25� 10�17 kg. A good visibility of
interferometry fringes in the population in Eq. (11) is given
for K ¼ 8���t0=ð@2!z cos�Þ � 10, which makes the
value of the population change completely from 0 to 1
when � varies between �=2� �=20 and �=2 (the z axis is
horizontal for � ¼ �=2). Assuming that the magnetic field
in Eq. (1) is generated by a magnetized sphere with radius
r0 ¼ 40 �m and magnetization M ¼ 1:5� 106 A=m
(typical for commercial magnets), and z0 ¼ 120 �m, we
get, according to mz ¼ Mð4�=3Þr30 and Eqs. (3) and (5),

the desired value of K.
Corresponding to such values, it is worth noting that the

maximum separation between the coherent states involved
in the interferometric scheme is, according to Eq. (6),
4�=@!z ’ 0:03, which shows that, during the scheme pro-
posed, the superpositions involved are not macroscopic.
This can be advantageous since it allows very small values
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FIG. 2 (color online). The phase space evolution of two arbi-
trary initial coherent states � ¼ 0 (solid circle) and � ¼ 2þ
i1:5 (solid square) with � ¼ 0:5@!z and �� ¼ 0:05@!z. The
arrows show the direction of evolution of the coherent states with
increasing time for a whole time period t0 ¼ 2�=!z. The return
of each component to the initial coherent state at t0 is evident. A
relative phase ei��grav appears between the j þ 1i and j � 1i
component due to the gravitational potential difference between
the centers of the phase space trajectories for j � 1i (more
towards the left of the figure) and j þ 1i (more towards the right
of the figure).
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for the motional decoherence rates, whose maximum
value will be �scj2�=@!zj2, where �sc is the decay rate
associated with photon scattering from the trapping laser
[16]. For the diamonds used in the laboratory, with a
dielectric permittivity 	 ¼ 1:5, we have �sc=!z¼
ð16�3=15Þ½ð	�1Þ=ð	þ2Þ�ðR3=�3

0Þ’5�10�3, for spheres

of radius R ¼ 100 nm and trapping wavelength �0 �
1 �m. Thus, the values we found allow us to neglect the
decoherence due to light scattering for the duration t0 �
10 �s of our scheme. For the same reason, heating, in the
form of random momentum kicks during the t0 � 10 �s
duration, can be neglected. Moreover, feedback cooling to
mK temperatures, which has already been demonstrated
[29,30], makes the thermal state phonon number of the
levitated diamond to be �1000, which is well below the
energy before which the harmonic approximation starts to
break down. Thus our protocol should work even under a
thermal environment.

The detrimental effects on the scheme are therefore only
due to the dephasing of the NV center due to other spins in
the diamond lattice. The value for this time (T2) in bulk
diamond is exceptional (�ms [31]). While such a value
would pose no dephasing in the time scale of our scheme,
for R� 20 nm nanodiamonds T2 � 10 �s is significantly
lower due to interactions between the spin and defects on
the surface [32]. Our larger (100 nm) beads would remove
the surface further from the NV center and improve the
coherence. Additionally, we propose using the spin echo
techniques along with a sudden change of the orientation
(angle �) of the experimental setup, which is now experi-
mentally feasible [33]. If after one period t0 we only apply
a mw pulse so that the spin state j þ 1i goes to the state
j � 1i and vice versa, at time t ¼ 2t0 the random phases (at
the origin of dephasing) acquired by the spin states during
the second oscillation will cancel the ones acquired during
the first oscillation, minimizing the dephasing effects.
However, the spin echo pulse would also cause the spin
states to acquire opposite values for the gravitational
phases during the second period, canceling out the phases
accumulated after the first oscillation. This problem per-
sists even if the refocusing pulse is orthogonal to the
preparation pulse as in the CPMG experiment, where the
sequence of pulses ð�=2Þx-½�y-echo�repeat is used [32]. To

avoid this, it is enough to reverse the direction of the z axis
with respect to the horizontal plane, so that � ! �� �,
which corresponds to having the same evolutions as in
Eq. (6) with the substitution �� ! ���: consequently,
at time t ¼ 2t0, the phase difference acquired between
j � 1i and j þ 1i will be twice the one given in Eq. (10).
The detection scheme can then proceed as described
before, with an improved visibility. For our parameters
[32], t0=T2 � 1, we still expect a visible fringe, though
its contrast is reduced to 1=e� 0:36.

Our proposal combines desirable aspects in a feasible
experiment while some of individual elements have been

studied before. For example, the ability to map the deco-
herence of a mesoscopic oscillator to a probe field [9] or
qubit [24] has been appreciated before, as well as its
possibility for a thermal state. In Ref. [34], the mapping
of a geometric phase to a probe qubit has been studied—
here we are exploiting a similar idea, but, instead, mapping
a dynamical phase from a gravitational potential term in
the Hamiltonian. The dynamics entailed by Eq. (7) has
been exploited in several papers [9–11,23–25], though not
for Ramsey interferometry. Similarly, levitated diamonds
containing a NV center have very recently been considered
for generating pure Schrödinger cats [23] (in fact, while the
work of this Letter was in progress). We differ from this
scheme in terms of the absence of a cavity and the gravita-
tionally induced Ramsey interferometry. Thus our scheme
is easy to probe without having to read out the motional
state. Indeed this latter aspect is the central advance of our
scheme over previous works as it allows a spin probe
(which can be measured fast) to accumulate a gravitational
phase shift. Perhaps other applications of the qubit-
oscillator coupling Szðcþ cyÞ [34,35] can also be studied
with our setup.
Macroscopic limits of quantum superpositions can be

reached in two ways—larger masses and larger spatial
separations between the superposed components. Here
we will be able to test quantum superpositions for a large
mass (�10�17 kg), but the physical separation between
the c.m. parts of the superposed states j�ðt;þ1Þij þ 1i and
j�ðt;�1Þij � 1i is quite small (distance �0:03 in phase
space which is about 0.15 picometers; it can be increased
possibly to about �3 in phase space by decreasing z0 to
1 �m and r0 � 1=3 �m by using nanomagnets). However,
that ��grav is still accumulated and significant to give a

full fringe [P0ðt ¼ t0 þ tpÞ ranging from 0 to 1 as � is

varied] is interesting. Though in the end we only measure
the spin, it still evidences the involvement of the c.m. in
superpositions of the hybrid system as it is impossible for a
spin to obtain a gravitational phase shift on its own. Our
proposal satisfies a few desiderata (modest cooling, no
cavities, ensembles or spatially resolved measurements,
Ramsey interferometry with controllable phase) which
potentially makes the path to extend quantum mechanics
to more macroscopic objects simpler.
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