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Abstract

The aim of this work is to investigate the role of flux emergence in creating the

atmospheric phenomena we see. We will look at two emerging flux regions of different

sizes and how the atmosphere responds to the different emerging flux regions. We

also will look at the role played by the serpentine field creating responses in the

atmosphere.

In this work, we will use multi-wavelength observations from the Michelson

Doppler Imager (MDI), the Transition Region And Coronal Explorer (TRACE), the

Solar Optical Telescope (SOT), the EUV Imaging Spectrometer (EIS), the Atmo-

spheric Imaging Assembly (AIA) and the Helioseismic and Magnetic Imager (HMI)

to investigate our objectives.

In chapter 1, we introduce the Sun, the role of magnetic flux emergence and how

we can measure the different solar phenomena.

In chapter 2, we introduce the instruments we used in this work. These instru-

ments use the techniques we described in chapter 1 to measure the phenomena we

see in the Sun’s atmosphere and on its surface.

In chapter 3, we compare two emerging flux regions, one large EFR lasting several

days and a small EFR lasting less than a day. We found that in the large EFR,

new loops form in the serpentine region 5 hours after the flux emergence begins. We

also find outflow enhancements of approximately 50 km s−1. These appear to be

caused by reconnection on one side of the EFR and compression on the other side

of the EFR. These start between 5 and 8 hours and 8 and 12 hours after the flux

emergence begins. In the smaller EFR, we saw jets forming in the chromosphere and

corona over the serpentine field and the large-scale EFR magnetic field. We also see

brightenings forming in the upper photosphere, chromosphere and the corona after

the flux emergence begins as a response to magnetic flux cancellation. We also find

upflow enhancements of approximately 10 km s−1 on the north side of the EFR.

Finally, we see new coronal loops forming up to 100′′ from the EFR.

We see differences in how each emerging flux region affects the local solar atmo-

sphere. This appears to be dependent on the average flux density of the emerging

flux region. We also see coronal jets forming over the serpentine field for the first

time.
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Chapter 1

Introduction

1.1 The Sun

The Sun is a G2V (yellow dwarf) star and is found on the main sequence area of

the Hertsprung-Russell diagram. The Sun was born approximately 5 billion years

ago and is half-way through its life (as shown by radiometric dating of meteorites).

The Sun is mostly comprised of Hydrogen (70% by mass) and Helium (28% by

mass) and converts Hydrogen into Helium via nuclear fusion. The mass of the

Sun is approximately 2.0× 1030 kg and makes up approximately 99.8% of the solar

system’s mass. The solar radius (from core to surface) is approximately 6.95×108m

and the temperature of the Sun ranges from 5800 K at the surface to 15 million

K in the core. The Sun’s atmospheric temperature ranges from 4,100 K at the

temperature minimum layer (approximately 500 km above the photosphere) to 20

million K in the corona. The Sun is kept in its spherical shape by the balance (called

hydrostatic equilibrium) between gravity (trying to shrink it) and plasma pressure

(that is trying to expand it).

The Sun has been studied by humans since the dawn of our civilisation and our

ancestors worshipped it like a deity. To date, the Sun is the most studied star in

the universe and is studied using various ground and space-based observatories.

1.2 The layers of the Sun

There are seven main layers of the Sun from the core to the corona as shown in fig.

1.1.

1.2.1 The core

The core lies at the centre of the Sun and extends to approximately
1

4
of the Sun’s

radius (Garćıa et al. 2007) and has a density is approximately 1.50 ×105 kg m−3

(Basu et al. 2009). For fusion to occur, protons must be close enough to overcome
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the Coloumb force which then allows strong force to act and fuses the protons

together. For the protons to overcome the Coloumb force, the temperature of the

plasma must be high enough and the plasma dense enough (therefore the protons

require high kinetic energies to overcome the Coloumb force). They must also use

the quantum mechnical effect known as tunnelling to overcome the Coloumb force.

The probability of quantum tunnelling occurring is very low, but the shear number

of protons with high kinetic energies in the core allows tunnelling to take place.

Hydrogen fuses together in the core via the proton-proton chain:

p+ p →2 D + e+ + νe (1.1)

where p is a proton, D is deuterium and νe is an electron neutrino. This is

the first stage in producing Helium. The second stage fuses a third proton with

deuterium to form Helium-3 and a gamma ray:

p+2 D →3 He+ γ (1.2)

Finally, a stable helium nucleus is formed by fusing two helium-3 nuclei.

3He+3 He →4 He+ p+ p (1.3)

This results in a stable helium nucleus and two protons to start the process

again. During this process, energy is released via Einstein’s relation between mass

and energy (Bethe and Critchfield 1938) and the total energy release per reaction is

approximately 4.3× 10−12J (with small amount of energy removed from the system

via neutrinos).

1.2.2 The Radiative Zone

The radiative zone lies between 0.25 Rsun to 0.71 Rsun and has temperatures ranging

between 7 million K to 2 million K (from base of radiative zone to the top). The

density also drops from 2× 104 kg m−3 to 2 ×102 kg m−3. To transport the energy

created in the core to the outer parts of the Sun, an efficient method is required.

In this case, the most efficient method is via radiation. So energy transport takes

place by the transfer of photons between ions (radiative transfer). Photons take

approximately 3,000 years (random walk travel time), to travel from the core to

the solar surface because they are Thomson scattered by free electrons. As the

temperature of the radiative zone decreases, atoms are able to hold on to their

orbiting electrons and therefore, more radiation is absorbed and increases the opacity

of the gas in the radiative zone.
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Figure 1.1: Image representing the different layers of the Sun. This image was
created by http://www.nasa.gov/images/content/171926main heliolayers label lg.jpg.

1.2.3 The Convection Zone

The convection zone is the Sun’s outer-most internal layer and is approximately

200,000 km in height. The plasma in this layer is not dense or hot enough to

transfer the thermal energy of the solar interior through radiation. This is because

as the temperature decreases, the opacity increases and makes it more difficult for

radiation to escape. This causes the heat to become trapped and the gas becomes

unstable. It is this instability that causes convection. The base of the convection

zone has a temperature somewhere between 1 and 2 million K, while at the top of

the convection zone the temperature is approximately 6,000 K. At approximately

1 million K, the temperature gradient dominates over the adiabatic gradient (this

is the rate at which temperature would decrease if a ’packet’ of gas rises without

exchanging heat with its local environment) and convection occurs. The cool gas

then falls back to the base of the convection zone in a convective motion. These

convective cells transfer gas and magnetic field around the convective zone. The

average density of the convection zone is 2×102 kg m−3, which is similar to the

density found at the top of the radiative zone.
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1.2.4 The Photosphere

The photosphere is the visible surface of the Sun because the opacity drops and

photons are able to escape with a much larger mean free path (compared to the

radiative zone). The photosphere only has a thickness of approximately 300 kilo-

metres. As the upper part of the photosphere is cooler (4,500 K) than the lower

photosphere (6,000 K), an image of the Sun is brighter in the center than at the

limb and this is called limb darkening. The photosphere has a particle density of

1023 m−3.

The photosphere is opaque to ultraviolet and infrared wavelengths. This is in

part due to free electrons being able to combine with neutral hydogen to form H−

and the abundance of these negative hydrogen ions is sufficient to be the main source

of the photosphere’s high opacity.

The most prominent feature on the photosphere are sunspots. Sunspots are

darker regions that have lower temperatures than the rest of the photosphere and

have strong magnetic fields (up to 1500 G). Globally, the thermal pressure in the

photosphere is much greater than the magnetic pressure. Sunspots cover less than

1% of the visible Sun. The rest of the surface is made up of granules that are of

the order of 1 Mm in size, although there are smaller granules. They only last

between 10 and 20 minutes and are separated by dark, cooler intergranular lanes.

Evidence for convective motions can be seen as granulation where granules have

upward velocities of approximately 2 km s−1. Intergranular lanes have downward

motions.

1.2.5 The Chromosphere

The lowest temperature of the Sun is at the top of the photosphere (4,000 K).

Above the photosphere is the chromosphere which is on average, 2,500 km above

the photosphere. The temperature starts to increases with height and at the top of

the chromosphere the temperature is approximately 20,000 K. The chromosphere is

observed in the optically thick Hα line (photoelectrically controlled) and Ca II H

and K (collisionally controlled) (Harra and Mason 2004).

In the chromosphere, sunspots are surrounded by patches of bright emission

called plages and are associated with magnetic field concentrations. Dense, cool

plasma filaments that are suspended above the solar surface by the magnetic field

are referred to as prominences when observed at the solar limb.

Another feature of the chromosphere are spicules and these are thin elongated,

jet-like structures. There are two types of spicules:type I (fibrils) which last for 3

to 10 minutes and type II spicules (or chromospheric jets) that last for between 10

to 100 seconds (de Pontieu et al. 2007). Chromospheric jets have higher velocities

than fibrils and may play a part in coronal heating (De Pontieu et al. 2009). We
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will describe the chromosphere’s response to emerging flux in section 1.4.2.

1.2.6 The Transition Region

The transition region is found between the chromosphere and the corona. It is

the boundary layer between the big temperature increase from 20,000 K in the

chromosphere to 2 million K in the corona and also a big change in plasma-β (see

section 1.3.3.3).

There are also several other big transitions in this region:

1. Below the transition region, gravity, gas pressure and fluid dynamics dominate

the shape of the Sun’s features, while other dynamic forces and magnetic forces

dominate above this layer.

2. Below the transition region, most of the helium is not ionized, while above

the layer, the helium is fully ionized.

3. Material below the transition region is opaque to certain absorption spectral

lines in the infrared, visible light and near ultraviolet. Above the transition region

are emission lines in the extreme ultraviolet and X-ray wavelengths.

The thickness of the transition region varies across the solar atmosphere and in

some places may be vertical (Golub and Pasachoff 1997). The transition region is

primarily observed in ultraviolet wavelengths and the emission is dominated by Mg

II, C IV, OIV and V and SI IV ions. Hydrogen is ionized at the high temperatures

found in the transition region.

1.2.7 The Corona

The corona sits as the top layer of the Sun and is the hottest layer of the solar

atmosphere. The corona extends to more than one solar radius above the photo-

sphere and has an average density of 1 ×10−12 kg m−3. The temperature exceeds 1

million K and the corona is observed in extreme ultraviolet, X-ray wavelengths and

four white-light components: K(kontinuerlich), F (Fraunhofer), E (Emission) and T

(thermal).

The K-corona is caused by scattered light (from Thomson scattering) from the

photosphere by free electrons of the plasma in the corona. Classic coronal structures

such as streamers and Coronal Mass Ejections (CMEs) are found in the K corona.

The F-corona (also known as the dust corona), includes the dark absorption lines

of the photospheric Fraunhofer spectrum and is created from sunlight scattering

off dust. Fraunhofer lines are not present in the K-corona due to the high coronal

temperatures. This dust emits thermal emission in the infrared and this causes the

T-corona. The E-corona is formed from highly ionised atoms with isolated spectral

lines.

One of the big science questions associated with the corona is why is it so hot?
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There is general agreement that the energy required to heat the corona is generated

by turbulence in the convective zone (Golub and Pasachoff 1997; Klimchuk 2006;

Schrijver and Siscoe 2009). This turbulence can cause the footpoints of magnetic

fieldlines to be buffeted which can cause field stresses or wave generation and depends

on the turbulence time scales relative to the Alfvèn travel times. (Klimchuk 2006).

Heating mechanisms can be divided into two main highly debated cate-

gories: direct current (heating is via current sheets, reconnection dissipation

and magnetic field stresses) or alternating current (heating is via waves and

dissipation is by shock dissipation, damping, resonance heating and magneto-

hydrodynamic (MHD) turbulence) (Golub and Pasachoff 1997; Klimchuk 2006;

Schrijver and Siscoe 2009;Mandrini et al. 2000). Direct current velocity field

timescales are longer than the Alfvén transit time while the alternating current ve-

locity field timescales are shorter. We will describe the corona’s response to emerging

flux in section 1.4.3.

1.3 Solar Magnetism

The Sun’s magnetic field drives the activity we see. In this section, we will describe

the formation of the magnetic field, the 11 year (on average) magnetic cycle, how

we measure the Sun’s magnetic field, and finally the emergence of magnetic flux

through the convection zone to the photosphere.

1.3.1 The role of the Solar Dynamo

When a plasma is forced to move through a magnetic field, the electrons in the

plasma experience a force and generate an electric current. As the current flows

through the plasma, an additional magnetic field is generated. This process describes

a simple dynamo. The amplification of the global magnetic field is thought to be

located between the radiative and convection zones in a region called the tachocline.

Since the solar equator rotates faster than the poles (differential rotation), some of

the kinetic energy in the Sun is transformed into magnetic energy. This dynamo

process can maintain a magnetic field against ohmic dissipation.

1.3.2 The Solar Magnetic Cycle

The solar cycle is on average an 11 year cycle between solar maximum and the

next solar maximum. However, the duration has been observed to vary between 8

and 15 years. There are three laws that relate orientation and emergence patterns

of sunspot groups during the solar cycle: Hale’s law (Hale and Nicholson 1925)

that states that bipolar active regions that are aligned roughly in the east-west

direction on opposite hemispheres have opposite leading magnetic polarities; the
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Figure 1.2: Graphical representation of Hale’s law which shows
the change in polarity of same hemisphere bipoles between cycles.
http://solarscience.msfc.nasa.gov/images/haleslaw.jpg. The active region polari-
ties are represented by blue and yellow. Yellow represents positive polarity and
blue represents negative polarity.

butterfly diagram (Carrington 1860) states that the latitudes of flux emergence show

a dependence on the solar cycle and finally, Joy’s law (Hale et al. 1919) recognises

that there is a systematic deviation from the east-west alignment of bipolar active

regions with the leading spot being closer to the equator on both solar hemispheres.

The trailing spot in an active region is more fragmented than the leading spot. This

is due to an eastward tilt in emerging flux tubes (Hale et al. 1919). The tilt is due to

the Coriolis force (Fisher et al. 1995) and also large-scale vortices in the convective

zone deforming the rising flux tube (López Fuentes et al. 2003). Figures 1.2, 1.3 and

1.4 show the three laws.

Figure 1.3: Graphical representation of the butterfly diagram (spörer’s law) which
describes the change in polarity of the poles caused by the drift of the frag-
mented trailing edge of active regions and the average sunspot area over 12 cycles.
http://www.spacedaily.com/images-lg/solar-science-sunspot-shutdown-2011-lg.jpg.
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Figure 1.4: Graphical representation of Joy’s law which shows how the
leading edge of an active region is closer to the equator than the trail-
ing edge, the trailing edge is more fragmented than the leading edge and
that there is a clear tilt between the leading spot and the trailing spot
http://bison.ph.bham.ac.uk/∼wjc/Teaching/joys law.jpg.

1.3.3 Measuring the Sun’s magnetic field

The Gauss is the unit of magnetic flux density. One Maxwell (Mx) is defined as one

Gauss across a surface of one square centimetre (and is the unit for magnetic flux)

that is perpendicular to the magnetic field and is expressed as:

FM =

∫
s

B
¯
.dS
¯

(1.4)

where FM is the magnetic flux in Maxwells and dS is a vector normal to the surface

S.

1.3.3.1 Photospheric magnetic field measurements

The magnetic field in the photosphere can be measured by the Zeeman splitting

of certain photospheric Fraunhofer lines (as shown in figure 1.5). Zeeman splitting

occurs when the small magnetic fields generated by electrons orbiting atoms or ions

interact with an external magnetic field. The electron’s orbital angular momentum

couples to the external magnetic field. This then produces an energy shift in the

atomic states and this shift in energy is proportional to the strength of the external

magnetic field. The resulting components of the spectral line have a wavelength

displacement (two σ components) that are either side of the unshifted spectral line

(π component). The wavelength displacement of the spectral lines is given by:

△λ =
πeλ2gB

Mec
= 4.7× 10−13λ2gB (1.5)
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Figure 1.5: shows how Zeeman splitting occurs in a magnetic field. Image courtesy of
http://astronomy.swin.edu.au/cms/cpg15x/albums/scaled cache/zeeman-pic-640x480.jpg.

where e is the charge on an electron, Me is the electron mass, c is the speed of light

in a vacuum, λ is the wavelength in Å, B is the magnetic field strength in Gauss

and g is the Landé factor which is given by:

g = 1 +
J(J + 1) + S(S + 1)− L(L+ 1)

2J(J + 1)
(1.6)

where J is the total angular momentum, S is the total spin momentum and L is the

total orbital angular momentum. For the Zeeman splitting to be detected, either

the magnetic field strength or the Landé factor needs to be large.

A line-of-sight magnetogram detects the wavelength displacements (which are

circularly polarised) and are represented by white (where magnetic field lines are

pointing towards the observer) and black (where magnetic field lines are pointing

away from the observer) patches. Vector magnetograms detect the original spectral

line plus the wavelength displacements (which are linearly polarised). The white

patches (called positive polarities) are where magnetic field lines are pointed towards

the line of sight and the black patches (called negative polarities) are where the

magnetic field lines are pointed away from the line of sight. The area between

polarities is called the ’magnetic inversion line’. From Joy’s law (figure 1.4) we

know that leading polarities are angled closer to the equator and in the case of the

last cycle, the negative polarity was the leading polarity in the northern hemisphere.
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These polarities have the strongest magnetic fields.

1.3.3.2 Coronal magnetic field measurements

Due to the high temperatures in the corona, thermal broadening obscures the Zee-

man splitting and makes measuring the coronal magnetic field very hard. Informa-

tion of coronal magnetic field can be found by measuring the emission of electrons

spiralling along the magnetic field lines at radio frequencies (gyrosynchrotron emis-

sion), however the long wavelength means a poor spatial resolution. Another method

was introduced by Tomczyk et al. (2008) by using the λ2 displacement to map out

the coronal magnetic field at the limb using infrared forbidden emission lines. One

assumption is that the field is force-free and this assumption is for plasma-β ≪ 1

(see eq. 1.3.3.3) and this is the case for the corona.

We can understand the morphology of the field by finding an expression for the

magnetostatic form of the momentum equation:

0 = −∇P
¯
+ j
¯
× B

¯
+ ρg (1.7)

where ∇P
¯
is the pressure gradient, the second term is the Lorentz force and the

third term is due to gravity. Using Ampére’s law and substituting in the magnetic

pressure equation we get:

j
¯
× B

¯
= −∇ B

¯
2

2µ0

+
(B
¯
∇)B

¯
µ0

= 0 (1.8)

where j
¯
×B

¯
is the Lorentz force per unit volume, ∇ B2

2µ0

is the magnetic pressure

gradient and
(B
¯
∇)B

¯
µ0

is the magnetic tension force.

This leads to:

j
¯
× B

¯
=

1

µ0

(∇× B
¯
)× B

¯
= 0 (1.9)

When the field is force-free the current density j is parallel to B. By taking the diver-

gence of the force-free equation where α is defined as a scalar function of position,

we find an expression that shows that α is constant along a field line:

B
¯
·∇α = 0 (1.10)

The α term also describes the amount of twist in the magnetic field.

1.3.3.3 Plasma-β

Plasma-β describes the ratio between the gas pressure of a plasma and the magnetic

pressure (see equation 1.11). When β ≫ 1, the gas pressure dominates over the

magnetic pressure and this is found in the photosphere, outer corona and the solar
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interior. However in the corona, β ≪ 1 which means that the plasma pressure

influence is virtually negliable and the magnetic field is essentially force free. The

equation for β is given as:

β ≡ pg
pm

≡ nkBT
B2

2µ0

(1.11)

where pg is the gas pressure, pm is the magnetic pressure, n is the particle number

density, kB is the Boltzmann constant, T is the temperature of the plasma, B is the

magnetic field strength and µ0 is the magnetic permeability in a vacuum.

1.3.4 Magnetic Reconnection

Magnetic reconnection is the process in which magnetic field lines change connec-

tivity. The magnetic field of the corona is under stress constantly from photospheric

and chromospheric dynamics (such as flux emergence, differential rotation and con-

vective motions). These connectivity changes result in transformation of energy

from free magnetic energy to kinetic energy. Reconnection is thought to be one of

the drivers of coronal heating. The observational evidence for reconnection in the

Sun includes outflows, jets and brightenings.

1.3.4.1 The “frozen-in” theorem

The frozen-in theorem states that in a perfectly conducting plasma, the magnetic

field lines are “frozen-in” to the plasma (Alfvén 1943). This means that there are

no changes to the field by motions along the field lines, but that transverse motions

can carry the field with them. To understand how the “frozen-in” theorem works,

let us consider the induction equation and the magnetic Reynolds number:

∂B
¯

∂t
= ∇× (v

¯
× B

¯
) + η +∇2B

¯
(1.12)

Rm =
Lv

η
(1.13)

where η is the Ohmic magnetic diffusivity
1

µ0σ
, B is the magnetic field strength,

L is the characteristic length and v is the characteristic velocity. The magnetic

Reynolds number is the ratio between the advective motions of the magnetic field

and plasma (first term on the right hand side of the induction equation) and the

diffusion of the magnetic field through the plasma (second term on the right of the

induction equation).

So when Rm ≫ 1, the advective motions dominate over diffusion and as Rm

approaches infinity, the field lines are “frozen in” to the plasma.

By combining the induction equation with Gauss‘s law and divergence theorem,

we can find an expression that shows that the field lines are frozen into the plasma:
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dΦ

dt
=

d

dt

∫
c

B
¯
· dS
¯
= 0 (1.14)

where Φ is the magnetic flux and S
¯
is the closed surface.

1.3.4.2 2D reconnection

To understand 2D reconnection, we need the Lorentz force (eq. 1.15) and Ohm’s

law (eq. 1.16):

F = q(E
¯
+ (v

¯
× B

¯
)) (1.15)

where q is the electric charge, E is the electric field strength, v is the particle

velocity and B is the magnetic field strength,

j = σ(E
¯
+ v
¯
× B

¯
) (1.16)

where j is the current density,

B2
1

2µ0

+ p1 = px−point =
B2

2

2µ0

+ p2 (1.17)

where µ0 is the magnetic permeability in a vacuum, p1 is the thermal pressure

one side of the x-point, px−point is the pressure at the x-point and p2 is the thermal

pressure on the other side of the x-point.

E0 =
v1
c
B
¯1 =

v1
c
B
¯2 =

jnl
σ

(1.18)

For magnetic reconnection to occur, the magnetic Reynolds number (eq. 1.13)

must be ≪ 1 and means that electric currents are dissipated. So either the ohmic

magnetic diffusivity term in the induction equation (eq. 1.12) η increases or the

characteristic length L decreases. This also means that the diffusion component of

the induction equation dominates over the advection component and the magnetic

field lines are no longer “frozen-in” to the plasma and reconnection can occur.

In 2D reconnection (fig. 1.6), a magnetic null point is required. This is where

the magnetic field strength is zero and plasma-β(eq.1.11) ≫ 1. The force balance

across the X-point is described by equation 1.17. A diffusion region is created for

which the plasma is able to accelerate across at the Alfvén speed (when field lines

are oppositely directed). The Lorentz force (eq. 1.15) then creates an electric field in

the diffusion region for which a current sheet is associated with the diffusion region

(eq. 1.18). Two oppositely directed fieldlines are then able to reconnect (see figure

1.6) and post-reconnection, one loop will be pulled downwards by magnetic tension

(as its radius of curvature is less than the radius of curvature required to overcome

magnetic tension) and the other loop (which has a higher radius of curvature) is

pulled higher into the atmosphere.
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Reconnection events can be slow (Sweet-Parker) or fast (Petschek). These two

models will be described in the next sections.

Before understanding the Sweet-Parker model (Sweet 1958; Parker 1957;Parker

1963) and the Petschek model (Petschek 1964), we need an expression for the ratio

between the Alfvén wave crossing timescale and the resistive diffusion timescale

(called the Lundquist Number):

S =
vAl

η
= µ0σvAl (1.19)

where vA is the Alfvén speed and l is a typical length scale.

vA ≡ B

(µ0ρ)
1
2

(1.20)

High numbers indicate high conducting plasmas and the corona has typical values

between 108 and 1012.

1.3.4.3 Sweet-Parker reconnection

The Sweet-Parker model describes 2D reconnection that occurs when the length

of the diffusion region is much greater than the width. Here the outflow speed v2

is approximately the Alfvén speed and is related to the inflow speed v1 via mass

conservation:

v1L = v2l (1.21)

The reconnection rate (M) for Sweet-Parker reconnection is defined as the ratio

between the inflow speed and the outflow speed (which is represented as the Alfvén

speed vA):

M =
v1
vA

(1.22)

if the inflow speed equals the diffusion speed then:

v1 =
η

l
(1.23)

substituting for 1 in eq. 1.22 and eq. 1.23:

M = (
η

LvA
)
1
2 =

1

S
1
2

(1.24)

where S is the Lundquist number (eq. 1.19). For the corona, M ≈ 10−4 − 10−6.

This means that the Sweet-Parker reconnection rate is too slow to explain magnetic

dissipation in fast dynamic events, for example solar flares.
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Figure 1.6: Represents the change in fieldline topology in 2D reconnection. Credit
goes to the centre for visual computing at the University of California Riverside.

Figure 1.7: 2D reconnection between oppositely directed fieldlines. Red arrows
represent inflows and blue arrows represent flows moving away from the diffusion
region (grey for Sweet-Parker reconnection and yellow for Petschek reconnection).
This image has been adapted from Schindler and Hornig (2000).
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1.3.5 Petschek reconnection

The Petschek model describes faster reconnection rates than the Sweet-Parker

model. This faster reconnection occurs as the length of the diffusion region is much

shorter and the propagation time is much shorter than in the Sweet-Parker model

(fig. 1.7). The Petschek reconnection rate is expressed as:

M ≈ π

8ln(S)
(1.25)

so for the corona, the reconnection rate for the Petschek model is approximately

0.01 - 0.02 and is approximately three orders of magnitude faster than the Sweet-

Parker model (Aschwanden 2005).

1.3.6 Magnetic flux emergence

Magnetic flux emergence describes the mechanism that establishes magnetised struc-

tures in the solar atmosphere. This flux emergence can be traced on the solar

surface. The total flux that emerges onto the solar surface (ϕ) is less than or

equal to 1024 Mx (Lites et al. 2007) and appears on different scales (1018 ≤ ϕ ≤
1023 Mx) forming active regions, ephemeral regions and the inter-network field

(van Driel-Gesztelyi and Culhane 2009). Differential rotation at the tachocline am-

plifies the magnetic field and causes the magnetic field lines to become twisted and

contorted which creates flux tubes. These flux tubes have larger magnetic pressures

than their environment, but lower plasma density (see eq. 1.26) and because of this,

they are able to rise through the convection zone (Zwaan 1985).

Pint + Pmag = Pext (1.26)

where Pint is the internal gas pressure (which is defined as Pint = ρintkTint), Pmag

is the magnetic pressure (which is defined as Pmag = 2µ0

B2 ) and Pext is the external

gas pressure (which is defined as Pext = ρextkText), where ρ and T represent density

and temperature respectively.

If Text = Tint, then:
ρint
Pint

=
ρext
Pext

(1.27)

and substituting into equation 1.26:

ρext − ρint = ρ
Pmag
Pext
ext (1.28)

Buoyancy occurs when the difference between the external plasma density and in-

ternal plasma density is greater than 0 (eq. 1.27) and this occurs when the magnetic

field strength is approximately 1×105 G. The flux tube reaches the photosphere, but

does not have the buoyancy to rise into the photosphere. The flux tube stops here
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and flux begins to build up. The magnetic field turns from a vertical field to a

horizontal one as the fieldlines are “frozen in” to the plasma. An instability called

Parker instability (Parker 1966) then occurs where the magnetic field (of the flux

tube) piles up under the photosphere and this allows the flux tube to rise through

the photosphere and the wider atmosphere (Pariat et al. 2004) as shown in figure

1.8. The Parker instability is a magnetised version of the Rayleigh-Taylor instability.

This instability occurs when there is an interaction between two fluids of different

densities (in this case, the different density of the flux tube compared to the convec-

tion zone). The flux tube is able to rise towards the photosphere at a velocity that

depends on the force balance between the buoyancy and the aerodynamic drag (eq.

1.29).

v = (
πR

CDH
)
1
2vA (1.29)

where R is the radius of the flux tube, CD is the drag coefficient, H is the pressure

scale height and vA is the Alfvèn velocity.

Simulations have also found that a flux tube requires a certain amount of twist

to survive the rise through the convection zone. As the magnetic field is flattened

under the photosphere, oppositely directed vortices start pulling and tugging on the

flux tube. This creates Ω-shaped loops and U-shaped loops which form a serpentine

structure that can be seen on the photosphere by looking for a line of small scale

positive/negative polarities between the two major polarities of the system. One

result of the emergence of active regions are strong hydrogen-alpha brightenings

called Ellerman bombs (Ellerman 1917) which share the same physics and energies

as microflares. These are represented by the abbreviation “EB‘’ in figure 1.8. Fig-

ure 1.8 describes the rise of the emerging flux tube onto the solar surface and up

into the corona and any associated phenomena such as Ellerman bombs and the

serpentine field. Ellerman bombs are observed in Hα and Ca II 8542Å lines. They

are characterised by deep absorption at the line centre and strong emission in the

wings. These events last for approximately 10 minutes, but can reoccur at the same

location for up to 30 minutes. These occur following reconnection of small loops

that do not have enough strength to overcome the magnetic tension which is try-

ing to pull them below the photosphere. Figure 1.9 shows some key features in an

emerging flux region.

Flux emergence is important because the emerging flux region transfers a lot of

magnetic energy to the surface. The interaction of the emerging flux with the pre-

existing magnetic system can lead to violent solar activity such as flares, eruptions,

jets and Coronal Mass Ejections (CMEs). By studying emerging flux regions we can

also understand the solar dynamo and how it is used in flux creation.
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Figure 1.8: Sketch of flux emerging through the photosphere and into the upper
atmosphere. Figure was produced by Pariat et al. (2004).

Figure 1.9: Multi-wavelength observations of an emerging flux region. Top,left is
the line-of-sight (LOS) magnetogram with white representing positive polarity and
black, negative polarity. Top, right is the Dopplergram with white representing
material moving towards the observer and black representing material moving away
from the observer. Bottom, left is the continuum map. Bottom, right is the Hα
image showing an arch filament system. This figure is adapted from Strous et al.
(1996).
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1.4 Emerging flux

Flux emergence can occur in regions where there is already a pre-existing active

region. Here, a flux tube has already risen to the solar surface; however, a second

flux tube then rises onto the solar surface. The signature of flux emergence into

pre-existing active regions can be seen in the upper layers of the Sun.

1.4.1 Flux emergence in the photosphere

In the photosphere, anomalous alignments and darkenings of intergranular lanes (or

fibrils) are detected before the first signs of an emerging flux region. Fibrils are often

formed in mixed-polarity regions because horizontal flux tubes often reconnect with

small low-lying loops (Wang et al. 2011).

Near newly forming magnetic polarities, there are strong downdrafts which last

approximately an hour. Polarities grow by adding flux to the already formed polar-

ity and the resulting umbrae are formed by the coalescence of flux with the same

polarity. At birth, separation speeds are around 1 to 2 km s−1, after a few hours the

speed decreases to approximately 500 ms−1 and over a few days, the average speed

is approximately 100 ms−1 (Gaizauskas 1993). The centres of opposite polarities

are typically separated by 150 Mm (Zwaan 1985; Zwaan 1992; Priest and Forbes

1989; Gaizauskas 1989). As previously mentioned, serpentine field lines are formed

by Ω-loops and U-loops. U-loops have been theorised for many years (Parker 1984;

Spruit et al. 1987). U-loops are important in explaining the decay of active regions

(Zwaan 1992). While the ends of the U-loops are located in the photosphere, the

bottom of the loops are located in the convection zone. The first detection of these

U-loops was by van Driel-Gesztelyi et al. (2000). Work by Bernasconi et al. (2002)

has shown that the magnetic configuration of magnetic bipolar features (MBFs)

is oriented opposite to the leading active region polarity and suggests that these

features correspond to U-loops. This is also confirmed in Xu et al. (2010).

Several studies that looked at flux emergence into active regions aim to measure

the separation speeds between polarities. In Harra et al. (2010), the separation

speed between the polarities in the photosphere was found to be 1 kms−1 which is

comparable to what was found by Otsuji et al. (2007) and Gaizauskas (1993). In

the early stages of flux emergence and in terms of local helioseismology, there are

localised upflows and downflows, which supports current rising flux rope theories

(Kosovichev 2009). However, Kosovichev (2009) does not find evidence for large-

scale flows which would indicate large-scale magnetic structure.

The surface of the Sun is covered in small-scale mixed polarity regions that in

their entirety are known as the magnetic carpet (Title and Schrijver 1998). The

entire carpet is replaced in about 48 hours (see figure 1.10).
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Figure 1.10: This image shows the small-scale mixed polarity regions and the loop
structures of the magnetic carpet (Title and Schrijver 1998; Schrijver et al. 1998).
Image is from http://umbra.nascom.nasa.gov/ssu/view1.jpg.

1.4.2 Chromospheric response to emerging active regions

As we compare the effect of flux emergence in the photosphere with the response in

the chromosphere, we find that the magnetic structure in the photosphere is very

complex with many additional structures in the centre of the emerging flux region,

while in the chromosphere the magnetic structure is much simpler (compared to the

photosphere) and is dominated by low-lying He I loops (Xu et al. 2010). In this

section, we describe how the chromosphere responds to active regions and emerging

flux.

In Ca II K and Hα lines, active regions consist of bright patches with granu-

lar structure called plages or chromospheric faculae (connection with photospheric

faculae). Statistical studies show that only 23% of flux emergence reaches the chro-

mosphere (Mart́ınez González and Bellot Rubio 2009). The structure of the chro-

mosphere has been observed to be a wealth of wave and oscillatory phenomena that

appear as longitudinal and transverse motions (Okamoto et al. 2007).

There are a number of signatures in the chromosphere for flux emergence:

1. Arch filament systems Arch filament systems are a very obvious indicator of

emerging flux regions and these arches traverse the magnetic inversion line in

newly formed sunspot groups. These systems usually last for two days but can

last for up to four days. Individual arch loops have lifetimes of approximately
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Type Length Temperature Density Pressure
(109cm) (MK) (109 cm−3) (dyne cm−2)

Bright points 0.1- 1 2 5 3
Active region 1 to 10 3 1 - 10 1 - 10
Giant arches 10 to 100 1 - 2 0.1 - 1 0.1
Flaring loops 1 - 10 >10 >50 >100

Table 1.1: Types of X-ray coronal loops and their parameters. Information from
Reale 2010.

20 to 30 minutes and can bring up to 1019 Mx of flux to the surface. The arch

filament systems have a unique velocity pattern that distinguishes them from

other arch systems such as field transition arches (Zwaan 1985; Zwaan 1992;

Priest and Forbes 1989; Gaizauskas 1989).

2. Surge activity Surge activity that lasts several hours might be the first in-

dicator of flux emergence (Kurokawa 1989; Kurokawa et al. 1992).

3. Faculae Faculae in the chromosphere brighten in Hα and CaII K and precede

the arch filament stage (Zwaan 1985; Zwaan 1992; Priest and Forbes 1989;

Gaizauskas 1989).

4. Chromospheric brightenings Chromospheric brightenings may be an in-

dication that two different flux systems undergo magnetic reconnection

(Guglielmino et al. 2008).

While understanding the response that the chromosphere has to flux emergence

into active regions is important, it has not been as widely studied as the photosphere

or the corona. Partly this is due to the difficulty in understanding the chromospheric

layer.

1.4.3 Coronal response to emerging active regions

In this section, we describe the coronal responses (coronal loops, outflows and jets)

to active regions and emerging flux. In the corona, active regions are observed as

Ω-shaped loops which can either connect to opposite polarities in the same active

region or to adjacent active regions. In X-ray wavelengths, there are different types

of coronal loops (as shown in table 1.1).

1.4.3.1 Coronal Loops

Coronal loops come in two main types: cooler (500,000 K), more resolved loops

and hotter (2 million K), more diffuse loops. Ne VII (at 500,000 K) observations

show thin spikes diverging outwards from the emerging flux region on distance scales

between 10,000 and 100,000 km which have lifetimes of approximately 30 minutes.
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However, individual loops (at 2 million K, detected using the Skylab ATM spec-

troheliogram) evolve on time scales of approximately 6 hours (Zwaan 1985; Zwaan

1992; Priest and Forbes 1989; Gaizauskas 1989; Sheeley 1980).

Filled loops are brighter than the background corona and produce strong EUV

and X-ray emission. Schmieder et al. (2004) found that soft X-ray and EUV

loops had different footpoints and the soft X-ray loops were longer and higher

than the EUV loops. Finally, the EUV loops were mainly heated at their foot-

points and anchored in weaker magnetic field (compared to the soft X-ray loops),

while the soft X-ray loops were brightened in response to magnetic reconnection.

(Winebarger and Warren 2005) found that X-ray loops can precede EUV loops by

as much as 3 hours and that they do not cool to form the EUV loops.

1.4.3.2 The creation of outflows as a response to flux emergence

New emerging flux can also play a role in creating outflows and there are differ-

ent ways in which they can be created. Outflows are described as plasma flowing

along ”open” fieldlines towards an observer. Most involve reconnection, although

some involve different mechanisms, for example compression of parallel field lines

(Murray et al. 2010). Previous studies have looked at how new emerging flux can

trigger outflows. It has only been in the last several years since the launch of Hinode

that outflows have been widely studied. The following are possible mechanisms:

1. Chromospheric evaporation

Particles are accelerated down the loop legs towards the chromosphere, parti-

cles impact the chromospheric plasma, which heats this plasma and the plasma

expands into the Corona. Chromospheric evaporation is driven by reconnec-

tion caused by continuous flux emergence and braiding by photospheric mo-

tions (Del Zanna 2008).

2. Coronal plasma circulation

Magnetic field lines confine large-scale plasma flows in the low-β plasma of

the corona as it continuously circulates in separate coronal structures. This

flow pattern is long lasting on large scales (Marsch et al. 2008). Marsch et al.

(2008) suggests that coronal plasma circulation can be interpreted as mass

supply to and mass loss from Corona. The origin and driver of the plasma

flow lies in magnetoconvention below the photosphere.

3. Expansion of large-scale reconnecting loops

Comparing large-scale magnetic field model and Hinode EIS data shows that

strong outflows can occur near expanding large-scale reconnecting loops or

”open” field (Harra et al. 2008).

4. Impulsive heating of AR footpoints

Hot plasma outflows observed near the base of the corona were proposed
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as direct evidence for impulsive heating by Hara et al. (2008). Hara et al.

(2008) suggest that high velocity components of the blue wings of Fe XIV

and Fe XV line profiles are consistent with nanoflare heating model of

Patsourakos and Klimchuk (2006).

5. QSLs

Quasi-Separatrix layers (QSLs) are areas where there are sudden changes in

magnetic connectivity. Fieldlines can continuously slip across each other dur-

ing reconnection, leading to successive rearrangements of the connections be-

tween neighbouring fieldlines along the QSLs (Aulanier et al. 2006). Release of

magnetic free energy could occur when the thickness of QSLs is small enough

for reconnection to take place. To drive outflows, a QSL between “open” or

large-scale field lines and closed field lines is also required (Baker et al. 2009)

6. Waves

Oscillations and waves have been observed in various solar structures: plumes,

prominences and loops. Perturbations were found to travel along the plumes

at the sound speed suggesting propagating slow magneto-acoustic waves

(de Moortel 2009). It is not immediately obvious how AR outflows relate

to propagating intensity perturbations, but there are notable similarities for

example the location of apparent velocities at AR edges.

7. Continuous AR expansion

Outflows are accelerated along “open” field as the AR expands horizontally.

Murray et al. (2010) suggests that all that is needed to drive outflows is a

horizontally expanding AR and a nearby compressible magnetic field with a

vertical component.

The strongest outflows have been found in the lowest density regions (e.g.

Del Zanna 2008, Harra et al. 2012). There seems to be a connection with the ve-

locity of outflows and the temperature above 1 million K, which suggests a link to

coronal heating mechanisms. This raises questions such as why are outflows detected

at the edges of active regions and why do they persist?

1.4.4 Formation of jets in the solar atmosphere

Jets are formed in the solar atmosphere following reconnection between the magnetic

field of the emerging flux region and the pre-existing magnetic field (Heyvaerts et al.

1977). The jets have an inverted Y-shape in the chromosphere (Shibata et al.

2007) and in the corona (Shibata et al. 1992). Jets have been associated with

flares (Shibata et al. 1992), type III radio bursts (Chiuderi-Drago et al. 1986),

Hα surges (Shibata et al. 1992) and bright points (Doschek et al. 2010). Jets

have been detected in the chromosphere (e.g. Morton et al. 2012), in the EUV
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Figure 1.11: cartoon of jet formation from Shibata et al. (1992). (a) shows cartoon
of SXT image of active regions and jets before jet, during the jet and after the jet
has formed. (b) shows a birds-eye view of the inferred magnetic field before, during
and after the jet formed. (c) shows a side view of the magnetic reconnection between
the emerging flux and the pre-existing coronal field before, during and after the jet
formed.

corona (e.g. Culhane et al. 2007) and the X-ray corona (e.g. Shibata et al.

1992;Moore et al. 2011) as well as in white light (Wang et al. 1998) and ultravi-

olet (Brueckner and Bartoe 1983).

The first model of X-ray jets was proposed by Shibata et al. (1992)(see figure

1.11). This model suggests that the jets are created by reconnection between emerg-

ing closed loops and pre-existing “open” or “open-like” coronal loops (this is called

interchange reconnection). Reconnection can heat the plasma to X-ray temepera-

tures by a process called “Joule dissipation”. This process occurs when current is

passed through a medium that is electrically resistive and heat is produced. This

heated plasma is then transferred to the open field and the newly reconnected closed

field. The jet is released along the “open” or “open-like” field lines. Some plasma

also travels downwards, producing a hot flare loop or bright point (BP). The model

was then taken a step further by Yokoyama and Shibata (1995) to recreate the ob-

served properties of the X-ray jet and the Hα surge. However, the model could

not explain the observed densities, and evaporation was omitted because conduc-

tion was not included in the model. The model of Miyagoshi and Yokoyama (2003)

included conduction and chromospheric evaporation. They found that magnetic en-

ergy was converted to thermal energy through slow shocks formed by Petschek-type

reconnection. These shocks then transport the thermal energy along magnetic field
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Type of jet Velocity (km s−1) Length (km) Frequency (hr−1)
X-ray 10 - 1000 10,000 - 400,000 10
EUV 30 to 240 up to 20,000 1 - 12
Chromosphere 10 to 100 2,000 to 5,000 12 - 15

Table 1.2: Characteristics of jets in the Chromosphere, in EUV and X-ray. Fig-
ures taken from Cirtain et al. (2007); Shimojo et al. (1996); Kamio et al. (2007);
Moreno-Insertis et al. (2008); Moreno-Insertis and Galsgaard (2013); Morton
(2012); Shibata et al. (2007); Liu et al. (2009)

lines to the chromosphere. Dense plasma then rises from the chromosphere along

reconnected field lines producing high density (evaporation) jets and low-density

jets.

The 3D MHD model of Moreno-Insertis et al. (2008) was compared with Hinode

EIS and XRT observations. The model showed that many of the observed X-ray

jet properties can be explained by evaporation flows including the inverted-Y shape

seen in the EIS and XRT observations. However, the model cannot explain the

helical structure first seen in Shibata et al. (1992). In table 1.4.4, we show the

typical characteristics of chromospheric, EUV and X-ray jets.

1.5 The eruptive Sun

It is clear from previous work that flux emergence can lead to violent eruptions of

plasma from the Sun into the heliosphere. Solar flares and Coronal Mass Ejections

(CMEs) are these violent eruptions and in sections 1.5.1 and 1.5.2, we will briefly

discuss the standard models for solar flares and CMEs.

1.5.1 Solar Flares

A solar flare is defined as a massive release of energy from the corona. Approximately

1032J of energy is released from the coronal magnetic field and can accelerate elec-

trons, protons and ions to relativistic velocities (via shocks). Emission from flares is

enhanced across the electromagnetic spectrum and can last between a few minutes

to a few hours (Benz 2008).

The strength of a flare is based on logarithmic scale that is labelled A, B, C, M

and X, with A being the weakest flare (peak X-ray flux is at < 10−7Wm−2) and X

being the strongest flare (peak x-ray flux is at > 10−4Wm−2). Each class can range

from 1 to 10 and is represented by a number after the class letter (for example,

A3.0). The number represents the magnitude of the flare: so a A3.0 flare will have

a peak X-ray flux of 3.0 ×10−7Wm−2 and a Bl.4 flare will have a peak X-ray flux of

1.4× 10−6Wm−2.

The CSHKP ‘standard’ eruptive flare model (Carmichael 1964; Sturrock 1966;

Hirayama 1974; Kopp and Pneuman 1976) (fig. 1.12) is the current model that
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describes flares, but not all flare observations. In this model, a filament of cool,

dense plasma is formed over the polarity inversion line (PIL). As the overlaying

magnetic field expands, the filament rises and a current sheet is formed above the

PIL and is stretched. When the current sheet becomes thin enough, reconnection

can occur that provides kinetic energy to the filament and the filament erupts.

However, filaments are not always required for flares: a non-filament flare is driven

by photospheric motions along the PIL or flux emergence (both below the flaring

region) (Aschwanden 2005).

The magnetic fields in the photospheric layer provide an important role in the

creation of flares. In the impulsive phase of a flare, the magnetic field (in line

of sight magnetograms) can change quickly and this change in not reversible (e.g.

Sudol and Harvey 2005). This might be due to a change of direction by the magnetic

field rather than a change in strength. Chen et al. (2007) also discovered rapid

changes to the photospheric magnetic field in 40% of X-class flare cases, 17% of

M-class flare cases and 10% C-class flare cases.

1.5.2 Coronal Mass Ejections (CMES)

CMEs are described as fast evolving and expanding magnetic structures that carry

“frozen in” plasma into the heliosphere. They occur in the corona and are highly

energetic events. The difference between CMEs and flares has been debated for a

long time, but the consensus is that CMEs and flares are different manifestations

of a magnetic instability (e.g. Goff et al. 2007). CMEs are thought to be powered

by magnetic free energy rather than other sources of energy (such as kinetic, grav-

itational or thermal energy), as these sources of energy are not sufficient to power

a CME (Forbes 2000). The typical CME structure is of a filament/prominence core

with a dark cavity surrounded by a bright shell of material (fig. 1.13)

While models differ on the trigger and driving mechanisms of CMEs, most models

describe at some point the requirement for a twisted flux rope and a vertical current

sheet under the flux rope.

1.5.3 Coronal diagnostics

1.5.3.1 Formation of spectral lines

Spectral lines are formed when there is a change in energy of an electron within an

atom. This change can result in either an emission line (when an electron falls to

a lower energy level and emits a photon) or an absorption line (when a photon is

absorbed by an electron and the electron rises to a higher energy level). In either

case an intensity change will be detected (spike for emission, drop for absorption).

Different atoms have different spectral lines due to having different energy levels and

atomic configuration.
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Figure 1.12: Standard picture of CSHKP flare model, from
http://science.portalhispanos.com/wordpress/wp-content/uploads/2009/11/flare model.gif.

Figure 1.13: Cartoon of a Coronal Mass Ejection, from
http://sprg.ssl.berkeley.edu/∼tohban/nuggets/images/Gallagher cartoon.jpg.
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A spectral line will normally take on a Gaussian curve with the peak as the rest

wavelength of that spectral line. This is due to various line broadening problems such

as natural broadening (this follows the Heisenberg uncertainty principle), Doppler

broadening (caused by the distribution of velocities of particles) and other types of

broadening that are affected by pressure, resonance, an electric field and the Van

der Waals forces on particles.

1.5.3.2 Measuring flows

Flows are defined as the motion of plasma in the solar corona along the line of sight.

They can be detected by measuring the wavelength shift of a spectral line (called a

Doppler shift). The Doppler shift in terms of wavelength is defined as:

λ = λ0(1−
v

c
) (1.30)

where λ is the observed wavelength, λ0 is the rest wavelength, v is the Doppler

velocity and c is the speed of light in a vacuum. Rearranging for v:

v = c(
λ− λ0

λ0

) (1.31)

this means that where λ>λ0, the plasma is moving away from the observer and

is redshifted and where λ<λ0, the plasma is moving towards the observer and is

blueshifted. Blueshifts are defined as upflows (in closed loops) or outflows (“open”

loops) and redshifts are defined as downflows.
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1.6 Aims of the Thesis

Understanding the role of new flux emerging into a pre-existing active region is

important in understanding the physical processes (as shown earlier in chapter 1)

that create the activity seen in the upper atmosphere. The research presented in this

work combines EUV imaging, photospheric magnetic field measurements and EUV

spectroscopy to study how two different emerging flux regions affect the pre-existing

active regions they emerge into and the wider affect on the local atmosphere.

1.7 Outline of the Following Chapters

Chapter 2 describes the instruments and telescopes used in this work. In chapter 3,

we present the results of our flux emergence study and compare the two emerging flux

regions. In Chapter 4, we look ahead to future solar telescopes and how our results

can be extended using the next generation of solar telescopes. We also consider the

possibilities for future work on the role of flux emergence in the solar atmosphere.
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Chapter 2

The Telescopes

In this chapter the telescopes and instruments used in this work are described.

2.1 SOlar and Heliospheric Observatory (SOHO)

SOHO was built in the early 1990s by a European consortium led by Matra Marconi

Space (now Astrium) and launched on the 2nd December 1995. It was originally

planned as a two-year mission, but is still in use to the current day. The spacecraft

orbits at the Earth-Sun Ll point and follows a heliocentric orbit. The telescope

studies the Sun in wavelengths from optical to ultraviolet and also uses magnetic

data. There are twelve instruments on SOHO, however we will only discuss one:

The Michelson Doppler Imager (MDI).

2.1.1 Michelson Doppler Imager (MDI)

MDI studies the velocity and magnetic fields in the photosphere to learn about the

photosphere and to investigate the solar interior using helioseismology. MDI uses a

1024 × 1024 CCD camera and looks at the Sun at a wavelength of 6767.8 Å. A full-

disk image of the Sun has a resolution of 4 arcseconds. However, a high-resolution

field image of an 11 arc-minute square region of the Sun can provide a resolution of

1.25 arcseconds. MDI provides velocity and continuum data as well as magnetogram

data. The magnetogram has an image cadence of 96 minutes. Table 2.1 describes the

key parameters of the MDI instrument. Line-of-Sight magnetograms are made using

Zeeman splitting and by measuring the Doppler shifts of the right and left circularly

polarised light. The magnetic flux density is given by the difference between the

Doppler shifts of both polarisations. Figure 2.1 shows the light path through the

instrument and the primary optics. The green components are the telescope, the

filter wheels and the Imaging Stabilisation System. The blue components are the

filters and the re-imaging optics. The red components are the beam distribution

system and the CCD camera.
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Telescope Aperture 12.5cm
Focal plane Array 1024x1024 21 µm pixel
Resolution 4” (full disk) and 1.2 (high resolution)
FOV full disk 34 x 34 arcmin
FOV high resolution 10.5 x 10.5 arcmin
Spectral range 6767.8Å ± 190mÅ
Magnetic field noise 20G

Table 2.1: MDI instrument information from Scherrer et al. (1995).

Figure 2.1: Image shows the components of the MDI instrument. Image from
Scherrer et al. (1995).
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2.2 Hinode (Sunrise), formerly Solar-B

Hinode is a JAXA solar mission with collaboration with the USA and UK. It was

launched from Japan on the 22nd September 2006 (UTC time). The telescope is in a

Solar-synchronous orbit with an initial orbit of 280 km perigee and an apogee of 686

km. The mission was originally planned as a three year mission, but is still being

used successfully today. The telescope works at three wavelength ranges: Optical,

extreme ultraviolet and X-ray and has three instruments:

2.2.1 Solar Optical Telescope (SOT)

SOT is a 0.5 metre Gregorian optical telescope with over a 44.4 square arcmin field

of view and the angular resolution is approximately 0.2 arcseconds. The instru-

ments associated with SOT are, a broadband filter imager (BFI) which images the

photosphere and chromosphere, the narrowband filter imager, which is capable of

producing magnetogram and Dopplergram images and the spectropolarimeter (SP)

which makes very sensitive vector magnetograph maps of the photosphere. The

Hinode telescope is shown in fig. 2.2.

2.2.2 X-ray telescope (XRT)

This telescope, like all current X-ray telescopes in Solar and Astrophysics, uses

grazing incidence optics to image the corona’s hottest areas (0.5 to 10 million K) with

an arcsecond angular resolution and has a field of view of 34 arcminutes. XRT has

one aluminium-Polyimide pre-filter and ten focal-plane filters ranging in thickness

between 1600 Å for the thin aluminium-mesh filter to 2.5 mm for the white light

filter.

2.2.3 Extreme-Ultraviolet Imaging Spectrometer (EIS)

This spectrometer obtains spatially resolved spectra in two wavelength bands: 170-

212 Å and 246-292 Å with a spatial resolution of approximately 2 arseconds. The

field of view is 560 × 512 square arcseconds. These wavebands are able to detect

emission temperatures between 50,000 and 20 million K and EIS is used to study

the upper transition region and corona. EIS is able to produce intensity, Doppler

velocity and line width maps in the various wavebands. MSSL led the consortium

that built EIS and continues to be the hub for EIS data. The EIS exposure times

for coronal phenomena are: 10 seconds for active regions, 30 to 60 seconds for quiet

Sun and 1 second for flares.

The EIS instrument design uses multilayer coatings on both the mirror and

the grating. This allows the use of normal incidence instead of a grazing incidence

design used by previous spectrometers. The CCDs are also thinned back-illuminated
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Figure 2.2: Image shows the Hinode telescope highlighting the different instruments
on the telescope.
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Figure 2.3: Image shows the optical layout of the EIS instrument. Image is from
Culhane et al. (2007).

Wavelength bands 170 - 210 Å and 250 - 290 Å
Peak effective area 0.30 cm2 and 0.11 cm2

Spatial resolution 2 arcsec
Field of view 6 arcmin × 8.5 arcmin, offset center ± 15 arcmin E -W
Raster 1 arcsec in 0.7s
Slit/Slot widths (arcsec) 1, 2, 40 and 266
Spectral resolution 47 mÅ at 185 Å ;1 pixel = 22 mÅ
Velocity resolution 3 km s−1 for Doppler velocities; 20 km s−1 for line widths
Temperature coverage Log T = 4.7, 5.6, 5.8, 5.9, 6.0 - 7.3 K

Table 2.2: EIS instrument information adapted from Culhane et al. (2007).

and this allows quantum efficiency (QE) values to be two or three times higher than

microchannel plate systems. One disadvantage of this technique is that an individual

multilayer has a very narrow passband.

The spectrometer works as follows: photons from the Sun enter through a 1500

Å Al filter (this stops the transmission of visible photons). The photons are focused

by the primary mirror onto a slit and then incident on a torodial concave grating.

The Mo/Si multilayer coatings are applied to matching halves of the mirror and

grating. The diffracted photons are registered by the CCDs. The exposure times

are controlled by a rotating shutter while a slit exchange mechanism can select four

possible apertures - two spectral slits (1′′and 2′′) and two spectral image slots (40′′and

266′′). There is a second Al filter mounted behind the slit exchange mechanism to

provide redundancy. EIS is a rastering spectrometer and rastering is provided by

rotating the primary mirror. This is shown in fig. 2.3.
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2.2.3.1 EIS observations

There are two modes of EIS observations that can be selected: Sit-and-stare and

scanning. The sit-and-stare have the same field of view (FOV) as the slit/slot in

the X direction and the primary mirror/spacecraft pointing is fixed on a specific

target. Raster images can be produced by rastering either the slit or slot within the

EIS scan range of 6 arcmin in X and 8.5 arcmin in Y. Table 2.2 describes the key

parameters of the EIS instrument.

2.2.3.2 Instrument effects

When using EIS data there are a number of instrument effects that need to be taken

into account:

1. Orbital Variation

2. Slit tilt

3. Detector offset

4. Line width variations

5. Grating tilt

The orbital variation effect results in a shift in the spectral line position as

Hinode orbits the Earth and is caused by thermal changes across the instrument.

This shift can cause velocity variations which are dependent on wavelength (35 km

s−1 for Fe XII 195 Å and 24 km s−1 for Fe XV 284 Å ). This effect can be corrected

by using the housekeeping method outlined in Kamio et al. (2010). This method

creates a spectrum drift model using an artificial neural network and the temperature

distribution of the instrument and is particularly suitable for active region studies

as a velocity reference is not required for the observing field.

The slit tilt effect is due to the slits not being perpendicular to the dispersion

(X) axes of the CCDs. The 1′′ slit tilt is 1.18×10−5 Å pixel−1 and the 2′′ slit tilt

is 1.09×10−4 Å pixel−1. The slit tilt effect can be corrected using the eis wave corr

and eis tilt correction procedures in the EIS solarsoft tree.

The detector offsets are 16′′ in the y-axis and 2′′ in the x-axis between the short

and long wavelength CCDs and can be addressed with the eis ccd offset procedure.

There is a line width variation between the 1′′ and 2′′ slits. The instrumental

width is 0.054 Å and 0.057 Å for the short and long wavelength CCDs. The 2′′ slit

has an instrumental width of 0.061 Å and 0.064 Å .

The grating tilt between the grating and the CCD is less than 1 pixel between

186.88 Å and 195.12 Å and is important to correct for when deriving densities in a

loop for example. We use EIS data in this work to study changes in Doppler velocity

and line width as a result of emerging magnetic flux.
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Figure 2.4: Image shows the Solar Dynamics Observatory and the three instruments.

2.3 Solar Dynamics Observatory

The Solar Dynamics Observatory (SDO) was launched in February 2010 from launch

complex 41 at Cape Canaveral. The telescope is in a circular geosynchronous orbit

at an altitude of 36,000 km. The instruments generate over one terabyte of data per

day. There are three instruments on board SDO:

2.3.1 Extreme Ultraviolet Variability Experiment (EVE)

EVE measures the Sun’s EUV irradiance and has better spectral resolution, accu-

racy and precision over previous instruments. EVE also has a lower time cadence

compared to past instruments. The main aim of EVE is to further our understand-

ing of the relationship between the variations in EUV and magnetic field changes.

The time cadence is every 10 seconds per 100% cycle.
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2.3.2 Helioseismic and Magnetic Imager (HMI)

HMI studies solar variability and characterises magnetic activity. The instrument

also studies the physical processes inside the Sun and how they are related to the

surface magnetic field. HMI produces continuum, Doppler velocity and line-of-sight

and vector magnetogram images in two time cadences: 45 and 720 seconds and has

a resolution of 1 arcsecond. The instrument observes the Sun at 6173 Å . HMI is

the natural replacement to the MDI instrument on SOHO.

Figure 2.5: Image shows the layout of the HMI instrument.Image from
hmi.stanford.edu.

The HMI instrument has three primary science goals:

1. Determining how and why the Sun varies.

2. Improving our understanding of how the Sun drives global change and space

weather.

3. To determine how good predictions of space weather and global change can be

and to test predictive techniques.

Our work contributes to the second point and relates to the subject of the origin
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Central wavelength 6173.3 ± 0.1Å
Field of View >2000 arcsec
Detector resolution 0.5 ± 0.01 arcsec per pixel
Field of view 6 arcmin × 8.5 arcmin, offset center ± 15 arcmin E -W
Camera image cadence <4 seconds
LOS magnetogram
Cadence 45 seconds
Precision 10 G
Dynamic range ± 4 kG

Table 2.3: HMI instrument specifications from hmi.standford.edu

and evolution of sunspots, active regions and complexes of activity and the emer-

gence of magnetic flux and solar transient events.

In table 2.3, we give the specifications for the HMI instrument and the line-of-

sight magnetic field measurements.

2.3.3 Atmospheric Imaging Assembly (AIA)

AIA produces full-disk images in ten wavelengths ranging between white light,

ultraviolet and extreme ultraviolet at high spatial and temporal resolution. The

wavelengths tell us about flaring regions, coronal active regions, the quiet corona,

transition regions, the chromosphere and the photosphere. AIA detects plasma at

temperatures between 5,000 K to 20 million K. The instrument can provide images

every 12 seconds and a spatial resolution of 0.6 arcseconds. The AIA instrument is

therefore able to study events on the Sun at high spatial and temporal resolution

continuously.

The main science themes for AIA are:

1. How does the Sun’s coronal structure affect energy storage, input and release?

2. Why is the corona hotter than the surface?

3. What is the source of radiation and energetic particles in the corona?

4. How do events in the corona affect space near the Earth?

5. What role do waves and oscillations play in the corona (Coronal Seismology)?

The work of this thesis contributes to the first point.

The instrument consists of four Cassegrain telescopes that are optimised for EUV

measurements. Each telescope has a 20cm primary mirror and an active secondary

mirror which is pointed in response to signals from a dedicated guide telescope (GT).

The field of view of each telescope is 41 arcmin × 41 arcmin and typical exposure

times are between 0.5 and 3 seconds. The instrument uses a mechanical shutter to

change exposure time.
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Mirror characteristics
Primary diameter 20 cm
Focal length 4.125 m
Field of view 41 arcmin × 41 arcmin (along detector axes)
Pixel size (resolution) 0.6 arcsec (1.5 arcsec)
Cadence (all telescopes) 8 wavelengths in 10 to 12 seconds
Typical exposure times 0.5 to 3 seconds

Table 2.4: The main characteristics of the AIA instrument

Channel Primary ion(s) region of atmosphere log(T)

4500 Å continuum photosphere 3.7
1700 Å continuum temperature min. & photosphere 3.7
304 Å He II chromosphere, transition regon 4.7
1600 Å C IV + cont. transition region, upper photosphere 5.0
171 Å Fe IX quiet corona, upper transition region 5.8
193 Å Fe XII, XXIV corona and hot flare plasma 6.2,7.3
211 Å Fe XIV active region corona 6.3
335 Å Fe XVI active region corona 6.4
94 Å Fe XVIII flaring corona 6.8
131 Å Fe VIII, XXI transition region, flaring corona 5.6,7.0

Table 2.5: The wavelength channels, primary ions, regions of atmosphere and tem-
peratures observed by AIA

We show the main characteristics of the AIA instrument in table 2.4 and show

the various AIA wavelengths, the primary ions, the regions of the atmosphere and

the temperatures studied in table 2.5.

Like with EIS, AIA uses different multilayer coatings applied to each half of each

telescope to get the desired central wavelength.

2.3.3.1 AIA data processing

In this work we use level 1.5 AIA data. We can download the level 1.0 AIA data

from various places including JSOC (Joint Science Operations Center) and the VSO

(Virtual Solar Observatory). The level 1.0 data processing involves:

1. Removal of over-scan rows and columns from the CCDs.

2. Removal of a dark image to account for digital offset of the camera, read noise

and dark current.

3. Flat-field correction.

4. Correction of “bad” pixels and spikes that result from energetic particles in-

teracting with the CCD or the instrument structure (that are then detected

by the CCD).

5. Flipping the AIA image so that solar north is at the top of the array.
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Figure 2.6: Image shows a full disk image of the Sun in each of the AIA wavelength
channels.

We then use the solarsoft procedure aia prep to process the data further to level

1.5. This processing accomplishes three corrections:

1. The AIA data are rotated so that solar North is at 0◦. A small roll angle exists

between the four telescopes and the spacecraft’s star-tracker is used to place

solar north at 0◦.

2. Plate-scale calibration between the four telescopes. Each telescope has a

slightly different focal length which changes the spatial resolution. An ad-

justment is made to set the image scale to 0.6 arcsec pixel−1.

3. The bore-sight pointing. Before launch, the bore-sight pointing was measured

to within 20 arcsec for each telescope. The bore-sights are coaligned by ad-

justing the secondary-mirror offsets
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Chapter 3

The impact of flux emergence into

a pre-existing active region

The aims of this thesis are:

1. To investigate the role of emerging flux in generating a response in the atmo-

sphere.

2. To investigate how emerging flux regions with different average flux densities

affect the atmosphere when interacting with a pre-existing active region.

3. To investigate any atmospheric response to the emergence of the serpentine

field.

We will do this by looking at a large emerging flux region within active region

NOAA AR10942 and a small emerging flux region within active region NOAA

AR11236 and see how the atmospheric response differs.

In section 3.2, I contributed the analysis of the temporal evolution of the mag-

netic flux (figure 3.3). The rest of the figures and analysis comes from Harra et al.

(2010) and Harra et al. (2012) which were both published in Solar Physics. While I

didn’t contribute to Harra et al. (2010), I have permission from the authors to use

their results. The active region has a coalesced leading polarity with a dispersed

following polarity. Section 3.3 is all my own work.

3.1 Introduction

In this study, we look at two emerging flux region complexes and see how emerging

flux regions with different flux densities affect the pre-existing active region into

which they emerge. One emerging flux region has an average flux density of 490 G

and the other has an average flux density of 190 G (see table 3.1). The question we
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Active region days studied EFR average Largest flare released
number flux density (G) after FE begins
10926 3 days 490 C1.2
11236 2 days 190 -

Table 3.1: Basic information about the two active regions we studied.

Figure 3.1: Left: Hinode SOT image of an emerging flux region as it begins to form
(location of negative flux shown by the blue arrow). Right: Hinode SOT image of
the same emerging flux region at a later stage of its evolution (location shown by
the blue arrow). The green arrow highlights where the serpentine field forms.

will attempt to answer in this work is, what impact does flux emergence have on a

pre-existing active region and the local atmosphere?

Magnetic flux emergence describes the formation of new flux at the solar surface

and in the solar atmosphere (such as in fig. 3.1). Magnetic flux emergence can

occur anywhere on the solar surface. In many cases, the magnetic flux emerges as

a fragmented structure (e.g. Magara and Tsuneta 2008) called the serpentine field

(first suggested by Strous et al. 1996). The serpentine field (for the rest of this

study this will be referred to as “the serpentine”) is seen observationally as small-

scale positive and negative bipoles at the early stages of the emergence (fig. 3.1).

Figure 1.8 illustrates flux emergence through the different stages. The serpentine

field is described by two kinds of loops: Ω loops and U-loops. The Ω-loops are formed

by resistive undulatory flux ropes and are able to rise from the convection zone into

the photosphere. However, U-loops are not able to rise into the photosphere in

the same way as the Ω-loops due to the weight of the plasma on the U-loops. So

the only way that the U-loops can fully emerge into the photosphere is by small-

scale magnetic reconnection along the serpentine via energy dissipation in electric

currents (Pariat et al. 2004). After successive reconnection events, the serpentine

field would assume a global Ω-loop configuration. The serpentine field is created

by the interaction between the convective downflows and the emerging flux tube

(Cheung et al. 2008). The serpentine field can form part of the global active region

by successive reconnections occuring between the Ω-loops.

In the chromosphere, small-scale Hα brightenings called Ellerman bombs

(EB)(Ellerman 1917) are thought to be an atmospheric response to successive ser-
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pentine reconnections (Pariat et al. 2004). The Ellerman bombs have also been

shown to heat the transition region (Schmieder et al. 2004). Other observational

evidence of the emerging flux region interacting with the existing active regions is

in the form of brightenings seen in other chromospheric lines such as He II, that are

produced by magnetic reconnection (Guglielmino et al. 2008).

Another response to flux emergence in the chromosphere is the creation of jets

formed by magnetic reconnection between the emerging flux region and the pre-

existing magnetic structures. These jets have an inverted-Y shape, are several mega-

meters in length and have velocities of up to 20 km s−1 (Shibata et al. 2007). These

appear to be smaller versions of the X-ray jets seen in the corona (Shibata et al.

1992). The X-ray jets have lengths of up to 400 Mm and velocities of up to 300 km

s−1 (Shibata et al. 1992). These jets are also seen in the extreme ultraviolet in active

region/emerging flux region complexes (Gontikakis et al. 2009) with lengths up to

16 Mm and velocities up to 100 km s−1 and emerging flux region/polar coronal hole

complexes (Kamio et al. 2007) with velocities of 30 km s−1. Like the chromospheric

jets, the jets in the corona also follow this inverted-Y shape (Moreno-Insertis et al.

2008). We discuss the creation of chromospheric jets by flux emergence in section

1.4.2.

There are also coronal responses to flux emergence, including the formation of

coronal loops, outflows, flares and CMEs. New coronal loops are formed by mag-

netic reconnection between the magnetic fieldlines of the emerging flux and the pre-

existing active region. It has recently been suggested that upflows are a response to

magnetic reconnection occurring in the upper chromosphere and the reconnection

is maintained by magnetic forces between reconnected loops (Su et al. 2012). As a

consequence of the reconnection, particles are accelerated towards the chromosphere

and heat the plasma in the chromosphere causing the plasma to rise from the chro-

mosphere up into the corona. In the EIS velocity maps such as the one shown in

fig. 3.2, we see the majority of the downflows in the core of the active region and

the majority of the upflows at the edges of the active region which is consistent

with previous work (e.g. Doschek et al. 2008;Tripathi et al. 2009). The location of

the outflows (blue) and downflows (red) are shown in figure 3.2, right. Magnetic

reconnection also plays a role in producing flares and coronal mass ejections.

3.2 Response of Active Region coronal dynamics

to significant new flux emergence

This section describes the work done by Harra et al. 2010 and the follow-up work in

Harra et al. (2012). The emerging flux region has an average flux density (measured

at the end of the emergence phase) of 490 G and emerges into active region NOAA

AR10926. In Harra et al. (2012), we studied how the flux emergence affects the
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Figure 3.2: EIS intensity (left) and EIS velocity (right) maps of the active region
before the new flux emerges. The majority of the upflows (blue) are at the edge of
the active region and the majority of the downflows (red) are in between the major
polarities of the active region (the active region core). The velocity range is ±30 km
s−1. The blue and black boxes show where the new flux will emerge. Images from
Harra et al. (2010).

corona and compare the observations with numerical simulations.

3.2.1 Observations

The data used in Harra et al. (2010) and Harra et al. (2012) were taken from the

Michelson Doppler Imaging (MDI) instrument on SOlar and Heliospheric Obser-

vatory (SOHO), the Solar Optical Telescope (SOT) and the Extreme Ultraviolet

Imaging Spectrometer (EIS) on Hinode and the Transition Region And Coronal

Explorer (TRACE) 171 Å and 1600 Å wavelength images.

The MDI magnetograms have a cadence of 96 minutes between 00:00 UT on 1

December 2006 to 00:00 UT on 4 December 2006. The SOT data used were Fe I(6302

Å) Stokes V images which were taken by the Narrowband Filter Imager (NFI) with

a spatial resolution of 0.16′′. The EIS spectral lines used were HeII (256.32 Å), FeXII

(195.12 Å) and FeXV (284.16 Å) which cover the temperatures 50,000 K, 1MK and

2MK. The rasters used a 1′′ slit and the image cadence varied between 135min and

267min depending on the field of view. The field of view varied between 256′′ and

512′′ in x and was 256′′ in y and the exposure time for each raster is 30s. To create

the EIS intensity, Doppler velocity and line width maps, we used a single-gaussian

model to fit the data.

The TRACE data coverage started 8 hours after the flux emergence began, but

continued after the emergence ends. The TRACE data have a spatial resolution of

1′′ and a cadence of approximately three minutes.

3.2.2 Results

3.2.2.1 Description of the active region before flux emergence

The active region AR10926 rotated onto the solar disk in the southern hemisphere

on 25 November 2006. Figure 3.3 shows the evolution of the emerging flux region
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Figure 3.3: (a): Shows the active region before the flux emergence begins. (b)
shows the active region and the newly emerged negative polarity (in the red box).
(c) and (d) show the emergence and expansion of this new emerging flux region.
(e) shows the flux evolution of the active region with the positive flux as a black
dotted line and the negative flux as a solid black line. (f) shows the flux evolution
of the negative polarity of the emerging flux region. We took a contour around the
negative polarity of the flux emergence to make the flux evolution profile.

over three days and the flux evolution of the active region. The total active region

flux starts to increase at 16:00 UT on 01 December 2006 and enters a decay phase

at 00:00 UT on 03 December 2006 (fig. 3.3e). The flux emergence begins at ap-

proximately 16:00 on 01 December 2006 and ends at approximately 00:00 UT on

03 December 2006, the region then enters a decay phase at approximately 06:00

UT on 03 December 2006 (fig. 3.3f). The negative polarity of the active region is

the leading polarity and the positive polarity the trailing. The new magnetic flux
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emerges in the positive polarity of the active region.

3.2.3 Evolution of the Emerging Flux Region (EFR)

The flux emergence begins at approximately 16:00 UT on 1 December 2006 (fig.

3.3b). The red boxes in fig. 3.3a and b, show where the flux emerges. The red

boxes in fig. 3.3c and d show the negative polarity of the flux emergence. The

negative polarity of the emerging flux region expands (with an expansion velocity

of approximately 1 km s−1) towards the negative polarity of the active region (fig.

3.3c) and starts to coalesce with the active region negative polarity (fig. 3.3 d). The

flux emergence phase lasts for 32 hours and then the decay phase begins (fig 3.3f).

This rise in flux is clearly shown in the flux evolution of the active region (fig. 3.3e).

The flux emerges as a serpentine structure (fig. 3.4,left column).

3.2.3.1 First evidence of chromospheric response to flux emergence

The He II intensity images from EIS show brightenings at the edges of the emerging

flux region that persist until the final raster (fig. 3.4, right column). The He II

images also show several small-scale loops within the serpentine region which are

seen approximately one hour after the flux emergence has begun (the serpentine is

highlighted by the blue arrows in figure 3.4, left-hand column). We also see He II

brightenings at the edge of the emerging flux region (as shown by the black arrows

in figure 3.4, right-hand column).

3.2.3.2 First evidence of coronal response to flux emergence

The TRACE 171 Å (0.16 - 2 MK) images show the formation of new coronal loops

caused by the injection of new magnetic flux through the photosphere (fig. 3.5).

The EIS Fe XV (2 MK) data show little emission at the early stage of the flux

emergence, but show new loops at the same time as the TRACE data. These new

loops occur approximately 9 - 12 hours after the flux emergence begins and lie over

the emerging flux region (fig. 3.6). At this time however, no small-scale coronal

brightenings are seen.

The EIS Fe XII data show weak emission at the early stages of the flux emergence,

but with no small-scale enhancements in the intensity near the pre-existing positive

polarity (fig. 3.7,left column). However, an enhancement is seen in the Doppler

velocity (fig. 3.7,right column, 3rd image) (enhancements of 50 km s−1) and the

line width (fig. 3.7,middle column, 3rd image) that was not seen 3 hours before. So

there appears to be a release of energy in the corona at the early stages of the flux

emergence as shown by the Doppler velocity and line width enhancements which

could be related to coronal jets. Approximately five hours after the flux emergence,

the loops seen in the Fe XII images are forming along the serpentine region and
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Figure 3.4: Shows the SOT images at different stages of the flux emergence (on the
left) and the EIS He II intensity reverse colour images (right column). The vertical
line shows the location of the raster at the time of the SOT data. The blue arrows
highlight the serpentine and the black arrows highlight the brightenings in He II.

downflows are seen in the same area as these loops. We see new enhancements in

line width and Doppler velocities in the Fe XII images. This suggests a release of

energy produced by magnetic reconnection between the emerging flux region and

the pre-existing active region.

The enhanced outflows seen in EIS on the west side of the emerging flux region

are consistent with magnetic reconnection that is seen in the simulations in Harra

et al. (2012). The outflows seen on the east side of the emerging flux region are

thought to be caused by an increase in pressure caused by multiple parallel fieldlines

compressing each other. In figure 3.8, we show a cartoon illustrating the location

of the activity observed relative to the magnetic field. Previous work has described

the photospheric downflows (Shimizu et al. 2008) and chromospheric brightenings

(e.g. Li et al. 2007) and this cartoon adds a description of the coronal response
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Figure 3.5: TRACE images before and after the flux emergence has begun. The
arrows show the location of the serpentine.

Figure 3.6: EIS Fe XV data at the same time as the SOT data. The black line in
the Fe XV data shows the location of the EIS raster at the time of the SOT data.
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Figure 3.7: Shows the Fe XII intensity (left) and the Fe XII line widths (middle) The
black line in the Fe XII data shows the location of the EIS raster. The black arrows
in the top images show the location of the line width enhancements. The black
arrows in the bottom images show the blue- shifted edge seen in the EIS velocity
maps. Right column: Shows the evolution of the flows from the Fe XII Doppler
velocity between ± 50 km s−1. The black line in the Fe XII data shows the location
of the EIS raster. The black arrows in the top images show the location of the line
width enhancements. The black arrows in the bottom images show the blue-shifted
edge seen in the EIS velocity map at 04:47 on 2 December 2006 (right column, 4th
image).

to emerging magnetic flux from our observations. This cartoon shows that upflows

(which are either formed by chromospheric ablation along new loops, compression

or outflows along “open” fieldlines) are located at the edge of the flux emergence.

These persistent upflows could be related to the outflows that may contribute to the

slow solar wind (Sakao et al. 2007; Hara et al. 2008).

We have found the coronal response to this emerging flux region to be:

1. Formation of new loops along the serpentine region is seen 5 hours after the

flux emergence.

2. Small scale outflow enhancements (50 km s−1) on the west side of the flux

emergence are seen between 5 and 8 hours after the flux emergence begins.

The west of the emergence is the favourable site for magnetic reconnection.

The closed loops of the flux emergence reconnect with the open-like loops of

the pre-existing active region in a process called “interchange reconnection”
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Figure 3.8: Shows the location of the flows and brightenings in an emerging flux
region. This cartoon is from Harra et al. 2010.

(e.g. Del Zanna et al. (2011)).

3. Persistent outflow enhancements (50 km s−1) on the east side of the flux emer-

gence are seen between 8 and 12 hours after the flux emergence begins. The

east is side of the flux emergence is the favourable site for magnetic field com-

pression.

4. Several small flares (including a C1.2 flare) that start approximately 8 hours

after the flux emergence begins.

3.3 Atmospheric response of Active Region to

small new flux emergence

This section investigates the atmospheric response to the emergence of new magnetic

flux into NOAA active region 11236. In this case, the emerging flux has a relatively

low flux density (in comparison to the study presented in section 3.2). The new

flux that emerges into active region 11236 has an average flux density of 190 G and

the average flux density of the pre-existing active region is 323 G. The flux density

measurements were made at the end of the emergence phase to determine the peak

value (fig. 3.9c, blue vertical line).

3.3.1 Observations

Active region 11236 is a northern hemisphere region and rotates towards the western

limb during the time of this study (between 23 June 2011 to 25 June 2011). The

active region has a negative leading polarity which contained a sunspot and a positive
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trailing polarity which was fragmented. We used data from the Atmospheric Imaging

Assembly (AIA) and Helioseismic and Magnetic Imager (HMI) instruments on the

Solar Dynamics Observatory and the EIS instrument on Hinode. The 193 Å , 1600

Å and 304 Å AIA wavelength channels were used at a 12 second cadence, 24 second

cadence and 60 second cadence respectively and the 45 second cadence line-of-sight

HMI magnetograms were used. The AIA data have a pixel size of 0.6′′ and the HMI

magnetograms have a pixel size of 0.5′′. All datasets were calibrated and co-aligned

using the aia prep procedure in Solarsoft. The EIS data have an image time cadence

of 5 minutes. The data coverage was 35 minutes per hour and the exposure time

for each raster was 9 seconds. There is a gap of 8 hours between 23 June 2011 at

23:00 UT and 24 June 2011 at 07:00 UT when EIS is not pointing at this active

region. This EIS study uses a sparse raster with a 2′′ slit and 4′′ step size. The EIS

data were calibrated using eis prep and co-aligned with AIA by comparing features

in the EIS 195Å intensity map and AIA 193Å data. We created the EIS intensity

and Doppler velocity maps by fitting a single Gaussian curve to the data.

3.3.2 Results

3.3.2.1 Description of the active region before flux emergence

The active region is in decay and loses about 14% of its flux (flux starts at 1.29

×1023 Mx and falls to 1.11 ×1023 Mx) over the two days we study it (fig. 3.9b). We

measured the active region flux by summing within a red contour in figure 3.9a. We

see a difference between the amount of positive and negative flux. This is a line-of-

sight issue called “area foreshortening” and this occurs when an active region is near

the limb (in this case the western limb). The active region had already been on the

disk for approximately nine days and produced several flares (C-class and below). It

first appears on the far-side of the Sun on 5 June 2011 (as seen by STEREO-B). The

yellow vertical line in figure 3.9 represents the start time of the flux emergence and

the blue vertical line represents the end of the flux emergence. The flux emergence

begins at 09:00 UT on 23 June 2011 in the photosphere and lasts for 15 hours

(fig. 3.9c). We measured the negative magnetic flux of the emerging flux region by

summing within a contour defined by the blue box in figure 3.9a. As the positive

flux of the emergence region is embedded within the positive flux from the pre-

existing active region, we only look at the negative flux in the flux emergence region

in figure 3.9c. Figure 3.10 shows different stages of the flux emergence:a, before the

flux emergence, b, at the start of the flux emergence, c, during the flux emergence

and d, at the end of the flux emergence. We use a minimum magnetic field strength

of 25 G to remove the quiet Sun magnetic field from our findings. Close et al. (2003)

suggest that the quiet Sun magnetic field strength is 20 G. The flux emergence phase

starts 09:00 UT on 23 June 2011 and ends at 01:00 UT on 24 June 2011. We also
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Figure 3.9: (a) Shows the area used to extract the flux evolution curves for the
emerging flux region (blue) and the active region (red). We used a minimum mag-
netic field strength of ±25 G. (b) Shows the flux evolution of the active region, the
dashed line is the positive flux and the solid line is the negative flux. (c) Shows the
flux evolution of the negative flux in the emerging flux region. The orange and blue
lines in both flux evolution plots represent the start of the flux emergence and the
peak flux of the emerging flux region respectively.

see a small emergence that lasts for 4 hours between 01:00 UT and 03:00 UT on 23

June 2011. This then decays over the next two hours before disappearing from the

magnetograms (fig. 3.9c). We use a box to measure the flux evolution to cover all

the unsigned negative flux in the emerging flux region. The magnetic flux densities

were measured by extracting a contour region around the negative polarities of the

active regions and the emerging flux regions. We also rebinned the HMI data to

match the resolution of the MDI data (section 3.2). This was to make our results

consistent and independent of spatial resolution. If we had not done this, the flux

density in the second example would be higher as HMI has the ability to resolve and

average smaller features, where MDI (in section 3.2) cannot measure these smaller

features accurately.

3.3.2.2 Atmospheric response to flux emergence

In this section we look at how flux emergence is related to the events seen in the

atmosphere on 23 June 2011. We use the 1600 Å channel, the 304 Å channel and
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Figure 3.10: The HMI magnetogram images show the changes seen in the active
region before (a) and at different stages of the flux emergence ( b, c and d). The
red box shows where the new negative flux emerges.

the 193 Å channel from the AIA instrument to look for local intensity enhancements

(brightenings) in the upper photosphere (5000 K), upper chromosphere (50,000 K)

and the 1.25 MK corona and compare these brightenings to changes in the magnetic

field. Brightenings are thought to be associated with magnetic reconnection (e.g.

Guglielmino et al. 2010). We also use 304 Å and 193 Å to look for EUV jets and

where they are located with respect to the emerging flux region. We use 193 Å

to look for any atmospheric response to the magnetic flux emergence away from

the emerging flux region and we use EIS Fe XII intensity and Doppler velocity

maps to look for any upflow or downflow enhancements near the location of the flux

emergence. If magnetic reconnection does drive the emergence of the serpentine field

into the atmosphere, we should see some evidence for this in the form of brightenings,

jets, new loops and upflow/downflow enhancements.

3.3.2.2.1 The early stages of the flux emergence

In this section, we look at the early stages of the flux emergence and how the

atmosphere responds to the newly injected magnetic flux. We define the early stages
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of the flux emergence to be when the serpentine field is emerging.

Figure 3.11: Images from HMI (a,b) and the 1600 Å channel (c) on AIA when the
brightening occurs in the 1600 Å channel. The red star represents the location of
the brightening in the 1600 Å channel. The red box in (a) shows the field of view
of (b) and (c). The blue box shows the extraction region for the flux cancellation
measurement. The flux evolution profile for the negative polarity (d) was measured
from the blue box in a,b and c. The blue vertical line shows the start of the flux
cancellation and the red vertical line shows the end of the flux cancellation.

The first brightening we see in the 1600 Å (5000 K) occurs at 10:54 UT on 23

June 2011 (fig. 3.11c). We attribute this brightening to a flux cancellation event

occuring on the Sun as observed by HMI. At this location we see a small area of

negative magnetic flux between two positive polarities (fig. 3.11b). We measure the

magnetic flux (associated with the negative polarity) around the brightening location

and we measure a flux decrease of 2.2×1018 Mx between 10:51.41 UT and 10:53.11

UT on 23 June 2011. This is a similar to the amount of magnetic flux cancellation

found in sunspot moats by Bellot Rubio and Beck (2005) who saw brightenings in

the chromosphere and corona as a response to this magnetic flux cancellation. The

brightening lasts for approximately 3 minutes and has a maximum area of 760,000

km2.

The first brightening seen in 1600 Å was six times brighter than the background.

We therefore define the minimum intensity of a brightening to be six times the

brightness of the background and we can use this intensity level to define contours

to measure the area of the brightenings in 1600 Å 304 Å and 193 Å . Brightenings

occur at the edge of the magnetic flux emergence and also where the serpentine field

forms in the magnetic flux emergence . One example of brightenings at the edge of

the magnetic flux emergence is at 13:51 UT (fig. 3.12a). We see this brightening in

1600 Å (upper photosphere), in 304 Å (upper chromosphere) and 193 Å (corona at
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Figure 3.12: Images from HMI (a,b) and in 1600 Å (c) , 304Å (d) and 193 Å (e)
channels when a brightening occurs at the edge of the magnetic flux emergence
region. The 193 Å and 304 Å images are shown in a reverse colour table. The
red (white in d and e) star represents the location of the brightening in the 1600
Å channel. The red box in image (a) shows the field of view of images (b) to
(e). The blue box shows the extraction region for the magnetic flux cancellation
measurement. The flux evolution profile of the negative polarity (f) was measured
from the blue box in b, c, d and e. The blue vertical line shows the start of the flux
cancellation and the red vertical line shows the end of the flux cancellation.

1.25 MK). We see this brightening at 13:53 UT (fig. 3.12c), 13:55 UT (fig. 3.12d) and

13:57 UT (fig. 3.12e) respectively. This brightening is associated with magnetic flux

cancellation between the major negative polarity and the positive polarity of a small

emerging bipole that occurs at 13:49 (fig. 3.12b). The magnetic flux (associated

with the positive polarity) around the brightening location decreases by 8.2×1018

Mx between 13:49.28 UT and 13:52.27 UT on 23 June 2011. The brightening in

1600 Å lasts for 4 minutes and has an area of 1.1 million km2, the brightening in

304 Å lasts for approximately 4 minutes and has an area of 1.7 million km2, while

the brightening seen in 193 Å lasts for approximately 3 minutes and is 1.9 million

km2 in area. These brightenings are much larger than the brightening seen in figure

3.11.

The first chromospheric jets are seen in the AIA 304 Å wavelength approximately

five hours after the flux emergence begins (fig. 3.13). The chromospheric jet ve-

locities range between 20 and 30 km s−1 and the lengths range between 5 Mm and

10 Mm for the period of time jets are seen (approximately 7 hours). We measured

the jet velocity and length by measuring the propagation of the plasma. We see the

63



chromospheric jets over the serpentine field.

Figure 3.13: The first jet seen in the chromosphere (304 Å ) five hours after the
flux emergence begins. Left: A base difference AIA intensity map of the jet between
13:48 and 13:54 on 23 June 2011. Right: The closest HMI image to when the jet is
released. The red contours show location of the jet seen in 304 Å difference image.
This jet lasts for approximately six minutes.

Figure 3.14: Example of a jet seen over the serpentine field in 193 Å (b). The red
contours show the jet seen in the AIA 193 Å difference image (a).

The first coronal (in 193 Å wavelength) jets are seen approximately five minutes

after the first chromospheric jets. There are no coronal jets seen over this region

before the flux emergence and they are only seen approximately 5 hours after the

flux emergence has begun. At the early stages of the formation (for example, figure

3.14a), these jets have a velocity of approximately 50-60 km s−1 with lengths between

approximately 10 Mm and 13 Mm . They are spatially located over the region of

magnetic flux emergence with the footpoints appearing to be in the serpentine field

rather than at the major polarities of the emerging flux region. The coronal jets are

seen several minutes after the chromospheric jets and are seen at the same location.

We also see a connection between the location of the brightenings and the location

of one of the jet’s footpoints. We show a brightening in the 1600 Å channel that is

64



Figure 3.15: Images from HMI (a,b) and in 1600 Å (c), 304Å (d) and 193 Å (e)
channels when a brightening occurs at the same time chromospheric and coronal
jets are formed over the serpentine at approximately 14:15. The 193 Å and 304
Å images are shown in a reverse colour table. The red (white in d and e) star
represents the location of the brightening in the 1600 Å channel. The red box in
image (a) shows the field of view of images (b) to (e). The blue box shows the
extraction region for the flux cancellation measurement. The flux evolution profile
for the positive polarity (f) was measured from the blue box in b, c, d and e. The
blue vertical line shows the start of the flux cancellation and the red vertical line
shows the end of the flux cancellation.

connected to jets seen in the 304 Å and 193 Å channel. The first example connects

brightenings to jets over the serpentine at 14:18 UT in HMI (fig. 3.15a), in 1600

Å at 14:20 UT (fig. 3.15c), in 304 Å at 14:22 UT (fig. 3.15d) and in 193 Å at

14:26 UT (fig. 3.15e). The brightening is associated with flux cancellation between

a very small bipole and a larger negative polarity (fig. 3.15b). The magnetic flux

(associated with the positive polarity) around the brightening location decreases by

1.9×1019 Mx between 14:17.56 UT and 14:20.05 UT on 23 June. The brightening

lasts for 8 minutes and has an area of 1.6 million km2. The jets in 304 Å and 193 Å

last for approximately 5 minutes and are 7.9 Mm and 6.1 Mm in length respectively.

This 1600 Å brightening is larger than the 1600 Å brightening seen at approximately

13:50.

We also see brightenings in the serpentine field at a later phase of the serpentine’s

emergence. We show two examples of these brightenings: one that reaches the upper

chromosphere, but not the corona and the second that reaches the corona. The first

serpentine example occurs at 16:24 UT in HMI (fig. 3.16a) and is detected in 1600 Å
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Figure 3.16: shows images from HMI (a,b) and in 1600 Å (c), 304Å (d) and 193 Å (e)
channels when a brightening occurs in the serpentine field at approximately 16:25.
The 193 Å and 304 Å images are shown in a reverse colour table. The red (black in
d and e) star represents the location of the brightening in the 1600 Å channel. The
red box in image (a) shows the field of view of images (b) to (e). We do not see a
brightening in the 193 Å channel. The blue box shows the extraction region for the
flux cancellation measurement. The flux evolution profile for the positive polarity
(f) was measured from the blue box in b, c, d and e. The blue vertical line shows
the start of the flux cancellation and the red vertical line shows the end of the flux
cancellation.

at 16:25 UT (fig. 3.16c), in 304 Å at 16:27 UT (fig. 3.16d) and we see no brightening

in the 193 Å channel (fig. 3.16e). This brightening is attributed to magnetic flux

cancellation occuring between a very small positive polarity sandwiched between

two larger negative polarities (fig. 3.16b). The magnetic flux (associated with the

positive polarity) around the brightening location decreases by 4.2×1018 Mx between

16:24.46 and 16:26.14 on 23 June. The brightening in 1600 Å lasts for 5 minutes

and is 1.1 million km2 in area, while the brightening in 304 Å lasts for 4 minutes

and is 1.1 million km2 in area. These brightenings are smaller than majority of the

brightenings at earlier stages of the flux emergence. There is another, larger event

that occurs 6 minutes later. This is associated with a brightening that reaches the

corona.

The second serpentine example occurs at 16:46 in HMI (fig. 3.17a) and is de-

tected in 1600 Å at 16:48 (fig. 3.17d), in 304 Å at 16:52 UT (fig. 3.17e) and in

193 Å at 16:53 UT (fig. 3.17f). This brightening is attributed to magnetic flux

cancellation occuring between a very small amount of negative flux moving towards
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Figure 3.17: shows images from HMI (a,b) and in 1600 Å (c), 304Å (d) and 193
Å (e) channels when a brightening occurs in the serpentine field at approximately
16:45. The 193 Å and 304 Å images are shown in a reverse colour table. The red
(black in d and white in e) star represents the location of the brightening in the 1600
Å channel. The red box in image (a) shows the field of view of images (b) to (e).
The blue box shows the extraction region for the flux cancellation measurement.
The flux evolution profile for the negative polarity (f) was measured from the blue
box in b, c, d and e. The blue vertical line shows the start of the flux cancellation
and the red vertical line shows the end of the flux cancellation.

the positive polarity above and then disappearing (fig. 3.17b). The magnetic flux

(associated with the negative polarity) around the brightening location decreases by

9.1×1018 Mx between 16:44.58 UT and 16:47.15 UT on 23 June. The brightening

lasts for 2 minutes in all three wavelengths and has an area of 1.3 million km2 for

all three wavelengths. This is larger than the brightenings seen in figure 3.16 and

may explain why this event reaches the corona and the brightenings in figure 3.17.

3.3.2.2.2 The evolution of the flux emergence after 17:00 on 23 June

2011

In this section, we look at the later stages of the magnetic flux emergence and how

the atmosphere responds as the emerging flux region develops. We define the later

stages of the flux emergence to be after the serpentine field is no longer observed

(this occurs between 16:45 UT and 17:10 UT on 23 June 2011) to the end of the

emergence.

At this stage of the jet formation, the footpoints of the jets appear to be over the
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Figure 3.18: Shows an example of a jet seen over the main flux emergence field (b).
The red contours show the jets seen in the AIA 193 Å difference image (a).

major polarities of the flux emergence (for example, figure 3.18b). The length and

velocity of the jets at the later stages of the flux emergence increase to approximately

16 Mm and approximately 70 km s−1.

Figure 3.19: shows images from HMI (a,b) and in 1600 Å (c) , 304Å (d) and 193 Å
(e) channels when a brightening occurs at the same time chromospheric and coronal
jets are formed over the large-scale EFR field at approximately 18:15. The red (white
in d and e) star represents the location of the brightening in the 1600 Å channel.
The red box in image (a) shows the field of view of images (b) to (e). The 193 Å
and 304 Å images are shown with a reverse colour table. The blue box shows the
extraction region for the flux cancellation measurement. The flux evolution profile
for the positive polarity (f) was measured from the blue box in b, c, d and e. The
blue vertical line shows the start of the flux cancellation and the red vertical line
shows the end of the flux cancellation.
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The next example connects brightenings to jets over the larger EFR field at 18:08

UT in HMI (fig. 3.19a), in 1600 Å at 18:10 UT (fig. 3.19c), in 304 Å at 18:14 UT

(fig. 3.19d) and in 193 Å at 18:15 UT (fig. 3.19e). The brightening is associated with

magnetic flux cancellation between the major negative polarity of the flux emergence

and the pre-existing positive polarity of the active region (fig. 3.19b). The unsigned

magnetic flux (associated with the positive polarity) around the brightening location

decreases by 9.9×1018 Mx between 18:05.54 UT and 18:08.16 UT on 23 June. The

brightening seen in 1600 Å lasts for 6 minutes and has an area of 1.9 million km2.

The jets seen in 304 Å and 193 Å last for approximately 7 - 10 minutes and are

10.0 Mm and 9.2 Mm in length respectively. This is the largest brightening we see

during the flux emergence.

3.3.2.2.3 How does the atmosphere respond to the flux emergence

change?

Up until now, we have concentrated on the atmospheric response to new flux as it

interacts with the positive polarity of the pre-existing active region to the south of

the emerging flux region. But do we see any atmospheric response to the north of

the emerging flux region, and if so, how far away does the emerging flux region’s

influence extend?

Figure 3.20: (a) & (b): Shows AIA 193 Å intensity maps before (5 hours) and after
(9 hours) the flux emergence begins. (c) & (d): Shows EIS Fe XII intensity maps
before (5 hours) and after (9 hours) the flux emergence begins. (e) & (f): Shows
EIS Fe XII Doppler velocity maps before (5 hours) and after (9 hours) the flux
emergence begins. The Doppler velocity range is between ±20 km s−1. (g) & (h):
Shows two HMI magnetogram maps before (5 hours) and after (9 hours) the flux
emergence begins. The minimum magnetic field strength is ±25 G. The blue boxes
(black for the Doppler velocity maps) show where the new flux region will emerge.

In the EIS velocity maps, we see blueshift enhancements after the magnetic flux
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Figure 3.21: (a):Shows an AIA 193 Å image with the lightcurve extraction regions
overlaid. We measure the intensity evolution in the loops to the north (red and blue
box) and around the emerging flux region (black box). The light green box shows
the EIS field of view.(b),(c) and (d): lightcurves for the red, dark blue and black
regions shown in (a). The orange line shows the start time of the first jets seen
at approximately 14:00 UT, the blue line shows the start of the intensity rise seen
after the start of the jets and the black line shows the end time for jets. This rise is
determined as a continual increase in intensity over a extended period of time. The
light curves for the dark blue and black boxes cover the north-eastern part of the
EIS field of view.

emergence begins (fig. 3.20e), and we also see an intensity enhancement in the

EIS intensity maps after the magnetic flux emergence begins (fig. 3.20d). These

enhancements were not seen before the magnetic flux emergence (fig. 3.20a and c).

The blueshifts are located where positive and negative flux meet at the north part

of the emerging flux region (fig. 3.20h) and where there are intensity enhancements

in the EIS 195 Å intensity data (fig. 3.20d). We relate these blueshift enhancements
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to new upflows being created through magnetic reconnection of new flux with the

pre-existing active region (the interaction between the negative flux of the emerging

flux region and the positive flux of the pre-existing active region). We compared the

velocities of the blue (black) box in figure 3.20e (before the magnetic flux emergence)

and the velocities of the blue (black) box in figure 3.20g (during the magnetic flux

emergence) and we find that the velocities in figure 3.20f had an average upflow

velocity enhancement of 10 ±4 km s−1 when compared with the velocities in figure

3.20c.

Figure 3.22: Shows running difference images before the rise in intensity (a) and at
the peak of the intensity rise (b). We can clearly see an enhancement in intensity to
the north of the emerging flux region (highlighted by the blue box). The green box
represents the field of view of EIS and the red triangle represents the area where we
see the upflow enhancements.

In fig. 3.21a, we extracted lightcurves for three of the boxes shown. The four

boxes cover: the emerging flux region (black), the coronal loops north of the emerg-

ing flux region (dark blue), the coronal loops north of the blue box (red) and the EIS

field-of-view (green box). These regions are used to try and understand the extent

of the emerging flux region’s effect on loops that are far away from the emerging

flux region. In the intensity plots of these regions (fig. 3.21b to d), the start of the

jets in the emerging flux region is represented by an orange line. We see a rise in

intensity that starts approximately 3 hours after the jets begin (as shown by the

blue line) and ends just after the jets end (as shown by the black line). We attribute

this intensity rise to mean that new plasma has appeared in our extraction region.

Therefore, we expect this rise in intensity to be associated with new loops forming

over our extraction regions (as seen in fig. 3.22). The light blue box shows the

location of the emerging flux region at 18:00 UT on 23 June 2011. It can be seen

that the enhanced blueshifts are located in the northern part of the emerging flux

region (as shown by the red triangle in figure 3.22) which is associated with the

lower legs of the large-scale loops. This suggests that the cause of the blueshifts is

chromospheric evaporation.
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3.3.2.2.4 The end of the flux emergence phase

The flux emergence phase ends at approximately 01:00 on 24 June 2011. After this

time, the emerging flux region enters a decay phase that lasts a further 23 hours.

So can we see the atmospheric response to the end of the emergence?

Figure 3.23: shows images from HMI (a,b) and in 1600 Å (c) , 304Å (d) and 193
Å (e) channels when a brightening occurs at the end of the flux emergence at ap-
proximately 01:15 on 24 June 2011. The 193 Å and 304 Å images are shown in a
reverse colour table. The red (black in d and white in e) star represents the loca-
tion of the brightening in the 1600 Å channel. The red box in image (a) shows the
field of view of images (b) to (e). The blue box shows the extraction region for the
flux cancellation measurement. The flux evolution profile for the positive polarity
(f) was measured from the blue box in b, c, d and e. The blue vertical line shows
the start of the flux cancellation and the red vertical line shows the end of the flux
cancellation.

The final brightening we see is at 01:18 UT on 24 June 2011 in HMI (fig.

3.23a), in 1600 Å at 01:21 UT (fig. 3.23c), in 304 Å at 01:25 UT (fig. 3.23d) and

in 193 Å at 01:26 UT (fig. 3.23e). The brightening is associated with magnetic

flux cancellation between a small negative polarity and the pre-existing positive

polarity of the active region (fig. 3.23b). The magnetic flux (associated with

the positive polarity) around the brightening location decreases by 4.5×1018 Mx

between 01:20.57 UT and 01:24.40 UT on 24 June 2011. The brightening lasts for

approximately 3 minutes all three wavelengths and has an area of 310,000 km2.

The brightenings in 304 Å and 193 Å appear to be 1 - 2′′ above the location of

the 1600 Å brightening, which could be a height effect. This brightening is much
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smaller than any of the brightenings seen before.

3.3.3 Timeline of flux emergence events in the second ex-

ample

We note below the key events that happen when flux emergence occurs on 23 June

2011:

1. The flux emergence starts at 09:00 UT on 23 June 2011 (figure 3.9).

2. The serpentine field is first seen between 10:30 UT and 11:00 UT on 23 June

2011 (figure 3.10c).

3. First brightenings seen in 1600 Å at 10:50 UT on 23 June 2011. These are

seen at the edge of the flux emergence (where the flux emergence interacts with

the pre-existing active region) and have an area of approximately 750,000 km2

(figure 3.11).

4. First brightenings seen in 304 Å and 193 Å at approximately 12:30 on 23 June

2011. These are seen in the serpentine field and have an area between 1.0 and

1.1 ×106 km2 (example of serpentine brightening in figure 3.12).

5. First jets seen at approximately 13:55 UT (chromosphere) and 14:00 UT

(corona) on 23 June 2011 in the serpentine field. After this time, the ma-

jority of the brightenings have an area between 1.1 and 1.9 ×106 km2. We see

brightenings at the edge of the flux emergence and where the serpentine field

is located (figure 3.15).

6. Between 17:00 UT on 23 June 2011 and 00:00 UT on 24 June 2011, new

loops are formed to the north of the flux emergence (up to 100′′ from the flux

emergence)(figure 3.21).

7. Upflow enhancements up to 10 km s−1 seen where negative polarity of emerging

flux region interacts with the positive polarity of active region which lies to

the north of the flux emergence (figure 3.20).

8. End of jets seen at approximately 22:00 UT on 23 June 2011.

9. End of flux emergence seen at 01:00 UT on 24 June 2011 (end of emergence

phase in figure 3.9c).

10. End of brightenings in all three wavelengths at approximately 01:15 on 24 June

2011. The brightenings are located at the edge of the magnetic flux emergence

and the majority of the brightenings have an area below 500,000 km2 (figure

3.23).
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3.3.4 Interpretation

3.3.4.1 The early stages of the flux emergence

We think that the first brightenings we see (fig. 3.11) are as a result of reconnection

occurring between two small bipoles near the edge of the flux emergence. This

area is a favourable site for magnetic reconnection because we see positive and

negative polarities interacting with each other and a decrease in flux where the

polarities are interacting. As a result of magnetic reconnection, we see one of the

new bipoles disappearing and a brightening occurring above this location (as shown

in figure 3.11 d). We attribute the disappearance of this new bipole to magnetic flux

cancellation. In previous studies, brightenings in the atmosphere are one of many

observational pieces of evidence for magnetic reconnection (e.g. Guglielmino et al.

2010). Magnetic flux cancellation is also another indicator of magnetic reconnection.

If reconnection occurs in the lower parts of the atmosphere, one loop could have a

small enough radius of curvature that magnetic tension can pull the loop under the

photosphere (van Ballegooijen and Martens 1989). In magnetograms, we see this as

magnetic flux cancellation.

The coronal jets seen appear to agree with what has been seen in previous work

on jets in the solar atmosphere (Heyvaerts & Priest 1977; Shibata 1992). Figure

3.24 describes the formation of the jets seen along the serpentine field. Magnetic

reconnection occurs between the negative polarity of the serpentine field and the

positive polarity of the active region (fig.3.24a). This is the favourable site for mag-

netic reconnection as we have oppositely directed (anti-parallel) fieldlines. Magnetic

reconnection occurs at this location and a jet is released (fig. 3.24b). Current recon-

nection models suggest that magnetic reconnection creates a small magnetic loop

and a larger open-like fieldline that now has its footpoint in the positive field of

the emerging flux region. In our case, the new foopoint location is associated with

the positive polarity of the serpentine field (fig. 3.24c). In figure 3.15, we see that

the brightening is associated with the jet where magnetic reconnection is favourable

within the serpentine field.

In the serpentine brightenings (fig. 3.16 and 3.17), the magnetic reconnection

could follow the cartoon in figure 3.25 which is based on the model in Pariat et al.

(2004). In the model of Pariat et al. (2004), brightenings in the wings of the Hα line

(called Ellerman bombs) are located over flux cancellation sites. The magnetic flux

cancellation sites are favourable locations for magnetic reconnection and successive

reconnection events can build up longer magnetic field lines in the serpentine field.

As magnetic reconnection continues, some of the plasma drains from the Ω-loops into

the U-loops and the remaining magnetic flux is able to rise through the atmosphere

(as shown in fig. 3.25).
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Figure 3.24: Cartoon showing the magnetic field layout of the active region and the
serpentine field. (a) cartoon shows the magnetic configuration before reconnection
occurs highlighting the serpentine field and the pre-existing field. (b) cartoon shows
where the reconnection occurs to form the jet and the smaller reconnection loop. (c)
shows the new magnetic configuration after reconnection. This cartoon describes
where and how the jets seen in fig 3.14,(a) and (b) were created.

Figure 3.25: Cartoon showing reconnection within the serpentine field. This cartoon
is based on the model of Pariat et al. (2004).

Figure 3.26: Cartoon showing the magnetic field layout of the active region and the
emerging flux region. This includes the global emerging flux region loop in (b) and
the new loops highlighted on the left-hand side of (c). The cartoon describes how
the jets seen in fig. 3.18, (a) & (b) were created. The cartoon also describes how
the intensity enhancements seen in the light curves in fig. 3.21 are connected to the
emergence of the new flux and how we can attribute these intensity enhancements
to new loops being formed away from the emerging flux region.

3.3.4.2 The evolution of the flux emergence after 17:00 UT on 23 June

At later stages (fig. 3.26) of the magnetic flux emergence (approximately 8 hours

after the magnetic flux emergence begins), the serpentine field has disappeared fol-

lowing successive reconnections (this explains why we continue to see jets forming

over the serpentine field), leaving two major polarities of the emerging flux region.
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The coronal loops now form between these two polarities, but the negative polarity

of the flux emergence is still interacting with the positive polarity of the active region

(fig. 3.26a). So magnetic reconnection continues to take place between the negative

polarity of the emerging flux region and the positive polarity of the active region

(which is connected to a negative spot to the west). The pre-existing magnetic field

lines are relatively larger compared to the fieldlines associated with the emerging

flux. As before, a smaller new loop is formed at the reconnection site. However, the

new larger loop that forms is now over the major positive polarity of the emerging

flux region and so the jets are formed along this loop (fig. 3.26b). We see bright-

enings near the jet footpoint which is the favourable site for magnetic reconnection

(fig. 3.19). Following successive reconnections between the negative polarity of the

emerging flux region and the positive polarity of the pre-existing active region, new

loops start to build up on the north side of the emerging flux region (fig. 3.26c)

as we see in the observations (fig. 3.21). This process is described by interchange

reconnection (Del Zanna et al. 2011).

3.3.4.3 The end of the flux emergence

In the final brightening (fig. 3.23), both bipoles are small and are connected by small,

closed loops. This scenario does not follow the previous cartoons, but magnetic

reconnection is still possible between the two bipoles.

3.4 Discussion - comparison between both emerg-

ing flux regions

The average flux density of the emerging flux region in the first active region (section

3.2) is 490 G and peak flux for the emerging flux region occurs at the same time.

The average flux density of the emerging flux region in the second active region

(section 3.3) at the time of peak flux (in the EFR) is 190 G. When we study the

evolution of the 10926 EFR (first example), we see that it plays a significant role

in increasing the amount of flux in the active region, so finding a flux density that

is higher than that of the active region is not surprising. On the other hand, the

active region AR11236 (second example) continues to decay, despite the injection of

new flux.

In the first example, the flux emergence has 3.4 ×1021 Mx of unsigned flux and

lasts for 32 hours, while in the second example, the flux emergence has 4.7 ×1021

Mx of unsigned flux (however HMI can resolve objects 3 times better than MDI

could). and only lasts for 15 hours. So the magnetic flux emergence rate is faster

in the second example than in the first example. It also appears that the emerging

flux region in the first example covers a wider area than the emerging flux region in

the second example.
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The chromospheric brightenings in the first example appear 80 minutes after the

magnetic flux emergence begins. While in the second example, the chromospheric

brightenings appear 200 minutes after the magnetic flux emergence begins.

In the corona, the upflows that have been attributed to reconnection by the

simulations (Harra et al. 2012) for the first example appear between 5 and 8 hours

after the magnetic flux emergence begins and are seen at the western edge of the

active region. The outflows seen on the eastern side are thought to be caused by

an increase in the pressure gradient (Murray et al. 2010). In the second example,

we first see jets 5 hours after the flux emergence begins and they are seen in the

emerging serpentine field. The first jets seen at the edge of the EFR in the second

example occur 8 hours after the magnetic flux emergence begins. We agree with

Su et al. (2012) that the jets found are the result of magnetic reconnection and that

these jets do appear in the upper chromosphere and then in the corona (as we see

jets being formed in the 304 Å data before the 193 Å data).

It does appear that emerging flux regions with different average flux densities

have an effect on active regions. The effect however does depend on average flux

density: the emerging flux region in the first example is able to create persistent

outflows up to 50 km s−1 while the emerging flux region in the second example is

only able to form small upflow enhancements, small-scale jets and new loops. The

timing and location of the jets suggests that the jets help facilitate the emergence

of the serpentine field from the photosphere in the atmosphere. We have seen for

the first time, coronal jets originating in the serpentine field.

During the lifetime of the EFR in the first example there are several flares,

including a Cl.2 flare, 8 hours after the flux emergence begins. There is no evidence

that the second example EFR produces flares of this magnitude.

There are currently no simulations that cover the serpentine field and the upper

atmosphere together. So we cannot currently compare our observations of the second

active region with any simulations. The simulations used in the first example did

not look at the serpentine field, so cannot detect the coronal jets in the serpentine.

However, coronal jets driven by magnetic reconnection, were found at the western

edge of the emerging flux region (this was the favourable side for magnetic reconnec-

tion). The simulations by Cheung et al. (2008) and Pariat et al. (2004) include the

serpentine field, but only extend as far as the lower chromosphere. Chromospheric

brightenings and chromospheric jets are seen in the simulations at sites within the

serpentine field where magnetic reconnection is favourable, which is what we see in

the AIA 304 Å data.

77



3.5 Conclusion

We have studied how flux emergence affects an active region. We looked at an

emerging flux region with a high flux density studied by Harra et al. (2010) and

Harra et al. (2012) and then compared the results to a emerging flux region that has

a lower flux density. We found that it is possible that coronal jets can form over the

serpentine field at the early stages of flux emergence. This has not been seen before

and this is possibly due to the lack of high temporal and spatial resolution. However,

we do see coronal enhancements in the line width and velocity maps from EIS in the

first example. In our second example, the flux emergence still has an effect on loops

that are in the vicinity of the flux emergence and is able to create small-scale jets.

At the later stages of the flux emergence, the footpoint of the jets shift towards the

edges of the emerging flux region. However, unlike in Harra et al. (2010), the second

emerging flux region produces smaller blueshift enhancements. We have found that

flux emergence can create new upflows and new large coronal loops regardless of

size. We have also found (in the second example) that reconnection-driven jets can

form over the serpentine field.

We have also looked at EUV brightenings associated with the flux emergence.

The brightenings start approximately two hours after the flux emergence begins and

ends at the same time as the flux emergence ends. This suggests that successive

reconnections are required before brightenings can occur at the higher layers of the

atmosphere. When we see the jets and the brightenings at the same time, they occur

in the same part of the flux emergence which is in agreement with our cartoons shown

in the previous section. However, the majority of non-jet related brightenings do

not follow our previous cartoons. Instead, they appear to follow the picture painted

by serpentine field models (e.g. Pariat et al. 2004 or Cheung et al. 2008) and shown

in fig. 3.25.
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Chapter 4

Future work

We know now that an emerging flux region can have an effect on the corona regard-

less of size. But will two emerging flux regions of a similar size give a similar result?

With the higher temporal and spatial resolution of the Solar Dynamics Observatory,

can we see more jets in the serpentine field and will they have similar velocities and

sizes to those seen in this study? With future solar telescopes like Solar-C that will

probe all the way from the photosphere to the corona, we should also expect to

find the height where the reconnection is taking place to form the jets and the new

loops. We will also be able to see how the energetics of the jets change with height,

and be able to study the evolution of the serpentine field and the role magnetic

reconnection plays in pulling the serpentine field through the photosphere.

We would also like to investigate how the atmosphere responds to the emergence

of a new active region into the quiet Sun. We would like to know if outflows are

formed and how they are formed. We would expect to see outflows form, but at

a later time compared to the outflows seen in 3.2 as we are reliant on the active

region to build up enough large-scale loops to reconnect with other active regions

(for example, Harra et al. 2008). An active region in quiet Sun with outflows would

also allow us to probe the role of QSLs in producing outflows. We would also like

to know how far into the emergence do outflows start to be detected and are they

at a constant frequency after they begin. A constant frequency would tell us that

we may be seeing waves and not flows. However, an irregular frequency would tell

us that these “outflows” are flowing plasma and not waves. We would also like to

investigate how outflows evolve when active regions survive a number of rotations.

This would give us a greater understanding of the role of emerging flux in producing

the phenomena we see in the atmosphere.
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