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Mechanisms of contrast formation in Non-Contact Atomic

Force Microscopy (NC-AFM) on insulating surfaces 

Abstract

This work considers the problem of the prediction and interpretation of atomic 
resolution in NC-AFM images of ionic surfaces and adsorbed molecules, and the 
relation between atomic resolution and electronic properties of the system. Several tip 
models were studied over the MgO(OOl) surface, where models giving the strongest 
contrast were selected. The oxide tip model and the model of a Si tip with a dangling 
bond were used in further investigation of clean surfaces, single adsorbed molecules, 
and molecular monolayers.

Ab initio calculations based on density functional theory were used extensively for static 
structural optimisation and electronic structure analysis. Atomistic simulations with pair 
potentials were performed where possible. Interatomic potentials between organic 
molecules and oxide had to be fitted from the ab initio results.

This study predicts that atomic and chemical resolution can be achieved on a clean 
surface of aluminium oxide for both tip models. It is demonstrated that using the Si tip 
with an apex dangling bond enables one to provide straightforward chemical 
interpretation of images on ionic insulating surfaces. The resolution, mechanisms of 
tip-surface interaction and contrast formation are explained by the study of HCOOH 
monolayers on a TiC>2(l 10) surface imaged using the Si tip model. An interpretation of 
previous experimental data on this system is suggested based on the result of this study. 
The resolution within charged formate ions on MgO(OOl) and the effect of the adsorbate 
on the substrate resolution is studied using the oxide tip model. Fundamental questions 
regarding limits of resolution in surface-adsorbate systems are addressed. Finally, the 
applicability of NC-AFM techniques for the detection of ionic filling inside single-wall 
nanotubes, and the interplay between electronic structures of the two systems are 
investigated.
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Introduction

Characterisation of insulating surfaces with high resolution of the order of 1 nm 

is essential for studies in heterogeneous catalysis, corrosion and in the emerging field of 

nanofabrication. A number of sensitive techniques, such as temperature programmed 

desorption1, sum-frequency generation2 or the surface diffraction of particles and high 

energy photons3'6 are used for surface characterisation. However, the measurements 

obtained from these techniques are averaged over the surface area and do not provide 

high spatial resolution locally. Hence the development of techniques providing high 

resolution in real space is important.

Scanning Probe Microscopy (SPM) is a vast field of techniques producing real 

space maps of surface properties at scales below 1 pm. Surface Force Microscopy 

(SFM) is a subset of such techniques, where the strength of interaction between tip and 

surface is mapped. Therefore, SFM allows characterization of heterogeneous and 

microscopically rough surfaces. SFM techniques tailored to measure the tip-surface 

interaction with high resolution (approximately of 1 nm) are often described as Atomic 

Force Microscopy (AFM). These techniques are used to study adsorption, friction, wear 

and surface properties, which can be deduced from the measurement o f the force 

exerted on the tip. The typical values of forces measured in such experiment are 

approximately 1-100 nN7' 10.

One of the main advantages of SFM compared to Scanning Tunnelling 

Microscopy (STM), which is used for characterisation of conductive surfaces, is the 

ability to characterise the structure of insulating surfaces. Although STM has been used 

successfully to study the properties of thin insulating films1 l l4, the interpretation of the 

images obtained remains controversial. Therefore, SFM is the dominant SPM method 

for the study of atomic structure and defects on insulating surfaces.

In SFM the surface is scanned by the tip in a raster fashion, analogously to the 

way a TV display is scanned by the e-beam, i.e. the probe is displaced by the 

positioning system in two dimensions across the surface. However, in SFM there may 

be a significant thermal surface drift, which distorts the scanning area from a perfect 

rectangle. A pixel of the SFM image is formed on the basis of the tip-surface 

interaction, which is measured directly or indirectly by the probe over a period of time. 

A sequence of pixels is mapped onto the trajectory of the probe handler and presented

19



as a set of forward and backward scanlines constituting an image. The intensity level of 

a pixel represents the tip-surface interaction in a broad sense, because the way it is 
measured and interpreted varies between different types of SFM instruments.

Experimental AFM setup. Typically, a probe is mounted on a flexible Si 

microcantilever, and the AFM measures the displacement of the cantilever induced by 
the tip-surface interaction. Most instruments do not output the measured signal directly, 

but use a feedback system to keep the value of the signal at a preset constant value. For 

instance, the z-position of the surface can be adjusted continuously to maintain a preset 
value for the force exerted on the cantilever. The image in this case is a map of the 
adjusted z-position of the substrate relative to the position of the tip. It can be also 
interpreted as a measure of interaction. One of the advantages of such a feedback 
system is the ability to image highly corrugated surfaces or surfaces with adsorbed 
molecules.

The speed of reaction of the feedback loop is an important concern and can be 

regulated by the value of the gain in the feedback loop. For the image to be produced in 

a steady state, the speed of reaction of the feedback should be greater than the scanning 

speed.
An example of an AFM image15 of an AhC^OOOl) surface, which attracts 

experimentalists due to its multiple technological applications16'20, is presented in 
Figure 1. The output signal in the image is the variation in the z-position of the surface 
(corrugation), which is required to maintain the preset force on the cantilever as a 
function of the lateral tip position.

2.0  -i

1.5 -

Monostep
1.0 -

0.5 -

100 200 300 nm
0.0

Doublestep-0.5 - 
nm

Figure 1. (left) AFM image o f  a-alumina (0001) surface annealed to 1300°C shows monosteps 
and double steps on the surface, (right) The profile o f  the stepped surface perpendicular to the 
step edges as observed with the A FM 15.
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It is important to note that the actual distance between the tip and the surface is not 

measured in the experiment and its evaluation is one of the problems of the interpreting 

the image.

The interpretation of the AFM image is based on the fact that the chosen preset 

value of the force applied to the cantilever guarantees that the apex of the tip is 

constantly “in contact” with the surface. According to this interpretation, the image 

presents a number of wide terraces on the surface and steps between them15 (Figure 1). 

The apparent height of the steps is 0.2 nm, so most likely they are monoatomic, 

according to the experimentalist’s opinion15. This is an example of high topographic 

resolution, while no corrugation is measured on the individual terraces.

There are some examples where the high resolution of the image does not mean 

that positions of the atoms are identified. For instance, some of the images of alkali 

halides surfaces made with AFM in “contact” mode (C-AFM) resulted in patterns with 

periods of the order of the lattice constant21. These patterns were first identified as those 

providing “atomic resolution”. However, the theoretical analysis of contact mode 

imaging demostrates22 that the correspondence between the “bright” and “dark” spots in 

the experimental image (Figure 2) and the positions of the ions is often a coincidence, 

although the period of the scanline may well correspond to the periodicity of the 

substrate.

Figure 2. Atomically resolved AFM image o f  the KBr(001) surface in the contact mode, a) 
image o f  the plain terrace with indications o f  atomic resolution. Area marked with a red 
rectangle is scanned in a smaller frame and shown in b). The structure o f  the surface and 
characteristic distances are shown in c). The small and large protrusions in b) are attributed to 
the K+ and Br- atoms respectively21.
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The periodicity seen in Figure 2 arises as a “steady state” of the dynamic 
reconstruction of the tip accommodating itself to the change in the underlying

the scan direction, scan speed24’25, tip properties and the shape of the substrate 

potential26.
In the presence of defects, the signal depends strongly on the history of the 

scanline, i.e. it has a “memory effect”, which significantly complicates the detection, 
interpretation and comparison of C-AFM images with corrugations of atomic scale. 

Hahn27, for instance, demonstrated that C-AFM gives a “perfect” atomic pattern, while 

STM showed evidences of the presence of atomic size defects. However, a C-AFM 

image might allow detection of an atomic defect for certain combinations of surface and 
tip apex28.

Since the “memory” effects and the tip reconstruction are the results of strong 
tip-surface interaction, the “straightforward” way to avoid these effects is to reduce the 
typical force of the tip-surface interaction and increase the precision and sensitivity of 
the measurement.

The Dynamic Atomic Force Microscopy (D-AFM)29 technique developed30 a 
few years after conventional AFM, provided the means for precise measurement of the 

tip-surface interactions over a range of weaker forces of typically 0.01-10 nN. In this 
technique, the improvement has been made by the introduction of an oscillating probe 

(Figure 3), rather than a statically bent cantilever. The high sensitivity of the force

Figure 3. SEM image o f  a typical microcantilever (NT-MDT). The atomistic model o f  
tip-surface interaction consists o f  the “nanotip” cluster representing the apex o f  the tip and the 
model o f  the surface. Both the nanotip and the surface slab are split into two regions: with fixed  
and relaxed atoms31.

substrate 23. Therefore, the shape of the scanline is determined for a perfect lattice by
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measurement can be explained by the sensitivity of the period of an oscillator to 

perturbations in the potential near the turning point and the high precision with which 

frequency can be measured ( a detailed description is given in the section 1.1).

The frequency modulation mode of D-AFM (FM-AFM) is specifically tailored 

for high precision measurements with atomic resolution9. In this mode the amplitude of 

the oscillation is maintained constant, the phase of the driving signal is adjusted to 

maintain resonance, while the change in the frequency (“detuning”) is used in the 

feedback system as a measure of the tip-surface interaction.

The issues of surface drift and the relationship between the scan speed and the 

speed of the reaction of the feedback loop are very important in this mode. For high 

scan speed and low values of the feedback gain, the preset value of the frequency shift is 

not achieved and the image of the error results in a complementary image of “detuning”. 

In the ultimate limit of very low gain and very high speed, the feedback is not able to 

adjust the z-position of the surface to the fast variations in the interaction during the 

scan and the “detuning” image becomes the primary source of information. The ultimate 

modes with high gain, slow speed and very low gain, very high speed are termed as the 

Constant Frequency Shift (CFS) mode and the Constant Height (CH) mode respectively.

FM-AFM is often referred to as “Non-Contact” Atomic Force 

Microscopy (NC-AFM), because the measurement normally probes the 1 -nm region 

close to the surface, and works predominantly in the attraction regime. NC-AFM is used 

to characterize surfaces at the atomic scale, in particular, to study atomic defects on the 

surface32, molecular adsorption33 and atomic scale mechanisms of friction34. The high 

precision of this technique achieves atomic and chemical resolution of genuinely 

insulating surfaces35, which are out of reach for Scanning Tunnelling Microscopy 

(STM) which demands at least surface conductivity of the sample. The issues of cluster 

growth36, molecular adsorption and surface reactions, laser- and electron induced 

desorption are also addressed using NC-AFM in the context of catalysis, corrosion and 

general surface chemistry37,38.

With the expansion of the FM-AFM field, the meaning of the term “NC-AFM” 

has blurred. Nowadays it is often used at the discretion of the experimentalists and their 

perception of the model for imaging. According to a recent review book39, an imaging 

mode of D-AFM is “non-contact” when “neither tip nor sample suffer permanent 

deformations or wear during the imaging process” no matter what is the sign o f the

23



force acting on the tip or the apex atom. In this work we will use the term “non-contact” 

in this sense.

We also require definitions o f different degrees of resolution in an AFM image. 

Importantly, the “resolution” is used in the sense of “resolved information” and 

therefore is achieved not only by the experimental work, but from the joint application 

of theory and experiment.

An image with true atomic resolution is the result of an experiment, where a 

match between the features of the image and the atomic positions in surface can be 

made in principle. This distinguishes it from an image with features of atomic size as 

shown in Figure 2b. When different species of the surface structure can be resolved in 

the image with “true atomic resolution” and the identity of the atom can be proved - we 

talk about chemical resolution40.

In the general case, when atoms, groups of atoms or molecules can be resolved 

in the image “truly”, in the sense mentioned above, we will refer to the image as a “high 

resolution image”. The procedure of developing the correspondence between a surface 

structure and the image will be termed in this work as interpretation of the image.

Interpretation o f  NC-AFM images o f CaF2(l 11) performed in our group in the 

past provides a basis41 42 for further studies. It is not the only work in the field but is an 

example of the productive joint application of theoretical and experimental 

developments that have been built up over many years23,43,44. The work41,42 shows that 

an understanding of a realistic model of the tip and tip-surface interaction, as well as 

both tip and surface relaxation are required for “unambiguous” interpretation of the 

experimental images. It has also been demonstrated that having a single NC-AFM 

image is not sufficient for interpretation of the underlying system.

The comparison of a high resolution NC-AFM image of the clean CaF2( l l l )  

surface with simulated NC-AFM images of the same surface is presented in Figure 4. 

Both experimental and simulated images correspond to the Constant Height mode and 

show detuning in the oscillations of the cantilever, as it moves along the surface. For 

this particular surface several types of pattern are observed in the experimental images, 

as the tip approaches the surface.
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Figure 4. Comparison o f  experimental NC-AFM images on CaF2( l l l )  with simulated 
theoretical data obtained using the oxide tip model with a positive tip potential, (left) (a-c) 
experimental images are taken, as the tip approaches the surface with increasing o f  the mean 
detuning (-121, 127, and -140 Hz), (d-h) theoretical images simulated at 0.500 nm, 0.375 nm, 
0.325 nm, and 0.250 nm. (right) experimental (a-c) and theoretical (d-h) scanlines to the second 
nearest bright spot in the image42.

The theoretical image modelled with a positively terminated oxide tip is able to 

reproduce the patterns qualitatively. The theory explains the mechanisms, which led to 

the change in the pattern on the basis of the atomistic simulation. A model interpretation 

built on the basis of this comparison allows the association of the centres of the dark 

spots in the images (a) and (d) in Figure 4 (left) with the equilibrium positions of the 

positive Ca2+ ions. Importantly, the tip model and the assignment of the “dark spots” are 

deduced simultaneously, so that one could potentially change the tip model and the 

image interpretation at once. Therefore, further analysis and comparison with other 

experimental data had to be made before the authors of that work were able to conclude 

that in this case an “unambiguous” interpretation was possible42. The work has 

demonstrated that the contrast formation in the image is governed by 2 factors: a strong 

electrostatic potential of the oxide tip model and displacements in a soft surface.
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The interpretation of an image is complicated for several reasons. The first 

problem is that the structure and composition of the tip apex are not known. Another 

complication is the absence of a reference object with a known position on the surface, 

which is uniquely present in the image -  a “marker”. Also, the tip-surface distance scale 

is relative and the ability to determine the absolute distance is usually the exception 

rather than the rule. Finally, a geometrical model of the surface structure is always 

required in advance to enable interpretation. The interpretation is therefore achieved by 

solving the inverse problem, i.e. by finding a feasible tip model (or a range of models), 

which can reproduce experimental images (or the whole set of experimental data) with 

maximal “likelihood”, and so requires extensive theoretical analysis.

The main problems o f  high resolution SPMs are: a) to choose the experimental 

parameters for imaging; b) to foresee the fundamental limits of resolution; and c) to 

provide a straightforward interpretation of the image. This last problem arises because 

the size, structure and composition of the probe apex, which are crucial for 

interpretation, cannot be characterised directly in the experiment. In the specific case of 

the D-AFM experiment with atomic resolution there are three major issues: choice and 

preparation of the tip, choice of parameters of the imaging, and interpretation of the 

image.

During recent years, significant theoretical effort has been made in this field 

contributing to all three questions. The choice of imaging parameters proved to be very 

important due to instabilities in the Amplitude Modulation (AM) mode of D-AFM and 

this has been analyzed theoretically29. In FM-AFM mainly experimental efforts have 

been made to improve the setup45’46, which has led to unprecedented force sensitivity. 

The issue of interpretation of the AFM image pattern has been in question for a 

decade47, however a qualitative interpretation of FM-AFM image required either 

tailoring the theoretical tip model to the particular experiment42 or preparing the tip 

experimentally42 to match the established theoretical tip model42,48. Based on the 

information available from an experiment, the problem of choosing a tip model could 

not so far be solved deterministically. Therefore, the problem of the tip model appears 

to be closely related to the problem of image interpretation and has to be addressed 

simultaneously. Cases of “unambiguous” interpretation with atomic resolution are quite 

rare and require either using unambiguous markers on the surface, such as adsorbed 

molecules37, or an extensive theoretical study with several tip models42.
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Due to the wide range of surfaces available for NC-AFM, models of the tip apex 

and, correspondingly, understanding of the mechanisms of contrast formation are not 

universal. However, although they have been developed for particular systems, the 

interpretation of the image has proved to be transferable for some tip models within a 

class of similar systems such as in the case of typical semiconductors (Si, InP, GaAs) 

and alkali halides (NaCl, KBr, Kl). 49,5°. These models capture the major mechanisms of 

contrast formation rather than offer a particular model of the tip apex structure: 

interaction with unsaturated “dangling” bonds on the tip results in instantaneous charge 

transfer onto semiconducting surfaces, and interaction with a strong electrostatic tip 

potential results in ionic polarization and relaxation. Roughly, the models correspond to 

the clean Si tip and Si tip covered with oxide.

It has been recognised that the tip apex can be contaminated by the surface 

material and that the structure of the tip apex can be modified before or during high 

resolution imaging 51. Some experimentalists exploit this idea and intentionally immerse 

(“softly crash”) the tip into the surface to cover the tip apex with surface material52. In 

the case of a binary compound surface, adsorption of either element is possible on to the 

apex, which allows us to use the oxide tip model, but leads to a two-fold model, and 

often does not result in chemical resolution. The extension of this idea to an arbitrary 

heterogeneous system, including defective surfaces or adsorbed molecules, makes the 

interpretation complicated.

Meanwhile, systems that are more complex have been imaged already: 

self-assembled monolayers (SAMs) of thiols on gold, monolayers of unsaturated fatty 

acids on TiC>2, large (1-2 nm) organic molecules and DNA bases on insulating and 

metallic surfaces. The lateral resolution within the adsorbed species is generally worse 

than on the clean surface, which is usually produced by a tip convolution effect. The 

variety of systems, however, implies the introduction of a variety of tip models.

The alternative direction is to collect a minimal toolkit of tip apexes, with known 

mechanisms of contrast formation for each of them. These tips would differ in their 

strength of adhesion, rigidity and reactivity on typical classes of surfaces, and sensitivity 

to the typical surface species. Such a toolkit would rely on the available experimental 

evidence and the conceptual theoretical proof.
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The problems addressed in this work. This work was initiated within the 

Material Chemistry EPSRC project “Prohibition of corrosion on the alumina surface”, 

aiming to combine material science methods with NC-AFM measurements and theory 

in the study of the adsorption of fatty acids on the surfaces of natural aluminium oxide 

and model systems representing the natural aluminium oxide surface.

The project was inspired by the success of NC-AFM imaging surfaces of alkali 

halides, CaF2(l 11) and TiC>2(l 10) and assumed implicitly that successful imaging with 

atomic resolution would be possible on other oxide surfaces. Therefore, initially, the 

mission of the theory was to interpret the atomic resolution images, produced 

experimentally on the model surfaces, and move soon afterwards to the interpretation of 

molecular NC-AFM imaging of fatty acids on alumina with high resolution. However, 

until very recently35, no new oxide surfaces have been resolved with atomic resolution 

although the majority of simple alkali halide surfaces have been imaged with “true 

atomic resolution” using NC-AFM50.

This distinctive difference between oxides and alkali halides is not yet 

understood, since many factors, such as the choice of the tip, surface preparation, tip 

treatment procedure and the tip-surface interaction affect the result. The 

experimentalists, however, are not able to distinguish whether absence of atomic 

resolution on the studied surfaces arises from problems in surface preparation or 

because it is fundamentally unachievable. Also, one cannot exclude the possibility that 

lower quality surface, i.e. a higher density of defects, may result in a different regime of 

tip-surface interactions at smaller distances and lead to a different tip model.

The difficulties faced by the experimentalists in imaging oxide surfaces with 

high resolution redefined the questions to be addressed by the theoretical analysis:

1) Do we lose the resolution because of the imperfection of the experiment or because 

it can not be obtained at all on the a-alumina surface with an oxidized Si tip?

2) Is it possible to choose a tip (and/or) tip preparation procedure, which yields high 

contrast on ionic surfaces and requires only minimal theoretical analysis?

3) What are the mechanisms of contrast formation and the limits of resolution in the 

imaging of molecules on insulating surfaces?

4) Is chemical characterisation of adsorbed molecules possible with NC-AFM?

5) For individual molecules adsorbed on insulating surfaces, is it possible to observe 

molecules and surface sublattices simultaneously? Can they be used as the markers of 

surface defect sites and/or sublattices?
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6) Introduction of the continuous layer of molecules effectively creates a new, 

typically very soft, surface, which differs in its properties from the oxide. A large 

number of degrees of freedom, including the possibility of lateral diffusion of the 

molecule, could be excited by the tip-surface interaction in the NC-AFM mode. The 

concepts of “strong” and “weak” tip-surface interaction and the perception of the 

“non-contact” regime could be different on these surfaces. Ultimately, what is the 

impact of the imaging process on the molecules, the surface and on the tip apex? Can 

we use AFM for molecular manipulation on an insulating surface?

7) In the interpretation of NC-AFM images of thin molecular monolayers the 

tip-substrate interaction may compete with the tip-molecule interaction. Therefore, it 

becomes essential to distinguish the contribution of the ionic surface to the image, 

from the contribution of the monolayer itself. This problem challenges the

fundamental sensitivity of the method in the case of a screened object.

Objectives o f  the work can be summarized as the following:

1. Study the mechanisms of contrast formation on ionic surfaces, such as

MgO(OOl) and AhC^OOOl), using models of the tip with an

unsaturated/saturated chemical bond at the apex

a. Provide characterisation of the site-dependent interaction in the case where 

atomic resolution is possible;

b. Choose the tip apex model which enables “unambiguous” identification of 

the ionic sublattices on the basis of theoretical modelling of the tip-surface 

interaction;

c. Identify the factors adversely affecting atomic resolution on the a-alumina 

surface.

2. Investigate the mechanisms of contrast formation in NC-AFM imaging of 

adsorbed molecular systems, such as HCOO' on MgO(OOl) and HCOOH on 

TiC>2(l 10), and the effect of the system parameters on the apparent corrugation

a. Study the possibility of using the HCOO' ion as a marker of the sublattice on 

the MgO(OOl) surface;

b. Study mechanisms for physisorbtion and chemisorbtion of molecules on the 

TiO2( 110) surface. Analyse contrast formation mechanisms for a complete 

thin monolayer on the ionic surface. Investigate the tip-monolayer
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interaction and the effect of the macroscopic tip-surface interaction on the 

contrast formation.

3. Investigate the properties o f potassium iodide(KI) - filled single-walled carbon 

nanotubes (SWNT) such as KI:SWNT(14,0) and KI:SWNT(10,10) and explore 

the opportunities of using AFM techniques to characterise such systems.

The plan o f  the thesis. Within this work, we have addressed the possibility of 

atomic resolution in NC-AFM images of alumina and the applicability of the Si tip 

model to dielectric surfaces. Mechanisms of contrast formation for adsorbed single 

molecules and molecular monolayers on ionic surfaces are addressed theoretically for 

the first time. In particular, the effect of the adsorbant on high resolution in the ionic 

substrate is investigated. A study of encapsulated ID potassium iodide (KI) chains in a 

single-walled nanotube addresses the ultimate limit of a thin ionic chain coated by a 

carbon nanotube.

Two tip models are used intensively in this work: the rigid oxide tip model and 

the model of a Si tip with a dangling bond, although other models of a Si tip are 

considered. The range of systems investigated in this work includes clean oxide surfaces 

of MgO(OOl) and AhC^OOOl), charged formate ions on MgO(OOl) and an adsorbed 

monolayer of formic acid on TiC>2( 110). A feasibility study on single-walled carbon 

nanotubes filled with potassium iodide concludes the work reported in the thesis.

The text of the thesis is organized in five chapters, so that models, methods and 

miscellaneous calculations are presented in Chapter 1, while Chapters 2-5 present the 

original results obtained in this work, although they often refer to the data presented in 

Chapter 1.

Chapter 1 illustrates the principles of operation of the D-AFM instrument and 

approaches to modelling NC-AFM images, describes the theoretical methods used in 

this work and explains the choice of parameters.

Chapter 2 compares two tip apex models of a Si-based tip: the rigid oxide tip 

model and the Si dangling bond models, applied to the imaging of the wide bandgap 

ionic oxides MgO(OOl) and a-Al2C>3(0001). We discuss the possibility of atomic and 

chemical resolution on AhC^OOOl) and highlight the limitations observed with each of 

the models. The full NC-AFM imaging process is studied using the oxide tip model; the 

analysis and interpretation of the characteristic image profiles are presented for both 

signs of the tip potential. The conditions for chemical resolution and the limits of spatial
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resolution are discussed. The analysis of ab initio force-distance curves, simulated using 

the dangling bond tip model, allows us to explain the basic mechanisms of contrast 

formation on insulating surfaces with a tip carrying a dangling bond at the apex.

Chapter 3 continues the study o f the MgO(OOl) surface with the oxide tip 

model. This chapter addresses the problems arising in NC-AFM imaging of an ideal 

insulating surface covered with a dilute monolayer of adsorbed molecules. The charged 

formate molecule (HCOO-) and a positively terminated oxide tip were chosen for this 

study. We address questions about the effect of the macroscopic tip-surface interaction 

on the contrast in the image and the possibility of using the molecule as a marker of one 

of the sublattices on the surface. The possibility of simultaneous imaging of the surface 

and molecules with high resolution is investigated. An image of the anion adsorbed on 

the MgO(OOl) surface is calculated using the oxide tip model; the mechanisms of 

contrast formation are analyzed taking into account the flexibility and mobility o f the 

adsorbed molecule. This required an ab initio study o f the systems using an Embedded 

Cluster Method (ECM) and developing interatomic potentials between atoms of the 

formate and the MgO(OOl) surface.

Chapter 4 discusses the adsorption of weakly physisorbed and chemisorbed 

monolayers of methane and formic acid onto the Ti02(l 10) surface. On the basis of the 

available experimental images, the formate monolayer is chosen as a starting point from 

which to simulate the full NC-AFM image using static ab initio calculations. The 

typical interactions responsible for contrast formation in NC-AFM image of a formate 

monolayer on TiO2(110) are compared with an analogous study on an acetate 

monolayer. Finally, we discuss the way the TiO2( 110) substrate displays itself in the 

NC-AFM image and force-distance curves.

Chapter 5 concludes the work with a feasibility study, which was prompted by 

experimental efforts to characterise single wall carbon nanotubes (SW-CNT) filled with 

ionic insulating material, specifically potassium iodide (KI). Similarly to the previous 

chapter, we study whether atomic order or defects of the ionic crystal can be detected in 

the presence of the carbon nanotube shielding. We analyse the electronic structure of the 

quasi-ID KI structures and the formation of divacancy defects. The effect of the 

KI-CNT interactions on the electronic structure of the combined system and its 

vibrational spectrum is investigated using ab initio methods. The possibility of detecting 

the filling and the defects in the filling of SW-CNT using NC-AFM techniques is 

discussed.
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1 Theoretical framework of modelling NC-AFM

This chapter introduces the models and concepts used in this work. The first section of 
the chapter gives details of the NC-AFM setup and describes the key parameters of tips 
and substrates. It also illustrates the major experimental foundations utilised in the 
construction of the tip models. It describes in detail the procedure for deriving the 
NC-AFM image, as well as the approaches to its analysis. The methods used in the 
calculation of the electronic structure, geometry optimization and forcefleld 
construction are outlined here. The electronic structure of the surfaces studied in this 
work is discussed.

The interpretation of NC-AFM images and mapping them to the surface 

structure has proved to be a complex problem, which led to the development of 

theoretical methods of interpretating NC-AFM images43. Previous works in this field 

have considered imaging of insulating and semiconducting surfaces with insulating and 

semiconducting tips respectively 44,49. Ideal surfaces and defects have been considered53 

and the nature of the site-dependent forces acting on the tip in such systems has been 

analyzed. It has also been demonstrated that agreement between the theory and 

experiment can be obtained for clean insulating surfaces of alkali halides42. However, 

new models of NC-AFM imaging and interpretation need to be developed to cover a 

wider range of surfaces of interest. To interpret the NC-AFM image four models are 

considered: a model of the surface, a model of the AFM cantilever with a tip, a model of 

the tip-surface interaction and a model of the rest of the experimental instrument.

The model of the surface incorporates the structure of the ideal surface and 

models of the most common defects and surface structures, usually provided by other 

methods including scattering techniques, surface spectroscopy and theoretical 

calculations. The model of the cantilever includes the shape and composition of the 

cantilever together with possible compositions and the structures of the tip apex. Since 

the tip apex may undergo a preparation procedure, this procedure should be included 

into the model.

The model of the tip apex, in general, depends on the composition of the tip, its 

treatment in an ultra high vacuum (UHV) chamber and the surface with which it 

interacts. However, there is a lack of experimental information to validate the effect of 

these factors on a particular tip. Direct information about the tip apex is only available 

from the image, while indirect information is obtained from ex situ studies of materials 

similar to the tip. Very recently, efforts have been made to combine NC-AFM 

experiments with the time-of-flight technique (ToF)54 allowing one to monitor the
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composition of the tip apex after the experiment. This technique may give the crucial 

information about the few atoms on the apex of the tip, which is currently lacking in 

conventional experiments and prevents direct interpretation of the image. The nature of 

the tip apex and the way its properties are manifested in the image has only been 

addressed theoretically so far.

The model of the instrument comprises the behaviour of NC-AFM electronic 

equipment. Several such models have been developed recently55"58 to describe 

appropriately the different regimes of FM-AFM and the effect of key parameters, like 

the gain parameter of the feedback loop or the scan speed.

1.1 Experimental NC-AFM setup and its model

This work considers only “non-contact” regimes of imaging and therefore the 

description is limited to the frequency modulated acquisition mode of dynamic AFM 

(FM-AFM), which was used in the experiments discussed in the work. I will attempt to 

limit the discussion to the elements which are essential for qualitative interpretation of 

the NC-AFM experiments.

1.1.1 The principle of operation

AFM is based around the sensitive measurement of the interaction between the 

surface and an the apex of a sharp tip mounted onto the force sensor. The force sensor is 

usually a bar (cantilever) with dimensions 20pm x 200pm x 5pm made of silicon (Si) or 

silicon nitride (Si3N4) mounted onto a piezo element attached to a positioning system. 

The back side of the cantilever is reflective, which allows one to detect deflections of 

the cantilever using a laser beam and a photodiode (Figure 5).

The piezo element drives oscillations of the cantilever near its eigenfrequency. 

The oscillations are monitored by the current in the position sensitive photodiode 

monitoring the laser beam reflected off the cantilever. The amplitude of the excitation 

signal is regulated so as to maintain a constant amplitude. The frequency of the 

cantilever oscillations and its phase shift with respect to the excitation signal are 

monitored by the electronics.

The low amplitude oscillations of the cantilever can be described by a harmonic 

potential given the bending spring constant of the cantilever. Due to the shape of the 

cantilever the bending mode of the cantilever is the softest mode and it can be 

considered to be decoupled from other modes like torsion or lateral bending.
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Figure 5. The block scheme o f  an NC-AFM  instrument with a phase-locked loop (PLL). The 
adjustment o f  the tip-surface distance is made via automatic distance control (ADC). The 
oscillations are maintained by the automatic gain control.

As the tip of the cantilever approaches to the surface, the harmonic potential of 

the free cantilever is disturbed by the interaction with the surface. This perturbation 

shifts the eigenfrequency of the combined system “cantilever + surface”.

The electronics adjusts the frequency of the excitation signal so as to maintain 

the phase shift at a constant value near the resonance. The shift of the frequency from 

the eigenfrequency of the free cantilever is the measure of the perturbation potential and 

therefore the measure of the tip-surface interaction. This is the most common approach, 

although alternative approaches exist29,59

1.1.2 The electronics

The schematic representation of the electronics of a D-AFM operating in the 

FM-AFM regime is sketched in Figure 5. It shows how the lateral (x,y) positions of the 

oscillating cantilever and the z-position of surface are controlled by separate piezo 

elements. The detector reads the change in the position of the tip from the deflection of 

the laser beam.

The signal from the detector is processed by the phase-locked loop60, which 

outputs two values. The first is the difference between the preset (target) frequency of 

the cantilever and the currently measured value. This difference is commonly termed 

the “detuning”. The second output is the phase shift between the oscillations of the 

cantilever and the driving force. This value is automatically adjusted in the phase shifter 

(Figure 5) so to maintain the system near the resonance.

The filtered signal from the detector is also fed back into the cantilever piezo 

element in order to maintain a positive feedback loop. The proportion which is fed back
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is regulated by the gain of the feedback loop. The phase shifter and the feedback loop 

form the Automatic Gain Control system marked in red in Figure 5.

Another feedback loop is formed to maintain the constant preset value of the 

frequency shift. It is called the ADC (Automatic Distance Control) and is regulated by a 

corresponding gain parameter as mentioned in the introduction. The actual 

implementation of the electronics varies between the commercial Omicron systems and 

home-built FM-AFM systems, so the absolute value of the ADC gain parameter varies 

from one setup to another.

The value of the ADC gain parameter is important when compared to the scan 

speed of the lateral positioning piezo elements. These elements drive the tip along the 

scanline with constant speed. Over the characteristic time necessary to adjust the 

z-position of the surface the tip travels a certain distance D. If, over that distance, the 

tip-surface interaction did not change faster than the feedback loop could track, the 

feedback loop maintains the preset (target) value of the frequency shift. As a result, the 

z-position of the surface changes accordingly with the change in the tip-surface 

interaction and produces a “topographic image” when mapped onto the displacements 

of the positioning system. This regime of imaging is called the Constant Frequency 

Shift (CFS) mode.

However, if the feedback loop is not able to track changes in the interaction at 

the atomic scale, the z-position does not adjust fully to the changes in the tip-surface 

interaction at this scale. Nevertheless it is still able to respond to the slow changes in the 

tip-surface interaction e.g. due to a slight tilt of the surface with respect of the plane of 

the scan, or to a significant change in the tip-surface interaction, like one due to a step. 

When scanning a plane terrace in this mode, the z-position of the surface is virtually 

constant, but the detuning signal carries the information about the change in the 

tip-surface interaction. This regime is called the Constant Height (CH) mode.

1.1.3 The model of the FM-AFM operation

Here we concentrate on a simplified mathematical description of the technique. 

The motion of the tip in the vicinity of the substrate can be approximately described by 

the equation for a harmonic oscillator driven by an external force Fext (t) in the presence 

of a perturbing potential due to the tip-surface interaction Ft.s (z).

m*z + az + kz-F'_s(z) = Fat(t) (1)
where m*= coo Ik, k is the spring constant of the cantilever and a is an empirical friction 

coefficient. In the Frequency Modulated (FM) operation mode, a further simplification
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of the equation is made by introducing a positive feedback system which maintains the 

oscillation at a constant amplitude, A, and delays the phase of the excitation signal by 

approximately jc/2 with respect to the phase of the cantilever motion. This is achieved 

by tuning the frequency of the driving signal on the basis of the relationship between the 

quality factor Q, cantilever eigenfrequency and driving signal frequency f exi.

<p = arctan
lefo(i-[/~//.]2)_

Such a phase shift formally cancels the dissipation term with the driving force in the 

equation above, so that the system can be described via the following Hamiltonian:

H = ^ + { kz2+v' - ^  <2) 
where the expression for the period is the following:

r = ] 2 dz

E - C fe 2 +K,_,(z)j
2

The tip-surface potential enters both into the expression under the integral and into the 

integral limit, so that overall it results in an increase in the period if the potential is 

attractive. At the turning points the expression under the square root equals zero and the 

function under the integral diverges. The integral, however is still well defined but its 

value is significantly affected by small variations in Vt.s(z) close to the turning point. 

This formula highlights the sensitivity of the oscillator to a small variation of the 

tip-surface potential.

The actual calculations in this work are performed in the frequency domain. In 

this approach the tip-surface interaction has an effect on the main frequency of the 

system. To the first order with respect to the tip-surface interaction, the frequency shift 

Af(h) of the cantilever with an equilibrium tip height h above the surface is 48:

, w/o
Af(h) = f ( h )  —  p v ,  (z(/) + h) z( I )  d t , (3)

where z(t) is the trajectory of the tip apex given by z(t) = ^ a wcos(2;r[m/0]0 . The
m=0

amplitudes of the Fourier harmonics are calculated via the following expressions: 

a0(h) = (Fls) /k

f  (4)
am(h) = / ° 2\ \Ft s ( h + Acos(2n[mf0]t))cos(2x[mfo]t)dt. 

k [ l - m  ) Q

For the experiments with high lateral resolution described in the work, the typical values 

of the parameters are A = 10-100 nm, k = 0.01-10 N/m,yb= 10-1000 kHz, Q = 104- 105,
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Ft.s< 10 nN. Under these conditions the energy of oscillation exceeds the energy o f the 

tip-surface interaction by at least 3 orders of the magnitude. As result, the observed 

change in the frequency is a small (10"3-10*4) fraction of the eigenfrequency. Given the 

typical sensitivity of an instrument in FM mode to changes of 0.1 Hz in the frequency 

and of 10 pm in height, such instrument can routinely detect forces of order 1.0 nN and 

detect differences of 0.1 nN at room temperature.

In the frequency modulation (FM) operation mode of NC-AFM, the lower limit 

on the frequency shift due to thermal noise61 depends on the cantilever parameters: 

stiffness k, main cantilever frequency fo, quality factor Q, and detection bandwidth B:

S(M) I k,TB  I 1 B k ,T  ; 1 q _6
/„ p Q f 0 k 4

Here <ZosC > is the mean-square amplitude of the driven cantilever vibration, and kgT is 

the thermal energy at temperature T. The bandwidth B is a measure of the scanning 

speed. Operating at small B implies a low scanning speed and long acquisition times. 

The bandwidth approximately represents the number of recorded pixels per second. A 

conventional demodulator is able to measure a frequency shift of 0.01 Hz at a main 

frequency of 50 kHz with a 75 Hz bandwidth. Later, fully digital electronics based on 

the phase-locked loop principle45 has been developed allowing resolution down to 

5 mHz with a 500 Hz bandwidth. This development increases the sensitivity of the 

experiment and reduces the acquisition time.

The noise in the corrugation signal is determined by the slope of the frequency-

—1 2distance curve and the frequency noise which drops as A for larger amplitudes. 

Therefore, the minimal error in the corrugation signal as a function of the amplitude is

where X is the range of the tip-surface interaction62 so the optimal conditions are 

fulfilled if the amplitude is of the order of X.

Finally, it is important to mention basic criteria for stable imaging with respect 

to jump-to-contact and dissipation, i.e. that the spring should be stiff enough 

k* A > max(F,_i ) to overcome surface attraction near the turning point and the 

dissipation over cycle AEt.s should be negligible compared to the energy of the

oscillation: —— --- > AE  62.
2 Q
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1.1.4 An illustration

Finally, I illustrate the above discussion by a study of the behaviour of the NC-AFM 

instrument in imaging a surface with two characteristic sites -  A and B (Figure 6). 

Suppose that the force-distance curves above these sites are the extremes and all other 

force curves are in between those for A and B. We consider NC-AFM operation with 

high amplitude of the order of 10 nm or more and therefore the conversion from the 

force-distance curve to frequency-distance curve is virtually independent of the 

amplitude. The parameters of the setup are chosen so that the energy of oscillation is 

significantly larger than the potential of the tip-surface interaction. The spring constant 

exceeds the value of the second derivative of the attractive part of the tip-surface 

potential at all points, so that jump-to-contact is not considered. The force-distance 

curves are intentionally chosen so that both the positions and values of the minima in 

the two force-distance curves differ significantly.

First, consider the Constant Frequency Shift imaging mode (CFS mode) of the 

hypothetical surface (Figure 6) with sites A and B. Imagine that it is possible to acquire 

the frequency shift curves over those sites. If CFS imaging is performed with a value for 

the preset frequency shift (FS) of Afi, then the corrugation in the image is 1.5 A and the 

site B is seen as a “bright” spot. The preset FS value is achieved over B at larger 

tip-surface separations than over A, therefore the B site is associated with a stronger 

tip-surface interaction. Although this imaging mode is often called “topographic mode”, 

the measured quantity is the tip-surface interaction and a conclusion about the height 

cannot be drawn on the basis of mere consideration of a single image.

Force-distance curves 
(Total tip-surface interaction)

-0.5
Site A X Site B

Frequency-distance curves
©

Af,

c
Z

Figure 6. Hypothetical force- and frequency-distance curves for sites A and B. Negative values 
o f  the force correspond to the tip-surface attraction. The attraction is also manifested in the 
negative values o f  the frequency shift.
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If the value of FS is less than Afi, the corrugation decreases, and eventually 

ceases, because the two frequency-distance curves coincide at about 8 A (Figure 6). The 

atomic scale image is lost at small frequency shifts. They are typically used to observe 

larger areas of the surface.

If the absolute value of the FS is instead increased further to Af2, the ADC loop 

is able to find the appropriate z-position of the surface for the site A. For the site B, the 

loop may reach the position of the minima in the frequency-distance curve, but since the 

preset value is not achieved, the ADC continues approaching the surface to the tip, 

because a conventional ADC is not sensitive to the second derivative, but only to the 

difference between the preset and measured frequencies. As a result, the tip starts 

“hammering” the surface at the frequency of the oscillation i.e. in the order o f 100,000 

times per second. It is important that such behaviour from the ADC does not lead us to 

the conclusion that FM-AFM samples only the range of attractive tip-surface 

interactions -  the forces acting on the apex of the tip might be repulsive, while the 

macroscopic interaction is strongly attractive.

Operation in the Constant Height mode is similar to the CFS, but the output 

information is different. In this mode the atomic scale image is formed by the variation 

in the frequency shift (“detuning”). The site B will be seen as “bright”, because it is 

associated with a more significant frequency shift.

This regime of imaging can also be dangerous to the tip, especially when 

scanning an extended area with topographic defects such as steps. If the scanning speed 

is fast, an ADC with a low gain cannot adjust the z-position of the surface quickly 

enough and the tip apex is forced to closely approach or even contact the step edge. In 

some experimental groups the tip is intentionally brought into contact with the surface 

to induce modifications in the tip apex52.

In this work we will consider an imaging attempt as “successful” if the tip and 

the surface were not irreversibly changed in the course of imaging. The term 

“NC-AFM” will refer to D-AFM studies performed in UHV at a constant amplitude 

using frequency modulation (FM) regime. The results of this work on the tip-surface 

interaction, which potentially have application in a wider range of imaging modes, will 

be illustrated by simulation o f FM-AFM images in CFS and CH modes for the sake of 

consistency and comparison with experiment.
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1.2 Modelling of the tip-surface interaction

The first stage of the NC-AFM image simulation is modelling of the tip-surface 

interaction. We consider the interaction at two scales: (1) macroscopic, based on a 

continuous model, and (2) microscopic, based on an atomistic model. The sum of micro 

and macroscopic contributions to the tip-surface interaction, calculated on a 3D mesh, 

comprises the tip-surface forcefield.

At this point it is essential to distinguish between interactions which are 

potentially site-dependent at the atomic scale and those which are site-independent by 

nature or by definition. “Macroscopic” interactions are essentially site-independent, 

since they are modelled in a continuous model, while microscopic interactions may 

have both site-independent and site-dependent components, and the latter eventually 

lead to the formation of contrast in the image at the atomic scale. The total tip-surface 

forcefield includes the following terms in general:

1. Chemical interaction and bond formation between atoms of the tip and surface;

2. Interaction due to Capacitance Forces (in the presence of a potential difference);

3. Interaction due to the electrostatic Image Force63 (if a tiP or a surf ^ 0 );

4. Dispersion interaction between the tip and the surface.

In a particular application, some of the terms can be neglected due to the choice 

of contacting materials or because of the methods used to calculate the tip-surface 

forcefield. For instance, considering the atomistic problem with a pair potentials 

approach usually prohibits the description of bond formation. Another example is not 

considering the Image force when both contacting systems are insulators. To simplify 

the description further and reduce the number of parameters of the model, in this work 

we represent the cumulative effect of various tip-surface macroscopic interactions by a 

single term in the Van der Waals interaction as illustrated in Figure 8.

The tip is modelled as a semi-infinite object of conical shape with a rounded 

apex. The cone is described by an angle and the apex by its radius R (Figure 7). In this 

case, an analytical solution is available64 for the Van der Waals force F(z,R) between the 

tip and a plane surface:

/ n Hf? ( l- s in ^ ( /? s in / - Z s in / - /? -Z )  -//tan?'[zsin?'+/?sin?'+/?cos@;')]
r,(ZJ=---------------------------------------     H------------------------  , (5)

6Z (z + R-Rs'm y) 6cosy(Z + R -R sin?)2
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Figure 7. Scanning electron microscope image o f  a regular etched silicon tip. (left) large scale 
image o f  the cantilever with the tip. (right) SEM image o f  the tip apex illustrates that the tip 
radius o f  an as-produced tip apex is less then 10 nm.

where Z is the distance between the apex of macroscopic tip and the surface plane, and 

R is the radius of the tip. The dependence of the strength of the interaction on the 

materials of the tip and the surface is integrated in the Hamaker constant H. The value 

of the constant does not vary much among the ionic insulators and a typical value of 

H  = 1.0 eV is usually used.

To compare the results of the model with the experimentally measured 

macroscopic force in the vicinity of the surface, we change the interpretation of the tip 

radius R. In the absence of other macroscopic interactions in the model the radius does 

not only describe the shape of the tip apex, but is a measure of the macroscopic 

tip-surface interaction. The larger the radius is, the stronger the interaction is.

At a surface with a considerable density of charge, for instance, the strength of 

the macroscopic tip force acting on a R =5 nm tip may be approximated by the force 

acting on a tip with R = 500 nm in the absence of defects at the same distance.

The functional form of the Van der Waals interaction, however, may not match 

the long range behaviour of the realistic macroscopic interaction. This difference 

essentially affects the precise values of simulated frequency shift, but is not considered 

important for analysing the contrast formation in this work, because:

a) the contrast in the image is determined by the forcefield in the vicinity of the 

surface;

b) the value of the frequency shift is much less sensitive to the values of the 

force away from the turning points of the tip;

c) the experiment cannot provide parameters for a precise definition of the 

interaction.
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Over short ranges (3-4 A), where the site-dependent forces are distinguishable, the 

effect of the macroscopic interaction, can therefore be described by the magnitude and 

the slope of the macroscopic site-independent interaction.

The chemical interaction (1) is considered atomistically using ab initio methods 

or interatomic potentials. Consequently, the tip apex is modelled by a nanocluster 

(“nanotip”) in an atomistic simulation. The top layers of the surface are also treated at 

the atomistic level. The atomistic description does not include the interaction with the 

macroscopic parts of the system and the size of the atomistic region is chosen 

appropriately.

The size of the atomistic system has to be chosen appropriately to reproduce the 

change in the force as a function of the tip position rather than the absolute value o f the 

force. Previous theoretical work48 suggested considering l x l x l  nm3 as the 

characteristic dimension of the nanocluster representing the tip apex and using about 

2 x 2 x 1 nm3 to model the surface using the slab model with periodic boundary 

conditions (PBC). The bottom layers o f the surface slab are kept fixed at the calculated 

bulk value, while top atoms of the “slab” are allowed to relax. The major concern in this 

case is the artefact due to the interactions between PBC images of the tip. This problem 

can be eliminated by using the finite cluster representation of the surface, when the 

atoms at the border of the cluster are fixed at the relaxed position obtained in the slab 

calculation. However, this imposes artificial boundary conditions and also requires a 

unit cell size of the order of 2 x 2 x 1 nm3. The computational advantage o f this 

technique is elimination of the time-consuming Ewald summation from the calculation.

The microscopic force acting on the nanotip is calculated for every position of 

the tip with respect to the surface at a range of tip-surface distances. The maximal 

distance is determined by the decay of the site-dependent tip-surface interactions in the 

system. The value of the force is obtained by summation of the normal component of 

forces over all fixed atoms of the nanotip after full relaxation of the system.

It is important to highlight for later reference the two variables which arise here. 

One is the actual distance between the apex atom of the tip and the surface level, which, 

at least currently, is not measurable. The other is the distance z,™n (Figure 8b) between 

the surface and the apex atom of the tip in its unrelaxed position. This variable cannot 

be measured either, but its variation is available directly from the piezo element 

regulating the height of the substrate.
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Figure 8. Atomistic model o f  tip-surface interaction consists o f  the “nanotip” cluster 
representing the apex o f the tip and the model o f  the surface. Both the nanotip and the surface 
slab are split into two regions: with atomistic and continuous description31.

Although the frequency shift is mostly determined by the force acting on the tip at 

the turning point, the frequency shift is an integral over the whole range of the tip 

oscillations. The two simulation scales are put together in a following way:

a) The surface of the atomistic model coincides with the surface of the continuous 

model for the substrate;

b) The macroscopic tip only partially overlaps with the “nanotip”. The gap between 

the macro- and microscopic- approaches is required to prevent divergence of the 

VdW interaction at small distances and to reduce double counting;

c) The “tip-surface distance” for large tip-surface separations, when the relaxations 

of the nanotip are negligible is defined as the height of the apex atom of the tip 

with respect to the surface level. (The surface level is usually defined as the 

height of an atom in the first layer of the substrate. The choice of the atom may 

depend on the system);

d) For small tip-surface separations the tip-surface distance is defined as the height 

of the apex atom for the unrelaxed position of the tip with respect to the surface 

level. This is motivated by the fact that it is the relative position of the surface 

and the cantilever and not of the tip apex that is measured in an experiment.

These rules (a)-(d) allow calculation of the total forcefield by summing the micro- and 

macroscopic interactions with an appropriate shift which depends on :

1. the overlap dh between the macroscopic tip and the “nanotip”

2. the z-dimension of the tip at large tip-surface separations
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Since the tip oscillates over each surface point for a range of distances, and the 

variation in the frequency shift is mostly determined by the variation of the forcefield 

near the lower turning point, we will often refer to the nominal minimal tip-surface 

distance over the cycle as the “tip-surface distance”. The actual minimal tip-surface 

distance (which includes relaxation of the tip but not of the surface) will be sometimes 

referred to as “the minimal tip-surface distance”. The average tip-surface distance over 

the cycle is z™" + A , where A is the amplitude of the tip oscillations. This value 

significantly exceeds z,mi" , since the values of A are in the range 5-100 nm for the 

experiments discussed in the work. Since the amplitude is kept constant, the change in 

z,mi;  relates directly to the change in the tip-surface separation measured in an 

experiment.

The total tip-surface forcefield produced in this way is converted into a 

frequency forcefield using the steady state solution for the driven oscillator in an 

anharmonic potential based on the equations (3-4) in section 1.1 above. Every point of 

the forcefield is characterised by the lateral position of the “nanotip” and the tip-surface 

distance x, y, z,mi" .

The resulting frequency field f(x,y,z) can be processed to produce images for the 

two NC-AFM modes discussed in the work -  constant frequency shift (CFS) and 

constant height (CH) images (section 1.1). They are obtained by taking a cross-section 

through the volumetric frequency field f(x,y,z) either at a constant value of the 

frequency f(x,y,z)=fo-df or at constant height z'. The image is given by the corrugation 

z™ (*> y) or detuning /S.fimage(x,y) =f(x,y,z=z ’)-f0.
29Although other NC-AFM modes exist , further discussion will be focused on 

the constant frequency shift (CFS) and constant height modes (CH), which are more 

conventional for imaging with atomic resolution39.

1.3 Theoretical methods of total energy/force calculation

1.3.1 DFT (SIESTA)

The SIESTA package65 was chosen for density functional theory (DFT) 

calculations of electronic structure and geometry relaxation. This implementation of the 

Linear Combination of Atomic Orbitals (LCAO) approach, is advantageous for sparse 

3D systems, and allows traditional DFT calculations to be performed within the
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LDA/GGA approximation using an efficient real space technique. It provides an 

opportunity to adjust speed/precision by varying the real space mesh, basis set or 

diagonalisation routine.

Using pseudopotentials in LCAO calculations is convenient for the expansion of 

pseudocharge density on a uniform real space grid. Pseudopotentials V/(r) are 

generated for every value of the angular momentum /. The solution of the relativistic 

atomic problem66*68 results in a relativistic pseudopotential. Normally the 

Troullier-Martin parameterisation69 is used in the fully non-local form proposed by

Kleinman and Bylander (KB)67. Since the local part y local of the pseudopotential is

arbitrary to an extent, the pseudopotential was optimized for smoothness by making it 

equal to potential created by the following charge distribution70

piocai ̂  ̂  eXp|_ (sinh(a6r) / sinh(6))2 J.

Parameters a and b were selected by the potential generating program to achieve better 

convergence.

In this work we used basis sets built from Numerical Atomic Orbitals (NAOs). 

Each NAO is obtained from the solution of the Schrodinger equation for an atom given 

a cutoff radius for the wavefunction. Smooth extension of the potential beyond the 

cutoff radius is provided by an analytic potential. The number of NAOs per angular 

momentum channel may be varied, starting from 1 for a single-^ basis set (cheap, 

qualitative calculations) to 3 for the triple-^ basis set. This method of assigning basis 

functions correlates with the split valence methodology in Quantum Chemistry, where 

less contracted Gaussians are added to increase accuracy. To include excited atomic 

states into the basis set, the Schrodinger equation is solved for an atom in a weak 

electrical field, or with an additional fictitious charge on the core, which gives polarized 

basis orbitals. The details of NAO generation are extensively described in the 

literature71,72.

The total energy of valence electrons in the field of a periodic ionic lattice can 

be written in the following form:

H  = T + Y , V ^ ' i r )  + £  VtKB + V " (r)+  V xc(r).
i i

Since pseudowavefunctions, generated for these pseudopotentials, are non-zero only for 

r < rcut, the potential V°,om created by the atomic electron density p a,om(r), which is 

produced by populating basis functions with valence electrons, would be zero for
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r > rcut. The difference Sp{r) between the self-consistent density p{r)  and p a,om (r)

would produce an electrostatic potential SV H. Now the Hamiltonian can be rewritten in 

these terms

H  = T + £  V™ + V,NA (r ) + SV"  (r) + V xc (r) ,
i i

where V,NA = V,local + V,atom .

Here the first two terms involve only two-centre integrals, which are calculated in 

reciprocal space and tabulated for different interatomic distances. The remaining terms 

are calculated by integration on the real space grid.

Although the program was written for large systems assuming T-point 

calculations, the k-space integration is facilitated by the expansion of the unit cell into a 

larger auxiliary cell. Such an auxiliary cell consists of a number of image cells and the 

original unit cell. Image cells are obtained by an elementary translation Rj of the original 

unit cell. An image cell is included in the auxiliary cell if there is at least one atom with 

a non-zero value of the basis functions inside the unit cell. Matrix elements are 

evaluated on the real space grid according to the following formula:

{<P„ K ) k > =  Z  { W d v M ( r ) f ( r ) \ f ( R t )<p\
(R ^R jS Au x .c e l l)

, v f 1, inside unit cell, 
where f \ r )  = \

[0, outside unit cell.

The operator T(Rf) is the translation operator along /?,, which is a linear combination 

of translational vectors of the unit cell with integer coefficients. The summation is 

performed for all overlapping basis functions within the auxiliary cell. Every matrix 

element of the Hamiltonian, H /JV(k),  is expressed for a given k-point as a sum of 

matrix elements calculated in the auxiliary cell with the corresponding phase factor

V 3V

Finally, the Kohn-Sham functional73 takes the following form:

B a  - \ \ v H(r)p( r)d ' r+

where I J  are atomic indices, Z/ is the valence pseudoatom charge, exc(r)p(r) is the

exchange-correlation energy density, and ^ ( r )  and V*c(r) are the Hartree and
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exchange-correlation functionals correspondingly. Further details of numerical 

realizations, benchmarks and examples of applications of this package can be found 

elsewhere65,72,74.

The method is often referred to as initio”, but several degrees of freedom

exist, such as the choice of the exchange functional, basis set and optimization method. 

These choices will be discussed in this section and referred to in following chapters.

In this work DFT is used within the Generalised Gradient Approximation 

(GGA) using the Perdew, Burke and Emzerhof (PBE) functional for 

exchange-correlation. The Troullier-Martins pseudopotentials for the silicon, 

aluminium, oxygen, magnesium, carbon and titanium atoms are generated for the 

electronic configurations [Ne] 3s2 3p2, [Ne] 3s2 3p', [Is2] 2s2 2p4, [Ne] 3s2, [Is2] 2s2 2p2, 

[Ne] 3s23p43d2, respectively. Square brackets denote the core electron configurations. 

The pseudopotentials are constructed on the basis of the solution for a free atom/ion 

using the PBE functional.

The basis set is formed from numerical atomic orbitals (NAOs) obtained by 

numerical solution of the Schrodinger equation. In most cases, the basis is chosen in the 

“double-^” form with polarization orbitals (Table 1). This results in 2 NAOs for each 

projection of the orbital momentum (m), while the use of polarization NAOs adds a set 

o f orbitals with symmetry characterised by an orbital number (/+1).

Following previous studies of the TiO2( 110) surface, atoms representing the 

deepest Ti02 layer of the slab are described with “single-^” to reduce computational 

effort. The basis set includes s- and p-, or s- and d-orbitals for both O and Ti ions. In the 

case of alumina, a small additional positive or negative charge Qgen is added to the
7Scharge of nucleus to obtain contracted or expanded orbitals . The precision of the real 

space mesh is characterised by the energy cutoff of 150 Ry, which corresponds to a real 

mesh step of 0.16 A.

Table 1. SIESTA basis sets used for calculations o f substrate electronic structure.

Parameters
TiO2(110)-HCOO AhOi MgO

H C O Ti a 5 T f Al O Mg O

Basis functions per 
orbital (I)

2 2 2 2 i 1 2 2 2 1

Total number o f  basis 
functions (per atom per 

spin)
5 10 10 12 4 6 10 10 12 6

Energy Shift, EshifU meV 20 300 15

Energy cutoff, Ecutoffi Ry 150 150 100
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1.3.2 Embedded Cluster Method (GUESS)

In this work formate (HCOO ) adsorption on MgO(OOl) is studied with the
7 7 7  78Embedded Cluster Method (ECM) ’ using Gaussian 98 as an engine for quantum 

mechanical ab initio calculations. This method is implemented in the GUESS computer 

code, developed in our group. It provides a quantum mechanical treatment of atoms 

surrounding a bulk or surface defect, while the rest of the system is represented using 

the shell model79 and point ions.

Importantly, this method enables relaxation of both atoms treated quantum 

mechanically and classically, produces a consistent Madelung potential at the site of 

interest and accounts for both ionic and electronic contributions to the polarization of 

defect’s environment. The method has proved to be effective for insulators with purely
1 f \  80  81ionic and ion-covalent bonds ’ ’ according to studies of the electronic structure of 

bulk and surface defects82.

In this work the embedded cluster approach is chosen to describe the adsorption
78of the charged ion on MgO(OOl) surface, because Gaussian 98 provides us with a 

choice of exchange-correlation functionals, while the cluster model avoids the problem 

of interaction between the periodically translated images of the charged molecule.

The surface is represented by a neutral MgO cluster of 3200 ions divided in two 

regions (518 ions in Region I and 2682 ions in Region II) (Figure 9). A quantum 

mechanical (QM) description is applied to 42 atoms of 518 atoms in the Region I. The 

remaining 476 atoms are described by the shell model using the formal charge. 

Positions of QM atoms, cores and shells in the Region I are optimized while ions in 

region II are fixed. The ions in Region II serve to create a proper Madelung potential in 

the Region I.

The shell model79 is used to incorporate the polarizability of ions into the 

description. Within the shell model an ion is represented as the combination of a 

charged core and a shell linked by a spring. Charges on the cores and shells and the 

elasticity of the spring are chosen to reproduce properties of the bulk crystal. 

Interactions between ions are described by pair potential functions83.

48



cluster

Figure 9. (left) quantum mechanical cluster used in the simulation with formate anion in the 
relaxed geometry. Bonds are specified in A, angle in degrees; (right) Schematics o f  the 
embedded cluster method used in this work82.

The advantage of the method is the consistence of the force and relaxation 

calculations in the QM cluster and in the rest of Region I. The sizes of Region I and 

Region II are chosen so that the electrostatic potential in the region of the QM cluster 

does not deviate significantly (<6.1 O'3 V/nm) from the value calculated using periodic 

boundary conditions. The division of the region I into QM and non-QM parts is 

simplified by the high ionicity of MgO and the ionic character of the Mg-O bond, so 

that no covalent bonds are broken when Region I is split into classical and quantum 

subsystems.

The QM cluster is terminated with Mg2+ ions described with a pseudopotential 

and 2 Gaussian functions with large exponents (a=  1000). The choice of Mg as a 

terminating atom is advocated by the fact that Mg2+ has low polarizability and is better 

described by a bare pseudopotential. The details of the choice of the cluster and the 

atoms on the boundary of the QM cluster have been described in previous work
O') JOconducted by our group ’ .

For the modelling of the adsorption of formate anion on MgO(OOl) the QM 

cluster included 29 Mg2+ and 13 O2' ions with total charge of +32|e| (Figure 9) due to the 

unequal number of Mg and O atoms included. All electrons were taken into 

consideration due to the relatively small size of the ions.

To test the convergence with respect to the basis set, the deprotonation energy of 

the formic acid was calculated using the B3LYP exchange-correlation functional.
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Table 2. Deprotonation energy calculated in Gaussian basis sets within B3LYP exchange 
functional

Basis 6-31G 6-31+G 6-31+G* 6-311G* 6-311+G* 6-311 ++G*

^deprot 4.58 10.873 10.754 11.228 10.696 10.696

The choice of the (6-31+G*) basis set is based on a compromise between the 

saturation of the value of the deprotonation energy and the expansion of the basis set 

(Table 2). The detailed study of excitations in the bulk and on the (001) surface of MgO 

by Peter Sushko77 and later investigations using this method82 have demonstrated that 

ECM method gives an adequate description of the electronic structure of the system.

In this study we have also compared the electronic structure of the clean 

MgO(OOl) surface as it is reproduced by the ECM and GGA calculations with periodic 

boundary calculations. Figure 10 shows the superposition of the partial density of states 

(PDOS) of the MgO(surface) obtained in GGA calculations and DOS for the ECM 

calculation. The eigenvalues used to build the ECM DOS are also shown on the graph. 

Analysis of the eigenfunctions confirms that the states at the top of the valence band are 

primarily localised on O atoms while states at the bottom of the conduction band are 

associated with Mg atoms. The graph shows that the bandgap is underestimated in GGA 

by 3.0 eV, while the ECM predicts 6.0 eV bandgap, which agrees qualitatively with 

EELS84,85 and MIES86 experiments on MgO(OOl) surface yielding the energy o f the 

surface exciton as about 6.2-6.7 eV.

The Mulliken analysis was performed in both calculations. The SIESTA DFT 

calculations resulted in Mulliken charges of +0.4 |e|, -0.4 |e| on Mg and O ions 

correspondingly. For ECM Mulliken analysis gave the following atomic charges on the 

central Mg and O: +1.48 |e|, -1.3 |e| in the second layer and +0.8 |e|, -1.0 |e| in the first 

layer. However, the natural population analysis within ECM gives -1.67 |e| and +1.63 |e| 

for O and Mg in the first layer o f the perfect MgO surface, which indicates that 

Mulliken charge is just not the optimal measure of the charge on the ion. However, we 

were bound to use it in SIESTA since no other charge analysis method was available in 

this code.

50



DOS (DFT -G G A ) - - - - - - -

0.8

I|
2wH—o

(/)c0
Q  0.2

1 Molecule A free)  
Surface (free ;

-0 .5

- 1

Molecular component —  
Surface component ------

0 .5
co
J9D 0 
CL O Q.

-0 .5

C)

’ -15 -10 -5
Energy, eV

Figure 10. The density o f  states (DOS) o f  MgO(OOl) with a formate molecule using different 
exchange functionals, a) pure MgO(OOl) -  DFT-GGA result (SIESTA); b) free QM cluster and 
free molecule (spectrum o f  eigenvalues), c) QM cluster with the adsorbed molecule in the 
equilibrium configuration (spectrum o f  eigenvalues). The different colours o f  eigenspectra 
demonstrate the nature o f  the state (red -  molecule; green-substrate). Red lines in the 
eigenspectra indicate the percentage o f  the sum o f  squared coefficients o f  a state attributed to 
basis functions centred on the atoms o f  the molecule.
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The optimized atomic positions of the clean surface were compared with 

available experimental and theoretical data87,88. In this calculation the relative 

displacement of Mg and O ions in the z-direction, termed “rumpling”, is 1.2% of the 

interlayer distance; SIESTA, for comparison gave a close value of 1.6%. Both numbers 

are close to the experimental findings of 1.07±0.5%. The relaxation of the first 

interlayer distance calculated with ECM is only 0.7% of the bulk interlayer distance, in 

accordance with the experimental value of 0.56±0.35%89,90.

The results of this analysis and the previous calculations performed with this 

model88 support the choice of ECM for the study of molecular adsorption on MgO(OOl).

1.3.3 Molecular Mechanics (GULP, MARVIN, SCIFI)

The tip-surface interactions can be effectively estimated using interatomic 

potentials for some of the systems considered in this work. Two programs exploiting 

periodic boundary conditions in 2D (GULP, MARVIN) were used for modelling the 

AbC^OOOl) imaging and for simulating adsorption and image of a HCOO anion on the 

MgO(OOl) surface. In these programs both the nanotip and the surface slab are divided 

into two regions: in one of them atoms are kept fixed and in the other atoms are allowed 

to relax. Application of this model involves 2D ‘Ewald’-style summation, which 

becomes very expensive as the system size increases.

An alternative approach (using the SCIFI91 code) considers a large cluster with 

fixed boundaries. The cluster and the nanotip are divided into two regions in a similar 

way to MARVIN and GULP. The cluster approximation allows one to avoid the 

interaction between images of the system, although appropriate boundary conditions, 

size and shape of the cluster should be chosen to represent the surface under study. In 

this work a cluster of 12x12x6 atoms was cut out of the perfect MgO surface; the central 

part of the surface with lateral dimensions of 8x8 atoms and a depth of 3 atomic layers 

was allowed to relax. The formate anion was positioned in the centre of this area.

The interaction between monoatomic ions are described using the Coulombic 

term and the Buckingham potentials:

V(r) = Z,Z2/a* + A exp(-r / B) -  C / r6, (6)

where r is the interatomic distance, Z is the charge of the ion and A, B, C are the 

empirical parameters of the potential.

To account for the polarizability of anions, a shell-core model was applied. This 

model describes an atom by two point charges bound via a soft spring. For a free atom
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Table 3. Comparison of surface relaxation in the a-alumina surface, obtained from GIXD 
experiment, DFT calculations and pair potentials static relaxation.

Interlayer

distance
DFT-GGA, A92

DFT-GGA, A 

(this work)

Interatomic 

potentials, A
Exp. data, A93

All-O l 0.12 0.14 0.17 0.413

01-A12 0.88 0.91 0.81 0.974

A12-A13 0.35 0.27 0.43 0.346

A13-02 0.98 1.02 0.89 1.007

02-A14 0.89 0.88 0.8

the positions of charges coincide, but they split if an external electrostatic potential 

“polarises” the system. The parameters for the Buckingham interaction, partial charges 

and spring constants for the shell-core model were taken from Ref.48,94,95.

The formate anion is described by two forcefields: the internal degrees of 

freedom are described by parameters of the CHARMM forcefield96, while the 

interaction of the molecule with the surface is given in the form of the Buckingham 

potential. The parameters of the latter are fitted to reproduce the ab initio 

energy-distance dependence for the formate molecule approaching the MgO(OOl)
97surface. The fitting procedure was performed using the MERLIN software package.

The choice of interatomic potentials is crucial to avoid misinterpretation of the 

results. The potential parameters chosen for modelling AFM images should reproduce 

the correct structure and relaxation of the surface.

In the case of the ALC^OOOl) surface, most of the available pair potentials are 

able to reproduce the bulk structure. However they were fitted for highly coordinated A1 

sites, while the coordination is reduced for surface A1 ions. As a result, some of them 

are not able to reproduce the relaxation of the surface structure. Therefore, a set of 

potentials able to describe A1 ions in both octahedral and tetrahedral coordination was 

used95. These potential parameters were originally fitted to reproduce both spinel and 

corundum structures and are able to reproduce surface relaxation at least qualitatively.

The results of the relaxation of the a-A1203 (0001) surface using the chosen pair 

potentials are compared in Table 3 with the grazing incident X-ray diffraction (GIXD) 

data and theoretical calculations. According to the experimental data the ALC^OOOl) 

surface is Al-terminated (Figure 11). The strong relaxation at the surface
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Figure 11. left: side view  o f  the atomic structure o f  the A l20 3(0001) surface, A1 atoms are grey, 
O atoms are black. Lattice period and depth o f  first 4 atomic layers are indicated; right: 
coordination o f  A1 ions in the top layer. The projection o f  the A l-0  distance on the surface plane 
is 0.17 nm.

pushes A1 atoms almost into the O layer. The experimental distance between the A1 

layer(0001) and the nearest O layer in the bulk of AI2O3 is 0.80 A. On the surface the 

aluminium atom relaxes towards the bulk by a significant fraction of the bulk interlayer 

distance (Al-0)buik. The relaxation estimated in GIXD experiments reduces the distance 

between first A1 layer and first O layer of the surface (All-Ol) to 0.413 A, which is 

48% of the bulk value. Ab initio DFT calculations predict relaxations of the order of 

78-82% of the bulk distance. The result depends strongly on the chosen 

exchange-correlation potential98. The relaxation of the first interlayer distance 

calculated using the pair potentials95 is 79% which corresponds to an interplane 

distance (Al-O) of 0.17 A. This is in fair agreement with the result of our ab-initio 

calculations (Table 3) performed using DFT-GGA and SIESTA code and similar 

calculations with a plane wave basis set92. The discrepancy between the experimental 

data and the results of static theoretical calculation is ascribed to a soft vibrational mode 

on the surface leading to high amplitude anharmonic vibrations of A1 atoms in the 

surface layer 99’,0<).

For MgO, the interatomic potentials are available from previous work48. The 

validity of these potentials for modelling NC-AFM images is tested by comparing the 

force acting on the 64-atom MgO cluster in the vicinity of a MgO(OOl) surface 

calculated using DFT and the pair potentials calculations. Figure 12, which will be 

discussed in more details in chapter 2, demonstrates that pair potentials give only a 

qualitative description of the tip-surface interaction.
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Figure 12. Comparison of the force acting on the 64-atom Mg-terminated MgO tip over 
magnesium and oxygen surface sites of MgO(OOl) surface calculated from ab initio (red data 
points) and in pair potentials (solid line). The dotted line connecting ab initio data points is just 
a guideline. A major discrepancy in the description of the tip-surface interaction is observed 
over Mg site.

1.4 Electronic Structure o f Substrates

In this section I summarise the results of electronic structure calculations for 

substrates which are discussed in subsequent chapters. The calculations were performed 

with SIESTA using periodic boundary conditions with a periodic slab model for the 

surfaces. The basis sets used in these calculations are listed in Table 1. The atomic 

positions in the bottom layers of the slab are fixed at the bulk positions, unless stated 

otherwise.

1.4.1 Aluminium oxide AI2O3

Bulk calculations are performed with the crystal structure and primitive cell of 

a-alumina taken from Wyckoff 101. The geometry optimisations with a 4*4*4 

Monkhorst-Pack grid and a 10-atom unit cell reproduces the lattice parameter 

(a=b=c= 5.13 A) with less than 1% error. Mulliken102 charge analysis gives +1.92 \e\

on aluminium and -0 .8  | |̂ on the oxygen. The calculated value of bandgap (6.0 eV) is

only 60% of the experimental value (10 eV) in accordance with previous results for 

DFT-GGA calculations I03. The Bulk density of states (DOS) is presented in the 

Figure 13.
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Figure 13. Calculated density o f  electronic states for bulk and (0001) surface o f  a-A 1203. 
Surface spectrum is shifted to match the position o f  lower valence band.

For surface calculations, there is a trade-off between qualitative reproduction of 

the properties of the system and the slab thickness. Calculation of the tip-surface 

interaction with periodic boundary conditions requires large supercell to avoid the 

strong interaction between the tip and its copy in the next supercell. An extension (4x4) 

of the primitive surface cell of the (0001) surface is used to minimize the interactions 

between periodic images of the tip.

Several slab models are tested to ensure that the electronic structure of the slab 

does not change drastically on the reduction of the slab thickness. It was shown for 

MgO(OOl) surface104,105 that a slab with 3 layers is sufficient to reproduce the surface 

electronic structure qualitatively.

To model the (0001) surface of alumina the conventional Al-termination93 was 

employed. A significant relaxation of the top A1 atom was predicted theoretically103,106 

and observed experimentally93,100,107. DFT-GGA result tends to overestimate the 

relaxation, while the Hatree-Fock calculation underestimates it. Calculations with a 

mixed exchange-correlation functional103 were also attempted in order to reproduce the

Surface

Bulk 6.0 eV

3.6 eV

-25 -15 •5
Energy, eV
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experimental data of SXRD93. However, all ab initio calculations failed to reproduce 

them within the precision of the experiment.

The atomic structure of a slab in the [0001] direction can be described as a 

sequence of aluminium and oxygen atomic layers: 3 atomic layers of oxygen between 2 

atomic layers of aluminium, forming a stoichiometric block (A1-30-A1). Figure 11 

shows the side view of the surface structure with Al, O and second A1 atoms of a 

stoichiometric block coloured in different shades.

The surface relaxation and electronic structure are calculated for thickness of 12, 

6 and 3 stoichiometric blocks (A1-30-A1). A 7x7x1 Monckhorst-Pack mesh is chosen 

for k-point sampling in the case of the smaller unit cell (60, 30 and 15 atoms 

correspondingly). The larger 4x4 supercell with extra vacuum space was calculated with 

a single k-point.

Attempts to alter the basis set have demonstrated that the bandgap in the surface 

calculation is more sensitive to the number of basis functions on the oxygen than on 

aluminium. Generally, reduction of the basis set decreases the bandgap.

The thicker slab of 60 atoms (12 blocks) qualitatively reproduces width and 

shape of the valence band although the bandgap (3.6 eV) is significantly lower than 

experimental values 7.8 - 8.5 eV for a thin film108 since the GGA-PBE functional is 

used. Charges are 1.8-2.l|e| and (— 1.23)-(-1.26) \e\ on the Al and O “bulk” atoms 

correspondingly. The topmost Al atoms and Al atoms of second Al layer tend to 

decrease ionicity by 0.2 \e\.

In the calculation described above, all atomic positions are relaxed so one of the 

slab’s surfaces cancels the dipole moment of its counterpart. To economise on the 

computation time, half (6-block) and quarter (3-block) slabs are cut off from the 

12-block slab and all the atoms positions were fixed at the positions found in relaxation 

of 12-block slab except for the atoms in the first stoichiometric layer. The 3-block 

system was later used to represent (0001) surface in the calculations of the tip-surface 

calculations.

1.4.2 Magnesium oxide MgO(001)

The electronic structure of the magnesium oxide was first studied with SIESTA to test 

the basis and analyse the band structure. The band gap was reduced from the 

experimental value of 10.0 eV to 6.0 eV, which compares well with the previous plane 

wave calculations105. The reduction is attributed to the lack of exchange in the 

PBE-DFT description of the inhomogeneous electron gas. The three-layer slab is used 

in simulation of the electronic structure of the surface in accordance with the previous
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work105. The bandgap is further reduced in two dimensions to 3.6 eV and the system 
remains highly ionic.

The partial density of states (PDOS) in Figure 14 details oxygen and magnesium 

states in the total DOS, which is plotted with a blue dashed line. It also illustrates the 

overlap between the electronic structure of Si tip and the MgO(OOl) surface. The 

discrete spectrum of the Si cluster is distinctively displayed between the MgO bands. 

The top of the valence band resides at -6.2 eV, which is about 1 eV below position of 

the top of the valence band in bulk Si (-4.8 eV) as calculated with SIESTA. In the 

combined system, the HOMO of the tip shifts towards the MgO valence band even at a 

significant separation of 10 A.

120
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Figure 14. Partial density o f  states (PDOS) in the MgO-Si system. Si tip is 10 A from the 
surface. Red and green lines are Mg, O states respectively, dashed blue lines correspond to the 
total DOS. Bandgap in MgO states is 3.6 eV.

1.4.3 Titanium dioxide Ti02(110)

In this section we assess the quality to which SIESTA is able to characterize a 

titanium oxide surface. For this purpose we calculate the electronic structure and 

geometry of bulk rutile (Ti02) and the (110) surface. The results are compared with 

available experimental data and other ab initio calculations. The choice of basis sets, 

electronic configuration of pseudopotentials and size of the unit cell is discussed.
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Figure 15. Unit cell o f  titanium dioxide T i0 2 bulk101. Red spheres represent oxygen atoms, light 
green -  titanium.

We choose the unit cell of the TiC>2 as a rectangular prism which contains 2 Ti and 4 O 

atoms (Figure 15) and has dimensions 4.59x4.59*2.96 A101’109. Basis set, mesh grid 

(Table 1) and number of k-points included were chosen to achieve the maximal value of 

the bandgap at the minimal computational effort. The basis set was gradually increased 

until addition of extra basis function increased the band gap by less than 0.1 eV. First, 

the TiC>2 bulk structure with a (2£+P)-basis set110 was relaxed to a configuration with 

hydrostatic pressure 11 kBar and atomic forces less than 0.08 nN. We observed that the 

occupation of polarization orbitals is below 0.01. The only exception were the 

polarization orbitals of s-orbitals on Ti with an occupancy of 0.1 which can be 

attributed to the absence of explicit p-orbitals in the chosen basis set. The basis set was 

reduced by exclusion from the basis set of all orbitals populated by less than 0.01. A 

T-point calculation was performed with the reduced basis and without relaxation. As the 

result, the formal Mulliken ionicity of Ti rose by only 0.04 while the bandgap (1.34 eV) 

didn’t change more than by 0.02 eV. The hydrostatic pressure in the unit cell, however, 

changed from -11.6 kBar to +12.8 kBar. A noticeable change was obtained in the 

population of the basis functions obtained when all polarization orbitals are removed 

from the basis set, but this can also be viewed as reassignment of the density between 

basis functions rather than charge redistribution since the bandgap did not 

shrink(1.30 eV). Further contraction of the oxygen basis set results in a reduction of the 

bandgap to (1.12 eV). The parameters of the optimal basis set for TiC>2 are presented in 

Table 1.
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Figure 16. Supercell o f  3-layer T i0 2(l 10) slab with 8 row oxygen atoms per cell. Red circles are 
oxygens, grey circles are Ti atoms, a) side view  o f  the system; b) top layers o f  T i0 2( l  10) system  
as in a) with one oxygen vacancy created in the oxygen row; c) top view o f  the defective system  
with the position o f  the oxygen vacancy marked with a hollow circle.

The size of the unit cell is fixed according to the optimized bulk geometry. The 

surface unit cell expanded (2x2) has dimensions 6.03A*6.72 A. These dimensions 

differ by 3% along the first dimension from the values of 6.0*6.5 A defined by AFM 

experimentally32. To model the TiC>2(110) surface for imaging purposes we use a 

3-layer slab (Figure 16a,b).

The simulated relaxation of the surface does not match exactly the experimental 

picture of displacements obtained in SXRD111, but follows the trend of previous 

calculations. All first principles calculations used previously underestimate the 

downwards relaxation of the bridging O atom which is displaced by 0.27±0.08 A 
downwards according to the SXRD data. The discrepancy is common to the various 

methods used for calculation of the relaxation of the TiC>2(l 10) surface112'114.

The strength of inter-slab interaction, which has the potential to interfere with 

the results of the adsorption study, was reduced by extension of the unit cell in the 

direction normal to the surface. The effect of the interaction between slab images of the 

TiC>2(l 10) surface with adsorbed formic acid was estimated to be below 0.02 eV.
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1.4.3.1 Oxygen vacan cies in TiO2(110)

We consider here the electronic structure of the oxygen vacancies because it is 

one of the systems which we were going to include in the work as a realistic model of 

the Ti02(l 10) surface. The study presented here convinced us that we may not be able 

to provide any decisive answers about the system by the means of methods we use 

(section 1.3) and within the time of the PhD project. The results of the consideration 

may be however of use for others interested in the question.

The most frequent defect on the TiC>2 surface is the oxygen vacancy in the 

oxygen bridging row (Figure 16c) studied by SPMs as well as by conventional 

spectroscopies and theoretical analysis115. There are convincing models of what the 

vacancy may look like but no experimental proof yet. A charged vacancy with one 

electron (F+), which was also observed in titania, is associated with a 1.53 eV band in 

near-infrared photoluminescence116,117 and a feature about 1.0 eV from the Fermi level 

in photoemission spectroscopy118. The semiconducting properties of TiC>2( 110), 

according to the available data, suggest the formation of an “empty” vacancy (F2+) with 

electrons hopped onto Ti ions. The reduction of the Ti ion is also often associated with 

enhanced catalytic activity of the defective surface. There is also a nontrivial proposal to 

explain this enhancement by a hydrogen atom/ion being captured into the O vacancy in 

the oxygen bridge. The bond formed in this process is claimed to have a Ti-H flavour119 

although the question is still under discussion. Remarkably, STM observes defects of 

two types and one of them cannot be removed from the surface by a 20 eV electron 

beam, which exceeds 14 eV, the energy necessary to break an O-H bond.

There is no full model about defects on the surface, but neutral oxygen vacancies 

are conventionally associated with dominating active centres on terraces. Moreover, the 

TiC>2 samples used in STM are always slightly non-stoichiometric to make them 

conducting and other experiments are also using oxygen-deficient samples. This fact 

brings into consideration the effect of bulk and subsurface vacancies on the catalytic 

and transport properties115. In this work several single vacancy models were considered 

(Figure 17, Figure 18). The same slab model was used as for clean surface calculations, 

however a deeper models with up to 5 Ti layers were constructed and compared to the 

conventional model with 3 Ti layers.

It is also known that the electronic structure of the defect and the degree of its 

localization may depend strongly on the exchange-correlation functional used. The 

result of our study is compared to available results from the literature to estimate the 

predictive power of the method with respect to systems with a F-center on TiC>2(l 10).
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Figure 17 Relaxed structures o f  T i0 2(l 10) slab models (red spheres -  O, light green - Ti) with a 
single vacancy marked by a blue sphere. The bottom o f  the unit cell is not shown.
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Figure 18 Electrostatic potential o f  the perfect TiO2(110) surface at 3.0 A compared with 
electrostatic potential o f  the surface containing oxygen vacancies. Four types o f  vacancies are 
considered according to Figure 17(a-d). Values o f  the potential over defective surfaces are taken 
with respect to the maximum (over bridging oxygen raw). Contours are drawn in the same scale 
with step 0.1 eV.
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Spin-polarization might also be an important factor due to the possibility of 

unpaired electrons. DFT simulations of ideal TiC>2 surfaces rearely use the

spin-polarized calculations, for the ideal surface exhibits no magnetic order. Formation
112of the oxygen vacancies is claimed to induce spin polarization . Similarly, certain 

adsorbants, like sulphur, lead to spin-separation, demanding spin-polarized 

calculations120. This approach was used for all systems with vacancies and adsorbants 

although it has given no significant difference in the electronic structure compared with 

spin-restricted calculations. The total energies and the energy of vacancy formation 

obtained in spin-polarized calculations with equivalent potentials are compared in 

Table 4.

The major difference in the values of vacancy formation energy obtained in 

spin-polarized and non-spin-polarized calculations is due to the 0.5 eV difference 

between energies of the singlet and triplet states of an oxygen atom. Since the process of 

oxygen desorption is not well understood, one can use half of the total energy of O2, as 

the reference instead of the energy of a triplet state. We choose the latter because atomic 

emission of oxygen from the titania surface is observed upon heating. The picture could 

have been more complicated, due to the dipole moment of the cell with a vacancy, but 

the effect of the dipole-dipole interaction results in corrections to the energy difference 

of less than 0.02 eV.

According to this DFT study, “two” electrons previously associated with the O2' 

in the bridging row are redistributed over the slab after the oxygen atom has been 

removed. Detailed study of the atomic population by means of Mulliken population 

analysis reveals that the “extra” electron density is distributed evenly along the rows of 

the Ti atoms. The population of the Ti atoms directly under the oxygen rows and in the 

next layer increased, while the electron population of the 5-coordinated surface Ti 

atoms did not change.

Table 4 Comparison of vacancy formation energy for the considered models of oxygen 
vacancies calculated with respect to a neutral oxygen atom. Total energies ETX (spin-polarized 
calculations) denote energy of a Ti02 system with vacancy (T1-T4). The second column lists the 
total energy of T1-T4 with respect to TI. Total energy of an ideal surface and an oxygen atom 
calculated in the same supercell are (-56446.318 eV) and (-438.900 eV) correspondingly.

System Total energy, eV AE, eV 
(Etx+Eti)

Vacancy formation 
energy, eV. (Erx+E°)-EIdeal

TI -56002.619 0.0 4.80

T2 -56000.788 1.83 6.63

T3 -56002.294 0.32 5.12

T4 -55999.160 3.46 8.26
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This result is similar to the previous DFT predictions stating that the excess 

electrons are injected into the conduction band of the surface112 and can be attributed to 

the neighbouring five- and six coordinated atoms. Results of previous studies121, as well 

as work conducted in our own group122, illustrate that the degree to which the defect 

wave function is distributed between the two Ti atoms depends strongly on the 

exchange functional used. Use of HF, for instance, results in an electron wave function 

localized “in the vacancy” between the 5- and 6- coordinated Ti, but an admixture of 

correlation (30% or more) resulted in a state localized in both Ti sites. The spin 

polarisation also differs with the change in the correlation functional: there is no 

polarization using HF, but the solution becomes spin polarized when correlation is 

added to the functional.

According to a recent review, there is no experimental data available on the 

subject115, although it is known that two types of defects are present on the surface. 

Further studies of rutile single crystals in UHV are necessary with an emphasis on the 

spin separation on the surface. Hence, currently it is difficult to draw a conclusion about 

the vacancy model on the basis of the DFT calculation of subsurface vacancies because 

the vacancy formation energy is strongly affected by the choice of exchange functional. 

It may still serve as an illustration if the DFT scenario is acceptable. On the other hand, 

the comparison of the results with previous theoretical calculations have shown that the 

DFT method used in this work describes well the electronic structure of the clean 

Ti02(l 10) surface.

Defect states are described in accordance with previous theoretical results. 

Assuming that DFT correctly describes the electron distribution, the less frequently 

observed defect in STM images can be attributed to the second layer oxygen vacancy. 

However, combined experimental and theoretical efforts are necessary to resolve the 

nature of F-centres in Ti02(l 10), their charge state and the hierarchy of oxygen vacancy 

formation energies in the subsurface layers, and on the surface.

1.5 Structure of the tip apex

The image obtained in high resolution NC-AFM imaging is essentially a 

nonlinear 2D mapping of tip-surface interactions, and cannot be limited to the surface 

topography in its interpretation. Therefore, the pattern for a given surface strongly 

depends on the nature of the tip. From this perspective, information available about the 

tip apex and the ability to control it becomes the key for image interpretation.

NC-AFM tips on cantilevers are normally produced using conventional Si-based 

microfabrication techniques and made of n-doped Si. Maximal sharpness, as measured
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in scanning electron microscope (SEM) immediately after fabrication, is characterised 

by a radius of curvature of 5 nm. The cantilever can have a metallic coating (e.g. Pt/Ir 

alloy) to increase its conductivity and corrosion resistance. In high resolution UHV 

studies of insulators, an uncoated Si tip is used more frequently since the coating also 

reduces the sharpness of the tip. The larger tip radius is normally avoided, because it is 

often regarded as a factor that reduces the resolution.

The tip of the cantilever is exposed to ambient air during transportation and 

mounting, hence, it is always covered by at least 1 nm of amorphous silicon oxide. 

Therefore, using a Si cantilever with a tip does not mean, however, that a Si nanocluster 

can model the apex of this tip.

In an experiment the tip can be heated, annealed or sputtered after it has been 

mounted and placed into the UHV chamber. Heating a Si surface up to 200°C applied to 

a Si surface is expected to remove water from the SiOx layer, while sputtering with an 

Art- beam is supposed to recover pristine Si. As the precision of the sputtering is 

questionable when the actual tip is treated and also may result in charging of the tip, 

heating and annealing are usually chosen for the tip cleaning.

Contamination of the tip apex is also possible during the imaging process. The 

transfer of an atom/ion between tip and surface at small distances has been predicted 

theoretically51, observed in transmission electron microscopy (TEM)123, and evidenced 

from the change in contrast during NC-AFM image acquisition124.

When the substrate is an insulating surface, experimentalists often do not 

remove the oxide52’125 from the tip apex. Moreover, some of them actually perform a 

“soft” contact with the surface. This leads to mass transfer between the tip and the 

surface and eventually results in a tip configuration, which remains stable during an 

intermediate contact. If the oxide was removed from the tip then incidental contact 

between the tip and the surface would result in jump-to-contact with significant tip 

contamination due to the strong adhesion between bare Si and ionic surfaces.

On semiconducting surfaces, imaging with a Si tip apex is favourable because 

contamination of the tip by the surface material does not affect significantly the tip- 

surface interaction strength.

Here we consider models for both scenarios: clean Si tip and oxidized Si tip in 

application to insulating surfaces.
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1.5.1 Model of oxidized Si tip

The fact that the tip can be contam inated by the surface m aterial led  to a 

theoretical m odel o f  a rigid o x id e  tip, w id e ly  used for the interpretation o f  N C -A F M  

im ages o f  ionic insulators. T his sim p le  m odel48 captures the essen ce  o f  experim ental 

practice and represents an atom ically  sharp tip w ith  either a positive or negative overall 

electrostatic potential. For the sake o f  com parison , w e use the sam e m odel o f  the tip.

H istorically  a M g32C>32 c luster w as used  to  represent the tip potential31,42,48’51,124 

(Figure 19). T his cluster is  a M gO  cube w h ich  is oriented w ith < 1 1 1> axis a lon g  the 

surface normal and points tow ards the surface w ith  either M g or O ion. T hese tw o  

m odes w ill be referred to as a positive-term inated  and negative-term inated tip. In both  

cases, the top h a lf  o f  the cube is kept fixed , w h ile  the low er is a llow ed  to relax. In this 

work w e  ch ose  this tip m odel for the study o f  m echan ism s o f  contrast form ation on  the 

AI2O 3 surface and on M g O (0 0 1) in the p resence o f  an adsorbed form ate m olecu le .

•  •

•  •

Mg

Figure 19. Rigid oxide tip model is represented by a 4><4><4 cube made o f  wide bandgap 
magnesium oxide. The cube is oriented with its < 1 1 1> axis parallel to the surface normal and, 
therefore can be used to represent both positive- and negative- terminated atomically sharp tips 
depending on the sign o f  the atom on the apex. In our simulation the upper half o f  the cluster is 
kept fixed.

67



1.5.2 Pure Si tip model

The major distinctive feature o f using an oxidized tip is that the tip may have 

positive or negative polarity -  consequently one expects to obtain two distinctive 

images and/or two distinctive interpretations of the image. There is a belief that if the 

apex of the tip is made of pure Si than a dangling Si bond will form on the apex and 

such tip will produce images with high contrast and enable straightforward 

unambiguous interpretation. There is experimental38 and theoretical49,126 support for this 

idea on a semiconducting surface, but no thorough proof as yet. We will use this tip 

model to study other surface types, but remain conscious of the high reactivity of the 

dangling bond and presence of contaminants in the residual gas.

The major requirement for the structural tip apex model is to reproduce the 

features of a Si surface, that are responsible for contrast formation. The essential 

technical requirement is to reduce the computational load, since a detailed forcefield is 

usually required for image production. To reduce the computation time, we accept an 

error in the electronic structure calculation due to the small distance (3 A) between the 

tip images in calculations with periodic boundary conditions.

The contrast in NC-AFM semiconducting surfaces is attributed to the interaction 

between the dangling bond on the apex of the tip and dangling bonds on the surface. 

The dangling bond is a well known (Pb ) defect on Si/SiC>2 interface and exists on ideal 

Si surfaces like Si (111) (5x5), Si (111) (7 *7) or Si (110) (2x 1). Moreover, it is the 

most prominent defect on interfaces with dielectrics127 and it is therefore appropriate to 

consider it as the basis for the tip model.

There are two possible approaches to model the defect: (1) to find a cluster 

representing the apex of the tip; or (2) to find a surface representative of the Si tip 

surface. Since the main property of the defect to be reproduced is the dangling bond on 

the apex, the cluster approach is chosen, although necessary checks are made to ensure 

that it is representative of defects on the typical silicon surfaces.

Previous studies of silicon clusters have demonstrated128 that most stable clusters 

have no dangling bonds on the surface. Correspondingly a different approach can be 

taken: a cluster can be cut from a surface and every broken Si-Si bond can be 

“saturated” with a hydrogen atom. Clusters of this type have already been constructed in 

studies of NC-AFM on semiconductors49, so the largest of them is adopted in this work. 

The question, first addressed here, is whether this cluster is able to reproduce the 

electronic properties of surface dangling bonds.
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W e have com pared the e lectron ic structure o f  the cluster w ith  the electron ic  

structure o f  Si (1 1 1 ) (5><5) and Si (1 1 0 ) (2 x 1 )  surfaces in order to assess  the quality o f  

the m odel. The problem  o f  the tip-surface interaction is quite relevant to the interface  

problem , w hich  is d iscu ssed  in corrosion  sc ie n c e 108,129'132 and e lec tro n ics17,127. 

C orrespondingly, since charge redistribution and bond form ation are exp ected , an 

analysis o f  the “band o ffse t” betw een  the S i tip and the substrate should be perform ed.

In the case o f  the Si dangling bond, it appears to be the H O M O  orbital o f  the 

system . The p osition  o f  the top o f  the va len ce band is  m onitored across the various 

system s (T able 5). The structure o f  the energy le v e ls  for a system  w ith a dangling bond  

is outlined in the inset in Table 5 sh ow in g  a pair o f  states sp lit by  the Ferm i lev e l 

betw een  the va lence and conduction  bands. States drawn in  red are occup ied , those in 

black are not. The analysis show s that the H O M O  energy varies on ly  b y  0 .05  eV  

betw een  the tw o Si surfaces, w h ile  the p osition  o f  the va len ce  band differs by 0 .1 6  eV . 

T he electronic structure o f  the cluster is d ifferent due to the confined  nature o f  the 

system : the gap is tw ice  as large (2  e V ) in the cluster than in either o f  slab system s  

(1 eV ). S ince the d ifference in the position  o f  doubly  occu p ied  states betw een  the 

cluster and S i( 2 x l)  surface (0 .15 eV ) is  o f  the sam e order as betw een S i( 2 x l)  and  

S i(5 x 5 ) one can consider the cluster as a prototype o f  a Si nanotip.

T he absolute position  o f  the dangling bond d oes depend on the ch o ice  o f  

exchange-correlation  potential, but i f  the d istance betw een  fu lly  occu p ied  and 

unoccupied  states shrinks, the dangling bond state is  pressed towards the bottom  o f  the 

valence band. T he dependence o f  the absolute position  o f  the dangling bond state on the 

ch o ice  o f  exchange-correlation functional w as verified  with G aussian 98  calcu lations o f  

the SiioH is cluster using U H F and B 3L Y P  functionals.

Table 5. Positions o f  the top o f  the valence band EVb, bottom o f  the conduction band Ecb and 
molecular orbital associated with the dangling bond EDB and the highest “fully occupied” 
orbital. Inset: Scheme o f  eigenvalue’s structure for a tip with a dangling bond. eF is the Fermi 
level o f  the system.

System Edb-E v b c V E cb -E vb eV
--------------

S i( l 11) (5 x 5 ) 0 .05 0 .17
L---------- t CB

S i(110 ) (2x1 ) 0 .34 1.0 ..........................£ F

S i,oH 15 (G G A ) 0 .77 0 .85 DB

S ii0H ,5 (B 3L Y P ) 1.54 4 .2 4
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Inclusion  o f  the exchange functional in the cluster calculations increased the 

split betw een  fu lly  occupied  and fu lly  unoccupied  states, w h ile  the distance b etw een  the 

highest occup ied  states and the dangling bond state decreased  from  1.0 eV  for 

D FT -G G A  w ithin SIE ST A  to 0 .9  eV  for B 3L Y P  and to 0.5 eV  for U H F w ith  G aussian  

98. The added exchange has a lso  sh ifted  all the eigen va lu es o f  the SiioH is cluster  

dow nw ards and resulted in Edb =  -5 .53  eV , w hich  is 0 .25  eV  b e lo w  the value on  

S i(111) (5x5).

T he dem onstrated sen sitiv ity  o f  the cluster to the ch o ice  o f  exchange functional 

should be taken into account in the interpretation o f  the result sin ce  the value o f  E db 

w ill affect charge redistribution w hen the cluster contacts an insulating surface.

T o d evelop  understanding o f  the dangling bond m odel u sed  in this study in 

real-space, a cross-section  o f  the H O M O  orbital o f  the tip is p lotted in Figure 20(right). 

The plane o f  the cross-section  passes through the apex atom  and at an equal distance  

betw een  tw o o f  its nearest neighbours. G rey c irc les  on the contour plot represent 

projections o f  the position  o f  the nearest S i atom s onto the cross-section  plane. The 

w idth o f  the H O M O  at 4 .0  A from the surface is about 3 A (F igure 2 0 ) at the level o f  

the last contour (0.01 |e|/A). T he shape o f  the distribution im plies that noticeable  

interference to  the force is exp ected  from  the neighbouring atom s w hen interatom ic 

distances b etw een  tip and surface are o f  order 4 .0  A.

Figure 20. (left) structure o f  the S i)0Hi5 cluster, (right) Cross-section o f  the HOMO orbital o f  
pure Si tip. This orbital is mainly associated with the unsaturated orbital o f  the apex Si atom. 
Shaded circles denote the projected position o f  other Si atoms.
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The Si tip model can be extended to account for the saturation of the Si dangling 

bond by active surface species. Two typical types of Si surface contamination are 

considered: hydrogenation and hydroxylation. To compare these models we position all 

of them: MgO oxide tip, pure Si tip and two Si contaminated tips over the oxygen site of 

a MgO(OOl) surface at 3.0 A distance and perform relaxation of the surface and apex 

atoms of the model. The distance here is defined as the distance between the apex of the 

tip and the oxygen plane of the surface. In relaxation the upper part of the oxide tip is 

fixed, and the top of the Si tip, including hydrogen atoms saturating broken Si bonds 

and their first neighbours, are kept fixed.

As a result of the relaxation, displacements are observed in both the tip and the 

surface. The resulting force is calculated as the sum of the z-components of the forces 

acting on all the atoms of the tip. This force was found to be attractive in every instance. 

The magnitude of the force over the oxygen site is about 1.8 nN for the oxide and the Si 

tip. This is several times larger than the force on the contaminated Si tip with a saturated 

dangling bond. The full comparison including relaxation of the tip-surface distance and 

comparison with the Si-Mg interaction is outlined in Table 6 . Based on this data, models 

of the Si tip with a dangling bond and a rigid ionic tip will be used, and the 

corresponding mechanisms of contrast formation will be studied. This choice should not 

undermine the importance of the contaminated tips, which may also find their 

application as a more robust model.

Table 6. Comparison of the strength of interaction with MgO(OOl) surface for the Si-based and 
oxide tip models. The forces of attraction acting on the tip apex, z-displacements in the surface, 
tip and change in the actual tip-surface separation are shown.

(Tip)-Atom Force, pN A zSUrf,A AZ[jp,A Ad,A

(Si)-Mg 484 0.07 0.05 0.12

(Si)-O 1870 0.22 0.16 0.38

(MgO)-O 1846 0.12 0.18 0.3

(Si-OH)-O 443 0.04 0.13 0.17

(Si-H)-O 274 0.08 0.06 0.14
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1.6 Summary

This chapter was meant to absorb the majority of the technical details in order to 

make lighter and more transparent presentation of the material in the following chapters.

Comparison of the electronic structure of the Si tip model with the electronic 

structure of surface silicon systems demonstrates that the description of the Si dangling 

bond is qualitatively correct.

The combination of the DFT-GGA technique for treatment of periodic systems, 

the Embedded Cluster Method for study of electron localization, the MM methods for 

calculation of the tip-surface forcefleld and the macroscopic theory for the description 

of the long-range tip-surface interactions is optimal for the theoretical study of 

NC-AFM imaging of insulating surfaces with atomic resolution.
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2 Contrast formation on clean surfaces of ionic insulating 

crystals

In this chapter we apply the rigid oxide tip model and the Si dangling bond models to 
the imaging MgO(OOl) and a-AhC^OOOl). The possibility of obtaining atomic and 
chemical resolution on A^C^OOOl) is discussed with emphasis on the limitations 
observed within each of the models. A full NC-AFM image of a-AhC^OOOl) is 
obtained with the oxide tip model and the possibility of atomic resolution is 
demonstrated. The conditions for chemical resolution and the limits of spatial resolution 
are presented. The analysis of ab initio force-distance curves over both surfaces, 
simulated using the tip model with an unsaturated bond at the apex, explains the basic 
mechanisms of contrast formation on insulating surfaces using a pure silicon tip. A 
possible explanation of the difficulties in obtaining atomic resolution on AbC^OOOl) is 
suggested.

It is known that for a given surface, the tip-surface interaction depends on the 

nature and structure of the tip apex. The properties of the tip apex depend on the choice 

of the tip and surface materials, preparation of the tip and the scanning regime43. 

Moreover, there is no direct access to the information regarding the tip apex at the 

atomic scale during the experiment, which altogether often leads to the uncertainty in 

the interpretation of NC-AFM images43.

In this chapter, the problem of interpreting NC-AFM images of clean surfaces of 

ionic insulators is considered. Interpretation of the atomic scale resolution image 

involves drawing a correspondence between the pattern of the image and the atomic 

sublattices of the surface124. In some cases ions or groups of ions, occupying sublattices, 

can be distinguished133 but rarely identified42. Therefore, it is essential to understand the 

nature of the tip-surface interaction, which in most cases requires developing a 

particular model of the tip apex.

In this chapter we focus on the two tip models most widely accepted among 

experimentalists38,46,50,124’134: the model of the tip with a dangling bond and the model of 

an oxide tip. While the oxidized tip model has already been used to interpret NC-AFM 

images of insulating ionic materials42,48,51, the application of the “dangling bond” model 

has been restricted to semiconducting systems135,136. On these systems the “dangling 

bond” allowed chemical identification, which makes it a promising model to implement 

for insulating ionic systems, where chemical identification of the sublattices has so far 

been complicated42.

The aim of this study is to reveal whether the success of the dangling bond

model, which offers unambiguous interpretation on semiconducting surfaces, can be
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transferred onto ionic surfaces. For the trial we consider two classic oxide surfaces - 

AI2O3 and MgO, which are currently the focus of experimental NC-AFM 

studies35,125,131,137,138. We study these surfaces using both an oxide tip model and a 

model of a Si tip with a “dangling bond”. These two tip models are based on different 

assumptions about the tip and the surface experimental preparation (see section 1.5). So, 

it is important to discuss the technical problems associated with preparation of the tips 

and maintaining during the imaging process.

Since experimental studies have so far been unsuccessful in obtaining atomic 

resolution imaging of the AfeC^OOOl) surface, we also address whether it is possible to 

resolve ionic sublattices on these surfaces.

2.1 Atomic resolution on a-Ai20 3(0001) surface with an oxide tip

The aim of this section is to provide experimentalists with a complementary 

theoretical insight by attempting to resolve the following questions:

• Is atomic resolution on a-alumina (0001) at low temperatures possible in principle?

• What are the main obstacles to obtaining atomic resolution on the surface?

• Is chemical resolution possible at this surface?

This section addresses these questions by studying the tip-surface interaction using the 

oxidized tip model44 and modelling of the NC-AFM image for both possible 

terminations of the oxide tip (positive and negative). The details of the tip construction 

within the oxide tip model and properties of the tip are discussed in section 1.5.1.

2.1.1 Tip related surface properties from ab initio calculations

There are two issues, which one has to be aware of in the use of the pair 

potentials for modelling the tip-surface interaction, even if the geometric structure of the 

surface structure is well reproduced. First, the potential has been fitted to reproduce the 

interatomic distances and interaction in particular environments, which are different 

from those occurring during the imaging process when the tip is contacting the surface. 

Second, the strength of interatomic interaction can be exaggerated at small distances, 

because of the use of formal charges in an unconventional environment. This has a 

particularly strong impact on the force between two cations; for instance, with the close 

approach of the “positive” tip (Mg2+) to a cation (Al3+) on the alumina surface.

Until recently, most simulations of NC-AFM images of insulating surfaces have 

been conducted in the framework of atomistic static optimisation using pair potentials.

The main properties in this case are electrostatic potentials of the tip and surface.
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Ab initio modelling of the tip-surface interaction allows comparison of the range and 

behaviour of this electrostatic potential with those of the total electronic potential close 

to the surface. In our DFT calculations the total potential also incorporates exchange 

and correlation components, which are a significant fraction of the binding energy.

In the case of A^C^OOOl) surface, the bonding in the crystal and the bonding 

between the oxide tip apex and the surface, are not purely ionic. The detailed account of 

contribution of covalent bonding becomes more important as the tip-surface distance 

approaches the bond length.

To characterise the contribution of the exchange-correlation to the total 

electronic potential at the AhC^OOOl) surface, the profiles of electrostatic and total 

electronic potential are plotted in Figure 21 and compared with those of MgO(OOl), a
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Figure 21. Z-dependence o f  maximal/minimal value o f  total (blue solid line) and electrostatic 
potential (black dashed line), electronic density (red line) and magnified surface tails o f  these 
quantities are presented for the slabs o f  (a, c) MgO(OOl) and (b, d) A l20 3(0001).

75



classic ionic insulator. The calculations are made using DFT methods (SIESTA) and 

parameters described in section 1.3.1 above.

Comparison of the profiles for MgO and AI2O3 shows that the electrostatic 

potential in MgO is the dominant part of the total potential (Figure 21), while for 

alumina it is just a significant fraction. This is yet another way to highlight that care 

should be taken in interpreting any results obtained with pair potentials. Figure 21 also 

demonstrates that the range of the electrostatic potential is shorter than range o f the total 

potential, while comparison of the decay length of the total potential shows that it is 

about the same (3 A) for both MgO and AI2O3.

The most typical drawback of pair potentials fitted to empirical data is the poor 

reproduction of the cation-cation interaction. The potential functions are usually fitted to 

the calculated or measured properties of the oxide’s polymorphs, where a cation can 

hardly have another cation in its first coordination shell. As a result, the repulsion 

between the two ions is overestimated.

According to our calculations, the interaction of a 64-atom MgO tip with the 

MgO(OOl) surface is quantitatively different between initio” and pair potentials

(Figure 12, Chapter 1). This force acting on the MgO tip is calculated using SIESTA 

and GULP at separations of 2.0 A, 3.0 A and 4.0 A between the tip and the surface. The 

tip is positioned over both oxygen and magnesium sites. Relaxation is taken into 

account for the lower half of the tip and the top layer of the MgO(OOl) surface.

The largest discrepancy between the atomistic and DFT calculation is observed 

above the Mg site where the pair potentials with formal charges overestimate the 

repulsion, because they were not specifically fitted94,95 to describe configurations with 

small Mg-Mg distances. The pair potentials predict repulsion over the whole range of 

distances, while DFT results in a weak attraction at about 3.0 A. This discrepancy is due 

to the point charge model in pair potentials as compared to the distributed charge in 

DFT calculations. On the other hand, the description of the force-distance curve over 

the oxygen site is acceptable. Therefore, Figure 12 (in Chapter 1) demonstrates that the 

overall effect of the pair potentials is an overestimated difference in the force at Mg and 

O sites, hence leading to the contrast of the model image.

The error is largest in the region of strong attraction, which corresponds to the 

formation of “chemical” interactions between the tip and the surface. The contrast 

predicted by pair potentials in this region is 60-80% greater than that predicted by DFT. 

However, given the difference in CPU consumption between these methods, pair 

potentials are chosen to construct the force field for a MgO tip over the aluminium 

oxide surface. This choice also enables one to draw a direct comparison with the work
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conducted with pair potentials in the past. The knowledge about the overestimation of 

the cation-cation repulsion is important at the stage of quantitative image interpretation.

2.1.2 Imaging clean a- AfeC^OOOl) with an oxidized tip

The major steps in the construction of the NC-AFM image of a-alumina (0001) 

surface are calculation of the microscopic force-distance curves on a mesh and the 

transformation of the force field into a frequency field. The analysis of the images 

includes the search for the possibility of atomic resolution and identification of the 

sublattices and a study of the effect of the macroscopic tip-surface interaction on the 

resolution.

2.1.2.1 Forcefield construction

The tip-surface forcefield necessary for simulating AFM images is calculated for 

the a-alumina (0001) surface using both positive and negative tip terminations of the 

MgO cube, as detailed in Chapter 1 (section 1.1). At short distances (below 5.0 A), the 

interaction between the tip and the surface may result in surface/tip contamination and a 

change in the tip polarity. Contamination of the tip with the surface material with close 

approach of the tip to the surface was recently observed in NC-AFM50 as well as in 

real-time TEM film123 and attributed to the minimal distance of 2.0-4.0 A between the 

opposing surfaces. The precision of this estimate is limited by the resolution of the TEM 

and adequacy of the theoretical model for NC-AFM tip.

In this work the MgO tip approaches the surface as close as 1.8 A and 

“scratches” the surface at constant height. This method is similar to the work on self­

lubrication of the tip51 but uses a static relaxation technique at every point, rather than 

MD. The interactions between the tip and the surface are represented by the pair 

potentials described above (1.3.3). In contrast to the alkali halide surface LiF51, the 

alumina surface “unzipped” the MgO cluster, and the string pulled from the tip cluster 

formed a chain of small 4-6 atom clusters on the alumina surface. This simulation 

clearly demonstrates that preparation of the tip apex by “soft contact” is not the 

appropriate procedure for the corundum surface and even occasional contact with the 

surface may damage the tip apex.

To avoid generation of data unrelated to the interpretation of stable NC-AFM 

images, following criteria are applied to the forcefield: (a) only purely “non-contact” 

trajectories are considered, i.e. points of close approach, where atoms are transferred 

between the tip and the surface, are excluded from consideration; (b) 0.1 Hz and 0.01 A 
are chosen as realistic limits of NC-AFM resolution in constant height (CH) and
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constant frequency shift (CFS) modes, respectively. The values are chosen on the basis 
of recent review of progress in the development of the NC-AFM instrument38.

The force field of the tip-surface interaction is derived from the results of 
structural relaxation using static simulation of the system for each chosen height of the 
tip. The choice of this technique, rather than molecular dynamics (MD) simulation is 
based on the experience of previous AFM modelling performed in our group44 51 and is 
justified by the relatively small amplitude and simplicity of the relaxations observed on 

a softer crystal (LiF) in the field of the same tip.
In this work we consider interactions at tip-surface distances of 3-6 A which is 

defined as the distance between the tip apex and the topmost cation of the surface before 

relaxation (see section 1.2).
Trial calculations revealed that for a typical AFM setup42,50,131 the frequency 

corrugation in the constant height (CH) image is less than 0.1 Hz if the distance is 

greater than 5 A. At distances closer than 2.8 A the negatively terminated tip breaks 
over the A1 site. By “breaking” the tip we mean that the apex atom of the tip is 

transferred to the surface. Since the pair potentials are not fitted to reproduce such a 
process, we exclude corresponding data from the force field. Therefore, the tip-surface 

interactions are sampled in the 2.8-5.0 A range of tip-surface separations in order to 

construct the “microscopic” tip-surface force field above the area of the primitive unit 
cell for the surface. We stress that the range of distances that gives information relevant 

to “true atomic resolution” is only within 2.2 A from a rigid surface of ionic insulator.
The parameters of the macroscopic tip-surface interaction are chosen to 

reproduce typical experimental conditions. For the sake of simplicity, the strength of the 

macroscopic interaction is characterised by the tip radius only, while the other 
parameters are kept fixed. The Hamaker constant is 1.0 eV, which is an estimate for the 

typical oxides and insulating ionic materials41,64,139.
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Figure 22. Total force (microscopic + Van der Waals) acting on “negative” (left) and “positive” 
(right) potential tips at the level o f  macroscopic interaction characterised by a tip radius 
R =  200 A and Hamaker constant H = 1 eV.
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The choice of a tip radius of 200 A, results in an attractive force of 0.06 eV/A 

acting at a distance of 15 A. Figure 22 shows the individual force-distance curves for all 

inequivalent nodes of the mesh. The force in Figure 22 is the sum of the macroscopic 

Van der Waals force and the site-dependent microscopic force acting on the positive- or 

negative-terminated tip. The strength of the macroscopic interaction is not enough to 

overcome repulsion at smaller distances, i.e. the force becomes positive (repulsive) as 

the tip approaches the surface.

The frequency-distance curves calculated on the basis of these force-distance curves for 

the negative-terminated (O-terminated) oxide tip (Figure 22a) are shown in Figure 23a. 

The frequency-distance curves over the cation and over the centre of anionic group 

[302 ] are plotted with bold lines. For all distances the strongest and the weakest 

detuning is achieved over Al3+ site and in the centre of [302 ] site respectively (see the 

description of the surface geometry in section 1.4.1). Similarly to the previous 

calculations133, displacements of the tip and surface ions play a significant role in the 

contrast formation. However, the displacements of atoms of the first surface layer do 

not exceed 0.15 A .

The large orange mark in the Figure 23a corresponds to the largest value of tip- 

surface separation where the derivative of the frequency detuning with respect to the 

tip-surface distance equals zero at one of the positions of the tip. The corresponding 

value of the tip-surface separation determines the point of the closest approach available 

in the conventional NC-AFM setup, because the feedback loop used in CFS mode 

assumes that tip-surface interaction is attractive.

— apex 
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over anion
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Figure 23. Frequency-distance curves calculated over sites o f  the primitive surface cell o f  
Al20 3(0001) for two chosen macroscopic radii: (a) R = 200 A  and (b) R = 2000 A.
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If the modulus of the preset frequency shift passes through the minimum 

(Figure 23a), the feedback mechanism will shift the cantilever tip closer to the surface 

in an attempt to increase the value of frequency shift, until the tip crashes into the 

surface. The orange mark defines, therefore, the maximum detuning available in CFS 

mode for the given level of macroscopic interaction (R = 200 A). This sets a limit on the 

corrugation in the image, which can be overcome only by increasing the macroscopic 

component of the tip-surface interaction (Figure 23b). The increased macroscopic 

interaction is always attractive and therefore eventually compensates the short-range 

repulsion for the 3-6 A range of tip-surface separations. In this work we chose a larger 

radius of R = 2000 A. At this radius, the frequency-distance curve is monotonic 

(Figure 23b), and therefore the range of imaging is extended for the CFS mode.

Importantly, increasing the radius does not change the absolute value of the 

contrast (detuning signal) in the constant height (CH) image since the contribution of 

the macroscopic force is laterally homogeneous at each given height. Further increases 

of the macroscopic interaction in CFS mode will, however, reduce the corrugation, due 

to the increased slope of the bunch of curves (Figure 23a). Therefore, a distinctive 

property of the constant height (CH) mode is the independence of the contrast from the 

level of macroscopic interaction, which is not the case in CFS imaging, where a search 

for the optimal level of macroscopic interaction is required.

2.1.2.2 NC-AFM im age analysis

The modelled NC-AFM images of the (0001) alumina surface in the constant 

height (CH) acquisition mode and corresponding normalised scanlines are presented in 

Figure 24 for both tip polarities. For the sake of comparison with experiment we relate 

the scanline to features of the image rather than the surface. The characteristic scanlines 

are taken from the centre of the brightest feature to the next nearest brightest feature. On 

this surface these scanlines coincide for both tip potentials.

In Figure 24a, for the negative polarity tip (NPT), the strongest interaction along 

the scanline is above the top plane A1 ion. The relative height of the second maximum 

(or the shoulder) is about one third of the main maximum and does not depend much on 

the tip-surface distance. This creates a pattern of rounded triangular features elongated 

in the direction of the next A1 ion along the surface axis (Figure 24a).
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0.035 nm

Figure 24. Constant height NC-AFM images o f  the A120 3 (0001) surface and normalised 

scanlines in the [l 1 00] direction for two different polarities o f  the MgO tip. (a,c) negative 
potential tip image and scanlines; (b,d) positive potential tip image and scanlines. Distances in 
scan-lines along the surface are in nm. Both constant height images correspond to a minimum  
tip-surface separation o f  0.3 nm.

These elongations merge at very small tip-surface distances. The degree to 

which the second maximum is pronounced, depends on the details of the atomic 

arrangement in the apex of the tip. The orientation of the MgO tip ions with respect to 

the surface ions, as shown below, also affects the maximum.

The positively terminated tip (PPT) demonstrates strongest detuning above the 

centre of the three oxygen ions (Figure 24b) forming two different types of triangles in 

the image (Figure 24d). As it can be seen in Figure 24b, the corresponding scanline has 

two almost equivalent maxima. The individual oxygen ions are not resolved, but the 

image is a collection of interconnected triangles. The image pattern and the shape of 

scanlines do not depend significantly on the tip-surface separation. The height of the 

shoulder distinguishes PPT scanlines from NPT scanlines. Given the stability of the 

scanline shape, the difference between the two types of scanlines (Figure 24a,b) can be 

used to learn about the sign of the tip potential.
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According to the simulation, the height of the shoulder changes less than 10% as a 

function of the tip-surface separation and allows the two tip potentials to be 

distinguished, but in an experiment the possibility of identifying the sign of the tip 

potential depends on the level of noise and drift in the image.

NC-AFM images of the surface are also modelled for the constant frequency 

(CFS) mode. They appeared to be identical to the CH images with regards to in the 

pattern and shape of the characteristic scanlines; therefore they are not shown 

separately. Moreover, the above interpretation and assignment of sublattices, developed 

for CH mode images, applies to images and scanlines in CFS mode.
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Figure 25. Contrast dependence in the modelled NC-AFM image as a function of the minimal 
tip-surface distance (in Constant Height mode, left ) and preset frequency shift (in Constant 
Frequency Shift mode, right). The images are calculated for k = 3 N/m, A = 70 A, f0= 100 kHz, 
assuming a macroscopic interaction described by a tip radius R = 2000 A.

The contrast in the pattern monotonically increases with the rise of the 
tip-surface interaction in both CFS and CH mode (Figure 25). We do not observe a 
change of the pattern with the distance, which distinguishes AhCMOOOl) from 

CaF2( l l l ) .  The difference can be explained by the significant rigidity of the AI2O3 

surface compared to CaF2, which agrees well with the small displacements of oxygen 

atoms (< 0.1 A) compared to the displacements of fluorine atoms (1.0 A) in CaF2 which 
lead to a sequence of different patterns observed without altering the tip.

The study conducted in this chapter considers a very particular shape of the 

MgO tip apex. Moreover, only one tip-surface arrangement has been considered. 
However, it is important to illustrate that several different patterns can be produced on 
the same surface using the same tip model. The triangular feature of the A1 ions and of 
the three surrounding O ions (Figure 24) is very similar to the structure of the tip apex, 
which also has three-coordinated Mg or O ions next to the apex. It is expected that by 

changing tip-surface orientation it is possible to affect the image pattern.
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In order to study this “convolution” effect, the MgO cube is rotated with respect 
to the z-axis perpendicular to the surface, and in this way changes the registry of the tip 
and surface ions. It can also be tilted with respect to the z-axis (Figure 26a). The total 
energy of the system is calculated as a function of the tip position with respect to the 
surface at a constant tip-surface separation of 2.5 A for the tip and surface geometries 
with no relaxation (Figure 26).

“Breaking” the symmetry demonstrates that there are two types of oxygen 
triangles on the surface. Both tip rotation and tip tilting significantly change the relative 
strength of the interaction above these sites. Although the NC-AFM images are not 

calculated, these results clearly demonstrate that the tip-surface convolution can affect 

the image on the atomic scale.

rotation tilti)

M g
MS

O
IMOO]o

surface

b)

A OJ M O.T*
*W  1 'V

»  - 4 k  *  *
[l I 00 ]

Figure 26. The map o f  the total energy surface o f  the tip in the vicinity o f  the A l20 3(0001) 
surface is plotted for different orientations o f  the MgO tip apex with respect to the surface, (a) A  
scheme illustrating the projection o f  the tip apex atoms onto the surface and the tip tilt with 
respect to the normal. The total energy o f  the system as a function o f  the tip position at a 
tip-surface separation o f  2.5 A: (b) for the original tip orientation and tilt used in calculations 
above (corresponding to the forcefield in Figure 22); (c) tip rotated by 20° with respect to the 
original position; (d) tip tilted by 20° with respect to its original orientation perpendicular to the 
surface.
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2.2 Probing clean oxide surfaces with a “dangling bond” tip

The Si tip model with a dangling bond (section 1.5.2) is an example of a 

different probe: although the tip has a weak overall electrostatic potential, the 

unsaturated "dangling bond" on the apex of the tip acts as the actual probe. On 

semiconducting surfaces this model allows unambiguous interpretation due to the strong 

interaction with unsaturated bonds of the surface reconstruction46. Such a possibility is a 

desirable property lacking on insulating surfaces where an oxide tip is usually used. To 

analyse the nature of the tip-surface interaction and the applicability of the “dangling” 

bond tip for imaging oxide surfaces, we consider contact between the Si tip and two 

ionic surfaces: MgO(OOl) and AbC^OOOl) using ab initio DFT techniques.

The highest rate of success in experimental imaging with a tip which is claimed 

as a “pure Si tip” is essentially on Si surfaces, especially on the Si (111) (7><7) surface46. 

A theoretical model of a clean Si tip has been successfully implemented 49 in modelling 

NC-AFM imaging of the Si surface and for semiconducting surfaces, such as GaAs and 

InP49,136.

The “dangling bond” arises from the three-coordinated Si atom on the apex 

(section 1.5.2). A Si atom (sp3-Si) having 4 unoccupied orbitals can saturate only 3 of 

them, directed to its 3 neighbours. Consequently, the fourth orbital carrying one 

unpaired electron is pointing towards the surface in this geometry. This is a common 

defect on Si surface and interfaces with dielectrics. It is known in EPR as Pbo or Pbi127, 

and can react with chemically active species on the surface/interface. The rest of this 

section is devoted to pure Si tips, while the section (2.3) considers the effect of tip 

contamination.

The strength of the interaction between the Si dangling bond tip and ionic 

surfaces42,140 is determined by the onset of ion-covalent bonding between the tip apex Si 

atom and the surface oxygen atoms. The SIESTA code is used to calculate the force 

acting on the tip, electronic structure and Mulliken population.

The distance dependence of the force acting on the tip is calculated above 

several surface sites, taking into account the surface and tip relaxation. Following the 

results of classical calculations described in section 2.1, we have chosen the A1 site and 

the centre of the triangle formed by 3 surface oxygens, denoted by 30  in the following
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discussion, as representative sites with cationic and anionic characters, respectively. The 

individual oxygen sites are also considered to ensure consistency with previous studies.

Figure 27 shows the site-dependent forces acting on the Si tip with a dangling 

bond over the characteristic sites of the MgO(OOl) and AhC^OOOl) surfaces. The two 

insets detail the structure of the top layer of these surfaces. The graphs on the green 

background present the estimates of the charge redistribution between the tip and the 

surface on the basis of the Mulliken analysis.

The force vs. distance curves in Figure 27 represent only the short-range 

“chemical” component of the tip-surface interaction, and do not include the long-range 

van der Waals forces. Figure 27 demonstrates that the interaction above both the A1 and 

oxygen sites is attractive at large distances (> 2.5 A). At the distances smaller than 

2.5 A, we observe the onset of repulsion.

The interaction above the 3 0  site is the strongest one (Fmin= -7.0 nN) over the 

alumina surface. Moreover, there is an overall attraction even at distance of 2.0 A. The 

latter is due to the interaction of the Si apex atom with the group of three oxygen ions, 

which effectively may lead to the Si atom being removed from the tip and being 

adsorbed onto the surface. This is manifested by a 0.55 A displacement of the tip Si 

atom from its stable position in the free tip at a tip-surface distance of 3 A.

The interaction above A1 sites with a Si tip is also attractive, although weaker 

than that above oxygen sites (Figure 27). The attractive force acting on the tip at this 

site reaches 1.0 nN at 3.5 A and remains at this level at 3.0 A, but switches into 

repulsion at 2.5 A. Very similar behaviour over the same range of interatomic distances 

is observed over the Mg site in MgO(OOl). We compared this behaviour with the 

interaction of an identical Si tip with cations in CaF2 and TiCV41. The force curves 

allow us to suggest that the position and depth of the minimum of the force-distance 

curves qualitatively correlates with the length and strength of the corresponding Si-Me 

bond (Me=Al, Mg, Ca, Ti) in a diatomic molecule. For instance, we observe a particular 

large force over Al, which correlates with the large value of the enthalpy of formation of 

the A l - S i  molecular bond (about 229.3 ±30.1 kJ/mol) 142 compared to other metals, 

such as Mg, Ca and Ti143.
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Figure 27. Force-distance curves for the interaction o f  the Si dangling bond tip (S i10H i5 cluster) 
with MgO (001) and A l20 3 (0001) surfaces calculated above characteristic surface sites. The 
upper section (shaded in green) o f  each graph presents charge transferred to the tip as the 
tip-surface distance is reduced. The left axis corresponds to the force-distance curve, the right 
axis - to the charge transfer to the tip. Negative force corresponds to attraction to the surface.

The increase in the force acting on the tip correlates with the displacements of 

surface atoms and a significant charge redistribution between the tip and the surface 

according to the Mulliken population analysis (Figure 27). The surface displacements of 

the Al atoms are larger than those of the surface oxygens by an order of magnitude, 

which correlates with soft vibrational modes involving the surface Al ions proposed for 

the a-alumina (0001) surface on the basis of LEED analysis144.

From the perspective of NC-AFM imaging, the study demonstrates the 
feasibility of atomic scale resolution: the difference in the force acting on the tip over 
30 and Al varies between 0.2-1.2 nN (Figure 27). Therefore, the atomic sites of Al and 
sites corresponding to [302 ] groups can be clearly distinguished over two ranges of 

distances once it has been proved that neither the surface nor the tip are contaminated. 
At the “intermediate” distance of 3 A, however, the forces are equal for all three sites 

under consideration, which means that the contrast diminishes. The two regions (below 
and above 3 A) are roughly defined by the interatomic distances in the corresponding
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diatomic molecules, i.e. where Si-O or Si-Al interactions are dominating. Finally, three 

distinctive regions of CH mode imaging are formed: a region when the “bright” spot 

(strongest attraction) is over Al and a region when the “bright” spot is over 30 , and an 

intermediate region with no contrast, where all three force-distance curves cross.

The analysis of the tip interaction with the magnesium oxide (001) surface 

reveals (Figure 27(left)) that the maximum attractive force on the tip is also achieved 

over the anionic (oxygen) site. However, at larger separations of 3.5-4.0 A, the Si-Mg 

interaction is stronger, splitting the force-distance curve into two regions with the 

opposite assignment of bright features. The strongest overall interaction is achieved 

over oxygen, but at larger distances Mg can be seen as bright.

To enable interpretation, however, it is required to acquire a sequence of images 

at different strengths of interaction or heights. Having force-distance curves gives even 

more information for the interpretation of the image, if the assignment of the 

force-distance curves to atomic species curves can be transferred between the surfaces.

Comparison between force-distance curves on MgO(OOl) and A^C^OOOl) 

shows that the force-distance curve over the oxygen site in magnesia looks similar to 

one over a single oxygen site in alumina. First, these curves have equal values for the 

force at the minimum. Second, the position of the minimum is at 2.5 A for both 

surfaces. Finally, the shape of the force-distance curve over oxygen is almost identical 

for the two surfaces. This indicates that in spite of the differences in the atomic 

environment and less ionic bonding in alumina, the Si tip “sees” these oxygen ions as 

similar species, according to Figure 27.

If similar distinctive footprints can be obtained for oxygen on other surfaces, it 

will allow chemical identification of the oxygen O ' ions on a surface with a Si tip with 

a dangling bond. Experimental confirmation of such a result is most likely to come from 

low-temperature NC-AFM studies, where site-specific force-distance curves are 

currently being developed as a standard, while preparation, maintenance and 

identification of the Si dangling bond on the apex of the tip is a great challenge for 

oxide surface studies.

In this section we have investigated the interaction between the dangling bond Si 

tip and the ionic surfaces of MgO and AI2O3. The Si tip allows one to discriminate 

anionic and cationic sites on insulating oxide surfaces from a sequence of NC-AFM 

images. The significant contrast in the image arises due to the instantaneous charge 

redistribution between the tip and the surface when the dangling bond approaches an 

anion on the surface. The strength of the force at a given tip-surface separation is larger 

over ions, which form stronger bonds with Si. The strongest overall interaction for 

oxides, therefore, is over anionic groups. The similarity of the force-distance curves
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over the oxygen sites of the two surfaces does not guarantee transferability of the force 

curves, but calls for extra study into this topic. Importantly, NC-AFM imaging with a Si 

dangling bond allows straightforward interpretation of atomic scale resolution images 

from a sequence of images or site-dependent force-distance curves.

2.3 Effect of Si tip contamination on the tip-surface interaction

In the previous section it was shown that the Si dangling bond strongly interacts 

with the oxide surface. The interaction at a small distance may also result in the tip 

damage. However, an alternative scenario of interaction is the interaction of the tip with 

adsorbants, which may result in tip contamination. In this section we assess the effect of 

tip contamination on the strength of the tip-surface interaction.

In this study we use the classical ionic MgO(OOl) surface as a substrate 

contacted by a range of tips including where the apex dangling bond is contaminated by 

hydrogen (Si-H) or a hydroxyl group (Si-OH) and a fully oxidized tip modelled by a 

MgO cube (section 1.5.1). The choice of the contaminants is dictated by the presence of 

water vapour in the UHV chamber. The calculations are performed at the DFT level 

(section 1.3.1) and compared with DFT results for a pure Si tip with a “dangling” bond 

(section 2 .2).

To distinguish between a “weak” and “strong” interaction we first define the 

scale and sensitivity of the method. With a NC-AFM probe one can measure forces of 

the order of 0.1 nN while a difference in force of 0.01 nN between two sites can be 

detected. In constant frequency shift (CFS) mode, corrugations of a few picometers are 

measurable. The presence of noise often decreases the sensitivity of the method by an 

order of magnitude. However, a further improvement of the precision can be achieved 

in purpose-built low temperature devices. The stability of the experiment at low 

temperatures allows measurement of site-dependent force-distance curves routinely43.

To compare the strengths of the tip-surface interaction provided by the tip 

models and yet avoid calculation of the full force-distance curve, we position the tips at 

the characteristic distance (z= 3.0 A) from the surface to characterise the strength of the 

interaction. The distance is chosen from previous theoretical investigations of NC-AFM 

imaging of the oxide surfaces as reviewed in references38,43.

To study the tip-surface interaction, full relaxation is applied to 2 surface layers 

and the 4 outermost Si atoms of the tip. Finally, the z-component of the force acting on 

the whole tip is calculated by summation of the z-components of the force acting on 

individual atoms of the tip. Since we aimed to study the qualitative effect of 

contamination, the tip models are positioned above the site where the strongest
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interaction is expected, which, for the chosen tip models and the ideal MgO(OOl) 

surface, is the O site.
The results of the ab initio calculations are presented in Figure 28. The atomic 

structure of the Si-based tip and the fully oxidized Si tip models is shown in the lefthand 
column. The values of the force and of the values of the displacements in the tip and in 

the surface are listed in the table (Figure 28). All numbers presented in this table are 

calculated for a tip-surface separation of 3.0 A, where the separation distance is defined 
as the distance between the apex atom of the tip and the nearest atom of the surface. The 
numbers in the table detail the relaxation of the tip apex atom and the corresponding 
surface atom along the normal to the surface. The last column of the table summarizes 

the total change in the distance between the two atoms due to the relaxation.
Figure 28 shows that the strongest tip-surface interaction (1870 pN and 1846 pN 

respectively) over O is observed with a pure Si tip and a Mg-terminated Mg32C>32 tip. 

The interaction of the oxide surface with a tip apex carrying a dangling bond is as strong 
as the interaction with a completely oxidised tip. Both tip apexes are able to produce 

measurable (1-1.4 nN) force contrast on the surface. The strongest interaction in the 
case of the contaminated tip apexes (-H, -OH) is several times less than that of a pure Si 
tip with a “dangling bond” tip or an “oxidized” tip.

(Tip)-Atom

(Si)-Mg

(MgO )-Q

(Si-OHH}

(Si-H)-G

Force, pN AZapexfA

0.07

Figure 28. Ab initio forces acting at 3.0 A on tips positioned over the oxygen site o f  MgO(OOl) 
surface for different tip models: pure silicon tip with a dangling bond, rigid oxide tip with 
positive apex potential (front view ), Si tip with the dangling bond saturated by an OH or H. The 
force acting on the Si tip with a dangling bond over the Mg site o f  MgO(OOl) surface is 
presented for a comparison. (Table 6  is reproduced here for the sake o f  the reader’s 
convenience).
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The three last columns of the table display the magnitude of relaxation in these 

systems. This ranges from 0.04 to 0.22 A in the tip and 0.05 to 0.18 A at the surface. 

Systems with weaker forces exhibit smaller relaxations, while the largest relaxations of 

0.38 A and 0.3 A are observed in the case of pure Si and oxidised tips.

Comparison of the considered models highlights the weak reactivity of the 

contaminated tips compared to a pure Si tip with a dangling bond or a oxidized tip. 

Models of a pure Si tip and an oxidized tip give a higher degree of contrast, i.e. the 

difference in the force over Mg and O sites, but these tips are also more easily 

contaminated in the vicinity of the surface.

The major experimental problem is that the image is often the only source of 

information about the structure and chemical composition of the tip apex145,146. This 

again leads to an ambiguity in the interpretation, because it is not known whether the 

oxide tip with positive/negative potential contacts the surface or the pristine Si tip does. 

Differentiation between a pure Si apex and one of the polarities of an oxide tip might be 

possible if site-dependent force-distance curves can be acquired. These curves enable 

the direct comparison of the difference in the interaction over the characteristic sites 

between experiment and DFT calculations. The site-dependent force-distance curves are 

rare for conventional UHV NC-AFM at room temperature (RT), because of the high 

level of noise and thermal drift. However, a sequence of images with resolved ionic 

sublattices, obtained with no tip change, may also allow the differentiation between pure 

Si and oxidised tips.

2.4 Summary

Two models of the tip are implemented to study NC-AFM contrast formation on 

hard oxide surfaces; one with a dangling bond on the apex (Si tip model) and the other 

with a strong electrostatic potential (oxide tip model). The pure Si tip model of the AFM 

tip apex has been applied to the study of oxide surfaces for the first time.

According to the DFT results the strength of the site-dependent interaction over 

the oxide surfaces studied using a dangling bond at the apex of a Si tip is determined by 

reversible charge redistribution between the dangling bond and atoms of the substrate.
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This redistribution depends on the chemical nature of the surface site and, therefore, 

allows straightforward chemical interpretation of the image. The maximum overall 

interaction is achieved over anions or group of anions ([302 ] for AI2O3). However, the 

interpretation may also become ambiguous, for instance, for a certain range of heights 

over the AI2O3 surface. In this case, site-dependent force-distance curves or a sequence 

of images taken over a representative range of interactions could allow experimentalists 

to distinguish between cationic and anionic sites.

It was demonstrated that using the oxide tip model of an atomically sharp tip, 

Al3+ ions and oxygen [30]6' groups can be resolved in CFS and CH modes on the clean 

unreconstructed a-AhC^OOOl) surface with realistic parameters for the NC-AFM setup. 

Identification of the cationic and anionic sublattices and of the sign of the oxide tip 

potential could be possible on the basis of a detailed scanline analysis.

It is shown that for an atomically sharp ionic tip rotation and tilt of the tip apex 

change the image pattern. It was also demonstrated that for the atomically sharp oxide 

tip model that the pattern of the image depends on the orientation of the tip apex with 

respect to the surface ions due to the asymmetrical shape of the electrostatic potential of 

the tip.

At small nominal distances of below 2.0 A between the tip and the oxide surface 

the apexes of both tip models considered in this work adhere strongly to the surface. 

This may result in an irreversible change to the tip apex. There are two possibilities: 

material is transferred from the surface to the tip or vice versa. In the latter case this 

effect undermines the success of the “gentle contact” technique, used by 

experimentalists to sharpen the tip via contact with the surface. Such behaviour is one 

possible explanation for the experimental difficulties in obtaining atomic resolution on 

the C1-AI2O3 (0001) surface.
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3 Contrast formation in imaging of HCOO- anion on MgO(OOI)

The chapter discusses NC-AFM contrast formation on the MgO(OOl) surface in the 
presence of an adsorbed HCOO- formate anion. The adsorption of the molecule onto the 
surface is studied using the Embedded Cluster Method. The results of this study are 
used to fit the parameters of the potential functions for the MgO-HCOO system. The 
tip-surface forcefield is calculated by means of static structural optimisation using these 
potential functions. The study of NC-AFM contrast formation in a “molecule + surface” 
system assesses resolution within the formate molecule, the effect of the tip-molecule 
interaction on imaging of a surface with a dilute monolayer, the effect of the 
macroscopic tip-surface interaction on the contrast in CFS mode and looks into the 
possibility of atomic resolution on the surface in the presence of absorbed molecules.

The interpretation of molecular NC-AFM images is not well developed. The 

approach to image interpretation is often borrowed from NC-AFM imaging at larger 

scale or even from contact mode AFM. The field of high resolution molecular imaging 

also lacks empirical understanding - we do not know from experiment for which 

systems high resolution can be produced and what information about the system an 

image can provide. In particular, there is very little consideration of the optimal 

experimental parameters required for imaging adsorbed molecules.

The development of NC-AFM instruments has led to high resolution imaging of 

surfaces with molecular adsorbates, such as carboxylic acids (R-COOH)147, biphenyls148 

on TiC>2(l 10), thiols on gold149’150, and C<so on silicon151 and gold152. However it proved 

to be difficult to resolve individual atoms within adsorbed molecules using AFM. 

Therefore we discuss “high” resolution, which here refers to resolution of features 

within the molecule with sizes below 1 nm33,153. The size of resolved species is 

comparable with the distance between bright features on atomically resolved surfaces 

with large lattice constants, such as KBr(OOl) or KI(001), where the distance between 

the bright spots is of the order of 0.7 nm50.

From an experimental perspective, the detection of an adsorbed molecule with a 

distinctive shape or size on the ionic lattice could make it possible to distinguish 

between sublattices, which cannot be discriminated otherwise, such as Mg and O 

sublattices on MgO(OOl) when observed with an “oxide” tip. This approach has been 

applied to the experimental study of TiC>2(110) surface -  the presence of oxygen 

vacancies in the bridging oxygen row allows Ti rows from O rows to be differentiated 

on this surface32.

The utility of introducing molecules as markers is determined by the ability to 

experimentally resolve the substrate sublattices and individual adsorbate molecules
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simultaneously. The C6o/KBr152 system is a rare example where high resolution is 

achieved simultaneously on clusters of the adsorbate and on the substrate. However, the 

results for formate (HCOO-) on TiO2(110) have demonstrated that the quality of the 

image is generally much lower in the presence of a dilute monolayer o f formate147 

compared to the clean surface or monolayer at full coverage.

The limit of NC-AFM resolution within an adsorbed molecule is also an open 

question which lacks experimental data. For planar ionic surfaces, it has been shown 

that resolution can be obtained between lattices with interatomic distances down to

2.1 A35, which is in accordance with theoretical simulations using the rigid oxide tip 

model48. However, such a level of resolution has not yet been achieved with NC-AFM 

of molecules on insulating surfaces.

On insulating surfaces, high resolution is available because of the significant 

force contrast provided by the interaction between the strong electrostatic potential of 

the oxide tip and charges of the opposite sign on the surface42,154. If there is no 

significant variation in the interaction, the contrast can be lost. In the previous chapter, 

for instance, it was shown that O atoms separated by a distance of 2.7 A cannot be 

resolved on the Al2C>3(0001) surface using an oxide tip. This fact highlights that it is not 

atoms, but the variation in interaction that is being resolved155.

In this chapter we consider a rigid oxide tip model and choose a formate anion 

as the trial molecule, which combines a polar (COO-) and less polar group (C-H). This 

anion is relevant to the study of carboxylic acid (R-COOH) adsorption, formation of 

SAMs on ionic surfaces156, and has been widely studied as a product of formate 

dissociation on ionic surfaces114,157,158. As an anion, the molecule interacts 

electrostatically with the oxide tip; therefore we chose a tip with positive tip potential to 

increase the tip-molecule attraction.

We use modelling to develop the main principles of contrast formation in an 

NC-AFM image of the molecule and its vicinity, and to identify the critical parameters 

which determine the resolution of the molecule. We compare the interpretation of the 

image in the presence of an adsorbed molecule to the interpretation of clean atomically 

resolved surfaces. The resolution of individual sublattices of the surface is studied in the 

presence of the molecule to validate the possibility of using small molecules as 

“markers” of sublattices on the surface. Finally we take the experimentalist’s viewpoint 

to analyze simulated images and assess the effect of the tip radius on the contrast in the 

image.
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To set up the model, we study the adsorption of a formate anion on the 

MgO(OOl) surface. The Embedded Cluster Method is used to eliminate the artificial 

interaction between images of charged formate molecules and to employ a DFT 

exchange-correlation functional with an admixture of the exact exchange. The 

adsorption study includes the analysis of the vibrational frequencies of the system and 

soft modes related to the lateral motion of the molecule. The results of the ab initio 

adsorption study are used to fit interatomic potential functions describing the interaction 

between atoms of the molecule and of the surface. The potentials developed allow us to 

increase significantly the speed of calculating the NC-AFM image.

The chapter is organized as follows: the system is first characterised in the ab 

initio adsorption study (3.1); the tip-surface forcefield is calculated on the basis of the 

developed potential functions and existing potential sets for the surface and for the 

molecule (3.2); the analysis and interpretation of simulated NC-AFM images are 

presented in (3.2.2). The effect of the presence of the molecule on the surface resolution 

is addressed in (3.3). The discussion of the result concludes the chapter and draws links 

with experiment.

3.1 Ab initio calculations of the formate anion on MgO(OOI)

In this section we study the formate-MgO(OOl) interaction at the ab initio level 

and propagate the results to the level of molecular mechanics (MM). Such approach is 

necessary because there is lack of force fields taht can tackle both organic molecules 

and ionic solids. Although there are new force fields describing combined systems, they 

are still at the stage of development159 hence a new purpose-built forcefield was 

required to carry out an effective study of NC-AFM contrast formation in this system.

We study adsorption of a single charged molecule (HCOO ) on the surface, in 

contrast to the previous works157’160 which considered the elecrostatically bound 

HCOO" -H+ pair. The single HCOO’ system serves as an example of a charged adsorbate 

on the surface, which has not been discussed theoretically in the context of NC-AFM 

imaging.

Experimentally, the dissociative adsorption of formate on MgO(OOl) has been 

investigated at room temperature (RT) in desorption studies (TPD) combined with 

electronic structure investigation using XPS studies161,162. Its vibrational spectrum is 

known from experiments with infrared-visible vibrational sum-frequency generation 

(SFG) 161’163 and HREELS studies164. The studies agree on the preferentially “bridging”
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adsorption of the dissociated formate anion on the MgO(OOl) surface, although modes 

identified as those of monodentate are also present.

The detailed study of polarization analysis within SFG suggests a broad 

distribution for the tilt angle160 around the normal direction, which was confirmed by 

theoretical work done in the same group. That theoretical work demonstrated the 

dissociative adsorption of formic acid in an embedded cluster model and found the heat 

of adsorption to be 1.56 eV. Hopping of the proton between surface oxygens is 

characterised by a barrier of 3.88 eV, which halves in the vicinity of the formate anion. 

The orientation of the molecule and the softness of the tilt obtained in the experiment 

was explained165 by the interaction with the neighbouring oxygen ion of the surface.

3.1.1 Adsorption of the formate anion on MgO(001)

The calculations for the formate adsorbed on MgO were performed using the 

embedded cluster approach to avoid periodic boundary conditions and to access B3LYP 

exchange-correlation functional, which reproduces better the wide bandgap of MgO. It 

is important to reproduce the bandgap correctly, to describe appropriately the bonding 

in adsorbate-substrate system. In particular, artificial charge transfer from the charged 

molecule to unoccupied surface states is overestimated if the width of the bandgap is 

reduced. The details of the Embedded Cluster Method, implemented in the GUESS 

code76’77, are discussed in the first chapter of this thesis (section 1.3.2). The quantum 

mechanical part of the calculations is performed using Gaussian 9878.

The calculations include: (1) static energy optimisation of the combined system 

HCOO- on MgO(OOl), and (2) calculation of several profiles of the adiabatic potential, 

which correspond to trajectories relevant to the study. The following molecular 

trajectories were calculated: retraction from the surface, tilt of the molecular plane and 

rotation in the plane with respect to one of the oxygens, so that another one is lifted 

upwards. The calculated energy profiles have been used to fit interatomic potentials fof 

the molecule-surface interaction and should give a qualitative description of molecular 

behaviour near the equilibrium state. Our focus on non-contact AFM studies allows us 

to limit the number of configurations and energy profiles. We choose only those which 

are relevant to minor displacements from the equilibrium position.
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Figure 29. The eigenspectra o f  QM cluster o f  MgO(OOl) with a formate molecule, a) free QM 
cluster and free molecule (spectrum o f  eigenvalues), b) QM cluster with the adsorbed molecule 
in the equilibrium configuration (spectrum o f  eigenvalues). The different colours o f  
eigenspectra demonstrate the nature o f  the state (red -  molecule; green-substrate). Red lines in 
the eigenspectra indicate the percentage o f  the sum o f  squared coefficients o f  a state attributed 
to basis functions centred on the atoms o f  the molecule.

First, the total energy of the system was fully optimized starting with the formate 

anion in the “bridging” position above the two Mg atoms in the centre of the quantum 

cluster. According to the data obtained from the vibrational spectroscopy161,163,164 study, 

this binding configuration is the most stable one. As a result of the optimization, the 

adsorbed formate molecule remained in the “bridging” upright position; with an 

adsorption energy of 2.1 eV.

The analysis of the electronic structure of the QM cluster with the adsorbed 

anion shows (Figure 29) an increase in the difference between the eigenvalues of 

HOMO and LUMO levels Eo-u, as the molecule approaches to the surface. At the large 

distance of 10 A between the molecule and the cluster, the Eo-u is determined by the 

HOMO-LUMO split of the molecule -  4.3 eV. At the equilibrium distance, the value of 

Eo-u is determined by the “bandgap” of the surface (6.0 eV).
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According to the analysis of the molecular coefficients of the eigenvalues 

(Figure 29), the molecular levels, attributed to the upper part of the molecular spectrum, 

are in resonance with energy levels of the “upper valence band” of the surface. This 

band is represented by the states localized on the oxygen sites of the MgO(OOl) surface. 

Interestingly, both the higher occupied states of the molecule and those of the surface 

are associated with the oxygen atoms. Moreover, the oxygen atoms of the formate can 

be considered as occupying the vacant positions of oxygen ions in the next layer 

(growing on the top of the first layer) of the surface (Figure 29).

In the relaxed geometry, the “lower conduction band” of the surface also 

resonates with the unoccupied molecular levels of the molecule, so that the 

HOMO-LUMO distance in the molecule increases. The value cannot be determined 

precisely due to the dispersion of the molecular states, but can be estimated (Figure 29b) 

to be about 6.0 eV.

Figure 29(a-b) shows that the top of the “valence band” of the QM cluster shifts 

by about 1.0 eV, as the negatively charged molecule approaches to surface. This, 

however, cannot be interpreted as a shift of the valence band in the material, but rather 

as a local perturbation near the adsorption site, because only a finite part of the 

electronic subsystem is taken into account.

The flavour of the bond formed between the molecule and the surface is a 

crucial question. In particular, it determines the choice of the functional form to be used 

in the interatomic potentials describing the interaction between the atoms of the 

molecule and the surface. According to Figure 29, molecular basis functions contribute 

significantly to the eigenvectors of states in the valence band when the molecule is 

adsorbed. However, we interpret it as an artefact of the localized basis set.

We have selected several eigenfunctions in the spectrum (Figure 29b) with a 

significant admixture of the molecular states for visual analysis. The criterion for 

selecting these eigenfunction is following: the sum (S) of the squared coefficients 

attributed to the basis functions centred on the atoms of the molecule should be greater 

than 10%. The shape of the wavefunctions is assessed visually by drawing isosurfaces 

and cross-sections. The cross-sections passing through plane (Mgsurf-Omol-C) or 

(Osurf-C-Osurf) and isosurfaces at values in the range (-0.05)-(+0.05) |e|/(Bohr)3 are 

considered. However, no covalent molecule-surface “bonding” states were found among 

the wavefunctions considered. Figure 30 shows an example of an eigenfunction with a 

significant contribution from the molecule: the sum of squared coefficients is 20% for 

the HOMO orbital of the system.
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The results of the eigenspectrum analysis are strongly supported by the 

population analysis. Natural population analysis (NPA) gives charges of -0.85 \e\ for the 

Omo1 atoms, +0.66 \e\ and +0.1 \e\ for C and H atoms respectively (Figure 30), so that the 

total charge on the molecule amounts to -0.94 \e\ in this calculation. The value of the 

charge on the formate anion is not affected significantly by the surface and remains 

about -0.9 \e\ at all distances. In a free formate ion, the charges on oxygen, carbon and 

hydrogen atoms are -0.82 \e\, 0.58 \e\ and 0.06 \e\ respectively.

Comparison of the numbers above and the analysis of the electronic structure 

show that charge redistribution between the molecule and the surface can be neglected 

in the construction of potential functions. Hence, we use standard Buckingham-type 

potentials to describe the interaction between ions of the surface and ions of the 

molecule.

As the result of the relaxation, magnesium ions located directly underneath the 

molecule are displaced towards the molecule by 0.24 A in the equilibrium configuration 

(Figure 30). The NPA charges of the substrate Mg atoms beneath the molecule 

decreased by 0.02 \e\, as the molecule has approached and by the 0.1 \e\ as the Mg atoms 

moved upwards. The changes in the atomic charges on other atoms of the surface 

compensate the change on Mg ions, while individual charges do not change by more 

than 0.02 \e\.

Mg ^ ° _ 21A  
— ---------------------

Surface level

Figure 30. Relaxed configuration o f  an adsorbed HCOO- anion on the MgO(OOl) surface 
calculated within Embedded Cluster Method. The schematic on the right shows the height o f  the 
atoms o f  the molecule and the displaced Mg atoms o f  the surface with respect to the equilibrium  
z-position o f  oxygen atoms on the clean perfect terrace (surface level). The isosurface o f  the 
HOMO orbital o f  the system is presented in the picture for the isolevel o f  0.05 |e|/(Bohr)3.
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The deviation of the charge on the Mg ions, strictly speaking, modifies the 

interatomic potentials. However, this has a minor effect from the perspective of AFM 

studies and therefore the variation in charge on Mg ions is neglected in this study. 

Notably, the atomic displacements induced by the formate adsorption are qualitatively 

reproduced by the fitted potentials.

The relaxations within the molecule are not very significant. In the relaxed 

geometry the C-H bond of the adsorbed molecule shortens from 1.14 A in the free anion 

to 1.11 A, and stands almost upright. The C-O bond lengths in the molecule are 

deformed by less than 0.5 %. The slight tilt, observed in the Figure 30, is due to the 

asymmetry of the molecular position within the QM cluster. The O-C-O angle changes 

from 130.4° in the free molecule to 128.7° in the adsorbed configuration.

The overall deformation is characterised by the “relaxation energy” of the 

molecule, which is defined as the difference between the total energy of standalone 

molecule, calculated in the adsorbed geometry, and the total energy of a free molecule. 

The value of the relaxation energy is 0.01 eV, which means that the adsorbed molecule 

is virtually not deformed. Therefore, we can describe the mechanics of the adsorbed 

molecule using conventional force fields.

An important implication of the symmetry of the relaxed molecule is a soft 

tilting potential of the molecule arising from the attraction between the two nearest 

negative O ions of the substrate and the positive charge distributed over carbon and 

hydrogen. As a result, the molecular tilt of 60 degrees with respect to the surface normal 

costs only 0.4 eV.

According to the experimental interpretation of the vibrational 

spectrum161’163,164, the bidentate configuration (i.e. both oxygen atoms of the formate 

bond to the same cation) should also be present on the surface. We performed an ECM 

relaxation for the molecule in the bidentate configuration for the same cluster as 

discussed before. The carbon atom of the formate molecule was fixed laterally over an 

Mg ion; all other atoms of the molecule were allowed to relax. The relaxation 

demonstrated that the bidentate configuration is 0.8 eV less favourable than “bridging” 

the position. This calculation rules out the possibility of adsorption of formate on the 

perfect terrace in the bidentate position, but still allows it near a defect.

Unfortunately, the calculated adsorption energies for the formate ion do not 

compare directly with the previous theoretical studies of the adsorption of the formic 

acid molecule. The values of the adsorption energy, calculated in this work, do not 

contradict, but at the same time cannot be directly compared to the experimental TPD
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results on HCOO- because of the dehydration reaction taking place at 500-700 K. 

Otherwise, the stability of the “bridging” configuration fits well into the simple 

description of the bonding as dominated by the interaction between the positive Mg2+ 

cations of the surface and the negative oxygens of the formate anion.

To conclude with the ab initio description of the system and characterize the 

degree of the discrepancy with the experiment, we perform vibration frequency analysis 

within the ECM. The frequencies, calculated for the free molecule and for the adsorbed 

molecule+cluster system, are compared (Table 7) with the available experimental data 

for the free anion166 and adsorbed formate on MgO(OOl) surface167. The eigenvectors 

were limited to the displacements of the atoms within the QM cluster.

The most significant discrepancy is observed for the C-H stretching mode of the 

molecular ion. A similar tendency for the formate anion was reported in reference166, 

where a change from HF to post-HF methods decreased the stretch frequency of the 

C-H bond for an extensive range of basis sets. In this work the 6-31+G* basis was used 

and our HF value for the C-H stretch of 2722 cm ' 1 matches well the theoretical166 value 

of 2795 cm'1.

This qualitative description is useful for visualisation of the low energy 

vibrational modes, which highlight the dynamic behaviour of the molecule expected on 

the surface. Figure 31 shows some characteristic motions, found in the vibrational 

spectrum of the system. While the bending modes (79-223 c m 1) (Figure 31a) can be 

expected

Table 7. Frequencies of molecular vibrations of formate anion on MgO(OOl) surface. Values 
obtained in this work are compared with available experimental data 167.

Frequencies, (cm 1)

Type Stretch Out-of
plane

Bending

Symmetric
stretch

In-plane
bending

Asymmetric
Stretch

Stretch

Bond C-O C-H C-O C-H C-H C-H
Free molecule 
(iexperiment) 773 1069 1352 1386 1584 2825

Adsorbed on 
MgO(OOl)

(iexperiment)
761 1081 1340 1395 1630 2907

Free molecule 735 1048 1301 1432 1679 2585
Adsorbed on 
MgO(OOl) 738 1054 1333 1425 1590 2988
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because of the soft tilt potential, the sliding mode with frequency (90-191 cm'1) 

(Figure 31b) or “swinging” mode (146 cm'1) (Figure 31c) give an insight into the 

dynamics of the molecule. These modes can be closely related to the diffusion of the 

formate on the surface because extrapolation of the mode motion transfers the molecule 

into an equivalent position.

Among the eigenmodes, where the molecular motion is significantly involved, 

only a few modes are likely to result in the diffusion of the molecule. For instance, the 

rolling of the molecule, extrapolated from the bending mode, is unlikely, since it 

requires about 2.1 eV to break the bond. The sliding of molecule along the rows of Mg 

atoms only stresses bonds but does not require bond breakage.

The “swinging” mode can be extrapolated into a diffusion path, which involves 

spinning, translation and tilt of the molecule. Figure 32 illustrates the transition from the 

initial to final positions of the formate molecule with respect to the matrix of surface 

sites. The shaded sites are sites of adsorption (Mg) which attract O ions of formate; 

clear rectangles correspond to the oxygen sites, which attract the C-H group and repel O 

ions of the molecule.

79-223 cm-1 90-191 cm-1 146 cm-1

Figure 31. Typical low-lying vibrational modes o f  the HCOO-MgO(OOl) system with 
eigenvectors primarily related to the molecular motion. The images show atomic displacements 
from equilibrium position along the following modes: (a) bending modes in range 79-223 c m 1, 
(b) sliding modes in range 90-191 cm'1, and (c) a “swinging” mode at 146 cm*1.
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Figure 32. The schematic view  o f  a possible diffusion path for the “swinging” mode. The 
shaded squares represent the Mg sites, white squares -  O sites; red circles identify oxygen atoms 
o f  the formate. In this mode 0 1  m oves to the site previously occupied by 0 2 , 0 2  m oves to the 
new site. The positive C-H group bends over the surface oxygen ion 0 s during the motion.

For the NC-AFM studies we need an estimate of the lateral mobility of the 

molecule on the surface, to ensure that the molecule will remain on its site during the 

imaging. According to the ab initio vibrational analysis, the softest mode which could 

be related to the lateral diffusion, is the sliding mode. For this mode we can easily 

identify the configuration, which corresponds to the crossing of the barrier between the 

two equilibrium configurations. Luckily, this configuration coincides with the bidentate 

configuration studied above. Therefore, the diffusion barrier for the formate molecule 

on the surface can be estimated as 0.8 eV, which means that the molecule is likely to 

remain on its sites at the room temperature i.e. for kT~0.025 eV.

In conclusion, the chosen precision of the ab initio calculation does not 

reproduce the molecular frequencies quantitatively, nor the shift in molecular frequency 

due to adsorption. However, it gives a qualitative description of adsorption, diffusion 

barriers, vibrational eigenfrequencies and eigenvectors. It also allows us to derive 

interatomic potentials used later in this work in the modelling of NC-AFM imaging of a 

formate molecule on the MgO(001) surface.

3.1.2 Fitting interatomic potentials

An atomistic description of the interactions in the formate-MgO system via 

interatomic potentials is required to speed up the calculation of the tip-surface force 

field, essential for the construction of NC-AFM images. The interatomic potential 

functions already exist for the molecule and for the MgO crystal. To describe the 

interactions between the atoms of the molecule we use the CHARMM forcefield; the 

surface and the tip are described by Buckingham-type potentials and the shell model 

(1.3.3).
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However, to the best of the author’s knowledge there is no scheme of potentials 

which would be able to describe the interactions in the combined system. Namely, the 

interactions between the atoms of HCOO and MgO are not parameterised. Therefore, 

we choose a convenient functional form for the interatomic potential and fit several 

characteristic profiles of the adiabatic potential. The criterion for the fitting is not a 

precise reproduction of the selected curves, but a relatively simple and robust model for 
the interaction.

Only basic profiles of the adiabatic potential are chosen for the fit: the 

adsorption curve, tilt and rotation of the molecule with respect to one of the formate 

oxygens. The interaction between the HCOO- and the positive potential tip was also 

fitted. The interaction between Mg ion on the tip and C-H group of the molecule is 

fitted to reproduce the sequence of ab initio data corresponding to the approach of the 

free rigid molecule to the positive comer of MgO cluster representing a tip apex with a 

positive potential.

According to the results of the previous section (3.1.1), strong adsorption of the 

formate on the MgO(OOl) is determined by the electrostatic attraction between the 

negative oxygens of the formate and the positive ions of the substrate. Since no charge 

transfer of covalent bonding was detected, the Buckingham potentials functions are used 

to describe the interaction (1.3.3). The parameters of the interaction of four atomic pairs 

are used in the fitting: Mg-Of(formate); C-Os (surface), Mg-Hf and Mg-Cf.

The optimization of the parameters of these potential functions is performed 

with MERLIN -  a powerful optimization software package available under a GNU 

license97,97. The software can search for the local minimum using BFGS, conjugate 

gradients, or steepest descent methods. It also enables global search on a mesh of points 

with an optional local search in the neighbourhood of each point. The cost function used 

in the fitting of the parameters is constructed as a weighted sum of squared deviations 

from the ab initio values. Weights are chosen empirically with large weights assigned to 

the configurations closer to the equilibrium. The total energies of the systems 

represented by the atomic potentials are calculated with GULP (1.3.3).

Three parameters enter into the expression of each interaction, which makes 12 

parameters in total. Thorough optimization in this 12-dimensional parameter space is 

difficult to perform with a local optimisation method and is time consuming using 

available global search methods97,97. Therefore, the optimization was made in an 

hierarchical manner: first, global optimisation is performed for the most significant data; 

then the rest of parameters are fitted to the complete set of data using local 

optimisations. As the last step, all unknowns are fitted simultaneously using local 

minimization methods. The resulting potential parameters are listed in the Table 8.
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Table 8. The potential parameters describing the molecule-tip interaction obtained by fitting of
QM data

Interaction A, eV P , 1/ A CeV/A6

O-C(formate) 16.7397 0.6865 17.96

Mg-H(formate) 8359.876 0.211419 80.56

Mg-O(formate) 1778.47 0.263 0.0

O-H(formate) 145.840 0.425 37.61

3.2 Imaging a single HCOO-anion using the rigid oxide model

3.2.1 Construction of the tip-surface forcefield

The set of potentials constructed in the previous section (3.1.2) is used here to build the 

tip-substrate forcefield for an oxide tip interacting with the formate anion on the surface. 

By analogy with our previous simulations using a MgO tip (section 2.1.2), the top of the 

tip cluster and the bottom part of the surface are kept fixed. Here, however, we use a 

cluster model (implemented in SCIFI) to represent the surface. Removing the 

periodicity speeds up the calculation since there is no more need to calculate the Ewald 

sum.

We chose an MgO cluster of 500 atoms (10x10) in 5 layers to represent the 

(001) surface of magnesium oxide. Two atomic layers along the boundaries of the 

cluster are kept frozen to avoid boundary effects during the optimisation. The 

tip-surface forcefield is calculated near the site where the molecule is adsorbed and 

covers an area of 10x 10 A. A fine grid with a 0.625 A step in the x  and y  directions, 

resulting in 289 points per image was used. At every (x,^) grid point the tip approaches 

the surface in small steps of 0.05 A from a distance of 15 A. The small step is chosen 

due to the soft bending mode of the adsorbed molecule. All approach curves used to 

construct the NC-AFM image are presented in Figure 34.

A close-up view of the surface with the adsorbed molecule and the tip is 

presented in Figure 34. The right image shows the schematic map of the surface close to 

the adsorption site: the red circles are Mg ions i.e. sites of possible adsorption, green 

sites are surface oxygens. The atoms of the molecule are denoted by two blue ions 

representing oxygens, grey and small green ions represent carbon and hydrogen 

respectively. In the absence of the tip, the equilibrium direction of the C-H bond is 

upright.
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Figure 33 Distribution o f  z-component o f  the force acting on the Mg-terminated oxide tip 5.0 A 
over formate anion on MgO(OOl) surface. Lateral dimensions o f  the cross-section are 10x10 A. 
Force on the colorbar is given in nN. Positive values correspond to the attraction to the surface.

A s w as indicated in section  3 .1 .1 , the m olecu le  has a very soft bending potential. W hen  

the tip approaches the surface in the v ic in ity  o f  the m olecu le  the m olecu le  bends aside  

(Figure 34  (left)).

Figure 34 (right) con ven ien tly  illustrates the jum ps in the force that happen as 

the tip approaches the surface. For d ifferent lateral p ositions o f  the tip, the jum p is seen  

at various tip-surface separations. T he jum ps are attributed to the m olecu le  b inding to  

the M g atom  at the apex o f  the tip. Such behaviour is not observed at separations ab ove  

5 .0  A in the static sim ulation , and therefore the im age is  constructed for h eigh ts above  

this threshold. The site-dependent contrast in the force-d istance curves ab ove the 

threshold decays w ithin 1-1.5 A. H ow ever, the threshold for “sa fe” im aging m ay a lso  

vary w ith temperature.

over Mg
i over H
i
lover O

4 t 6 4.5....................5.................. 5 5  *6
T ip-surface d istance, A

Figure 34. (left) Force curves for the oxide tip with positive potential.; (right) zoom  into the 
region for tip-surface distance 4.5-6 A. Dashed blue line indicates the closest tip-surface 
distance, where no jumps in force are observed.
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To observe the effect of the temperature on the distance when the molecule 

jumps to the surface, a molecular dynamics simulation was run for 10.0 ps at constant 

temperature T = 300 K with the formate molecule on the surface both in the presence of 

the tip at 5.0 A and in the absence of the tip. The same code (SCIFI) and geometry are 

used as for the static simulation. A time step of 0.5 fs and a 1.0 ps equilibration period 

are used. The 10 ps duration of the simulation is sufficient to illustrate the instability of 

the system: the molecule jumps to the positive Mg2+ ion at the end of the tip and binds 

to it with both oxygen atoms. In the interpretation of the images it is assumed that they 

are recorded at low temperatures.

This MD simulation serves as an illustration that a molecule can be easily picked 

up by the tip potential at room temperature.

The cross-section of the forcefield calculated at 5.0 A demonstrates that the 

interaction with the molecule is already measurable (of the order of 0.5 nN) at this 

distance, while no atomic contrast is seen on the MgO(OOl) surface. This means that 

constant height (CH) imaging mode can be applied to locate the anions adsorbed on the 

surface. The absence of contrast in the surface at this distance could have been 

attributed to the screening by the anion, but tests for the bare surface confirm that no 

measurable contrast over a terrace can be observed in a NC-AFM image in constant 

height mode over an ideal MgO(OOl) surface at this distance. The absence of contrast is 

in accordance with previous theoretical studies of NC-AFM imaging on the MgO(OOl) 

surface53,91.

3.2.2 Interpretation of the NC-AFM image

The shape of the bright spot in the map of the interaction (Figure 35) follows the 

shape of the molecule and indicates the alignment of formate along the [ 110] direction, 

but the size of the bright feature in the image is significantly larger than that of the 

molecule. The size enhancement can be explained by the larger radius of interaction 

between the anion and the tip, compared to the tip and ion in the surface layer. Since the 

interaction is attractive the size is enhanced even more, because formate moves towards 

the tip, which effectively increases its radius of the bright spot. The image also displays 

submolecular resolution: one should be able to see a dark spot or a dark stripe between 

two brighter spots, corresponding to the oxygen sites of the formate. The dark site in the 

centre corresponds to the centre of the molecule.

The tip-surface forcefield was used to simulate NC-AFM images for a range of 

setup parameters. Figure 35 shows the Constant Frequency Shift (CFS) image built
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using  the fo llow in g  param eters for the tip: R =100 A, H=1 eV , a = 2 0 °  tip w ith  

k=35 N /m . The frequency sh ift is  quoted  here as a norm alized frequency sh ift to  enable  

com parison betw een  experim ents u sing  different im aging param eters. O ne can deduce  

the real w orld  frequency sh ift by im agin ing  an apparatus w ith the m ost con ven ien t 

values for the parameters. For instance, a norm alized frequency sh ift o f  y  = 4  fN m ° 5 

corresponds 4*1 0 = 4 0 H z frequency sh ift in a system  w ith a s t iff  cantilever: k =  10 N /m , 

frequency fo =  105 H z and am plitude A  =  100 A.

Z m5n=  9.9 A y =  8.9 fNm° Z min= 8 . l A  y = 11.4 fN

w

| t u B= 7.75 A y = 12.3

Figure 35. NC-AFM images o f  a single formate ion on MgO(OOl) surface modelled in Constant 
Frequency Shift (CFS) mode. a)-d) images obtained for various frequency shifts expressed via 
the normalized frequency shift y = 0.28 +  0.58 fNm05. The minimal distance between the tip and 
MgO(OOl) surface, achieved during acquisition o f  the image (Z^n), is specified for each image. 
Positions o f  the substrate ions and average positions o f  formate are shown in colour in a). In 
images b)-d) only the positions o f  formate ions are shown. Macroscopic Van der Waals 
interaction is evaluated for tip radius R = 500 A. Corrugation scale for images a)-c) is 
0 .1  A,0.14 A,0.16 A, 0.4 A respectively.
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The pattern of the image changes as the frequency shift is increased and the 

minimal tip-surface separation, correspondingly, decreases. This can be exploited 

provided the signal-to-noise ratio (SNR) is high. The evolution of the image pattern, as 

the tip approaches the surface, is shown in Figure 35a-d. The images are shown only for 

the blunter tip with R = 500 A because the sequence of observed patterns was the same 

for every tip radius, although the normalized frequency shift depends on the 

macroscopic tip radius. Therefore, the minimal tip-surface distance is added to 

characterize the pattern.

Figure 35a demonstrates the correspondence between the modelled image and 

underlying atomic structure. Green and red circles represent the positions of the surface 

magnesium and oxygen atoms, blue circles denote formate oxygen atoms, large grey 

and bright green circles show the equilibrium positions of the carbon and hydrogen 

atoms of the formate.

The corrugation in the image (a) is 0.11 A but the contrast is smeared over the 

image. This image is obtained at the normalised frequency shift of y = 8.9 fNm°5. The 

minimal tip-surface separation of 9.1 A is achieved at the edges of the image. The 

formate molecule is seen as a bright ellipsoidal blob with dimensions 5.0 x 8.0 A. The 

images of formate in Figure 35b-c are modelled for CFS y = 11.4 fNm0'5 (Zmin = 8.1 A) 
and y = 12.3 fNm0 5 (Zmin= 7.1 A) and give sharper shapes in the image.

The width of the ellipse is reduced to 4.4 A. In addition, a structure is seen 

within the bright blob over the molecule. The bright spot is divided into two parts 

according to the symmetry of the molecule. The middle part of the molecular image 

gives a lower corrugation associated with the weaker attraction over the hydrogen atom 

compared to the two sites of formate oxygen.

The minimum at the hydrogen site is very pronounced in the image in 

Figure 35c, but at higher CFS (Figure 35d) it smears again due to the enhanced 

relaxation in the adsorbed formate at this distance. The corrugation reaches 0.4 A in this 

image, which is the maximum value of contrast for R = 500 A. The shape of the formate 

in the image also changes from elliptical to a dual lobe shape at the smoller distance. In 

Figure 35c-d one can distinguish two bright lobes attributed to the oxygen atoms of the 

formate. However, they are not centred over the oxygen atoms, because of the repulsion 

over H. The distance between the centres of the lobes exceeds significantly the distance 

between oxygen atoms in the adsorbed anion and may confuse experimentalists. The 

position of the oxygen atom with respect to the features of the image is the edge of the 

lobe on the symmetry axis as shown in Figure 35.
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3.2.3 Contrast dependence on the tip-surface separation

Two tip radii were used to model the macroscopic Van der Waals interaction: 

one with R = 200 A representing a sharp tip, and a slightly blunt tip with R = 500 A. 
Since the hydrogen-magnesium interaction is repulsive, the height restrictions in the 

constant frequency mode are the same as in the constant height regime, where the tip 

cannot come closer than 5.0 A to the MgO(OOl) surface, because of the instability of the 

molecule. The minimal distance between the tip and the surface achieved in the imaging 

in constant frequency shift (CFS) mode varies with the preset frequency shift 

(Figure 36a). The ranges of valid frequency shifts are different between the considered 

tip radii, because of the change in the scale of interaction with respect to height. The 

increase in the radius from R = 200 A to R = 500 A results in non-overlapping curves.

The absolute value of the frequency shift at which the atomic resolution is 

achieved, increases as the tip radius increase. The range of the frequency shifts where 

the resolution can be obtained in CFS mode decreases slightly with an increase in the 

macroscopic interaction, but contracts even greater when the macroscopic interaction 

decreases and a minimum develops in the force-distance curve (section 1.1.3).

In the case considered in Figure 36a, the tip with R = 200 A gives a three times 

more narrow range of high resolution imaging than the range for the tip with R = 500 A 
with the same driving frequency. The extension of the frequency shift range is

Contrast, A 
0.6 \

7  A^min> A  

12 \ (a)

R = 2 0 0  A 
R = 500 A

R = 2 0 0  A 
R = 500 A

9 0.35

6 0.1
4 10 16 6 9 12

y, fNm0,5 Zmin’ ^

Figure 36. a) The relationship between chosen frequency shift and the minimal tip-surface 
distance achieved during acquisition o f  the image o f  a formate anion on MgO (001) surface; b) 
Distance dependence o f  the o f  the contrast in the constant frequency shift image for the two tip 
radii.
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accompanied by a decrease in the observed corrugation, because the fraction of the site- 

specific interaction is decreased compared to the total interaction (section 1.1).

The corrugation in the image obtained with different tip radii is plotted in 

Figure 36b as a function of the minimal tip-surface distance. The figure shows that the 

corrugation drops systematically for the blunter tip. However, the figure demonstrates 

that a 200 A tip is sufficiently good to produce high resolution images with measurable 

corrugation. Both curves in Figure 36b demonstrate two distinct areas in the distance 

dependence of the contrast. For the tip with R = 500 A, for instance, the dependence is 

linear with slope 0.01 at tip-surface separations larger than 8.5 A. But at smaller 

distances the average slope increases 10 times and the dependence can be better

described as C 2/(r  -  r0 )2 (C = 2.1; ro = 2.5). This indicates that different interactions or 

processes can be responsible for contrast formation at different distances. Here the onset 

of higher contrast during the approach is attributed to the displacements of the formate 

atoms in the tip potential, and bending of the formate in particular. Similar behaviour is 

discussed in previous chapters on the interaction of the oxide tip with AI2O3, and was 

experimentally confirmed in case of CaF242’42.

Altogether, Figure 36 gives a twofold perspective for understanding the imaging 

of the formate anion. On one hand, it gives the intervals of frequency shift and estimates 

the contrast that one can obtain using an oxidized tip with a macroscopic interaction 

described by a tip radius of 200-500 A. On the other hand, it highlights the fact that the 

formate anion can be routinely detected on the MgO(OOl) terrace with conventional tips 

over a large range of minimal tip-surface separations, providing there is no fast 

diffusion process. If a series of images are obtained in CFS mode, then the absolute 

distance can be deduced from a comparison of the contrast interaction dependence with 

the modelled contrast-frequency shift dependence of the contrast.

In the imaging of molecular species there is an important question as to whether

these molecules (or nanoclusters) can be seen in the image simultaneously with the

substrate. This may depend very much on the feedback system used. Since the

corrugation of the surface is observed over a very narrow range of tip-surface

separations, typically 3-5 A from the surface (section 2 .1 .2)42, the constant height mode
(weak feedback) would scratch or move molecules on the surface. The use of feedback

on the constant current is apparently not suitable for insulating surfaces. This study is

focused on the constant frequency shift feedback system, which is most frequently used

to study adsorbates39. The preliminary analysis with a tip of a conventional sharpness

(R = 500 A) shows that the atoms o f  the MgO(OOl) surface cannot be resolved with the
110



oxide tip model according to the images (Figure 35b,c) taken at y =  11.4 fNm0'5 

(8.1 A), 12.3 fNm0'5 (7.75 A).
Normally, the constant frequency shift mode is thought to be advantageous due 

to its ability to adjust the tip-surface distance in accordance with a preset frequency 

shift, so that highly corrugated surfaces can be imaged. For the considered range of 

macroscopic tip-surface interactions, however, the flexibility of the CFS mode is not 

sufficient to see an atomically resolved surface in the presence of formate.

The clean magnesium oxide surface alone can be measured with atomic 

corrugation above 0.1 A in the range of the tip-surface distances 3-4 A, which for 

R = 500 A corresponds to y = 20-25 fNm05. Therefore, Zmjn is less than 5.0 A, and 

consequently the frequency shift, which is dominated at this distance by Van der Waals 

forces over the clean surface, is larger than those used to achieve resolution on the 

adsorbed formate.

It should be mentioned, however, that an experimentalist could move a few 

nanometres away from the position of the formate molecule, adjust the imaging 

frequency and be able to image with atomic resolution. It is only claimed that observing 

formate and atoms of the surface in the same image requires extremely sharp tips and 

very small noise. This problem is implicit to the constant frequency shift mode and 

might be overcome with a weaker macroscopic interaction. This possibility is analysed 

below in further detail.

3.3 Limits on surface resolution in the presence ofadsorbate

The following question is frequently asked: “What is the strength of the 

macroscopic tip-surface interaction, which allows atomic resolution of the molecules 

and the surface simultaneously, without damage to the molecules?” In the case of 

formate, the jumping of the molecule onto the oxide tip at distances closer than 5.0 A is 
considered as “damage” to the molecule. The analysis is based on the force fields for the 

oxide tip over MgO(OOl) (section 1.3.3) and over the formate ion on MgO(OOl).

3.3.1 The simplified model of macroscopic interaction

The calculation of the frequency-distance curves in this work is based on the

model of macroscopic interaction (1.2) governed by the three parameters defining the

shape of the AFM tip apex: (1) the conical angle of the cantilever, (2) the product of the

tip radius with the Hamaker constant and (3) the position of the bottom of the

macroscopic tip with respect to the apex of the microscopic tip. For the sake of the
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qualitatively illustrating the effect of the macroscopic interaction on the possibility of 

having simultaneous resolution of both the MgO(OOl) surface and adsorbed formate in 

the NC-AFM mode, we reduce the number of parameters. First, the Hamaker constant is 

fixed at 1 eV since it enters as a product with the tip radius (section 1.1)

The cantilever conical angle is also kept fixed at a typical value of 20 degrees. 

Therefore, the model has two parameters: a tip radius representing the strength of the 

macroscopic interaction and the shift between microscopic and macroscopic 

descriptions of the tip. In the current model, the shift can be interpreted as the height of 

a protrusion on the tip surface and describes the “sharpness” of the protrusion.

This parameter can be important in revealing details of the tip shape by fitting 

the experimental force-distance curves obtained for a wide range of distances 

(10-100 nm). For the range of short ( 1-10 A) distances the effect of the position of the 

reference plane can hardly be distinguished from the effect of the tip radius. Therefore 

the position of the reference plane is chosen to be 3 A, representing a locally blunt tip 

(section 1.1). As the result, the tip radius R becomes the single parameter describing the 

strength of macroscopic tip-surface interaction in the vicinity of the surface.

3.3.2 Favourable range of macroscopic interaction

Figure 37 gives the experimentalist’s viewpoint by plotting corrugations in the 

CFS image as a function of the frequency shift. Notably, it shows the range of the 

frequency shift, where a high-resolution image can be obtained. The upper limit of this 

range is defined by the tip-surface separation where the tip, molecule or substrate is 

damaged. The distance where the accuracy of the experiment or calculation is not 

sufficient to distinguish atomic-size features defines the lower limit of interaction. With 

the scheme used here, the data, which were obtained by extrapolation of the force 

curves, are regarded as not sufficiently reliable to judge the limits of resolution over the 

formate anion.

According to Figure 37, CFS corrugation over the MgO(OOl) surface strongly 

depends on the strength of the macroscopic interaction and is greater than 0.2 A for 

sharp tips with radii less than or equal to 200 A. The range of the normalized frequency 

shifts, where atomic resolution is observed, increases with increasing tip radius. The 

corrugation in the CFS image of the formate anion has a similar behaviour: corrugation 

in the image decreases 3 times if the macroscopic interaction increases from 50 A to 

400 A.
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Figure 37. Interaction dependence o f  corrugation in CFS image o f  formate-MgO(OOl) system. 
The apparent height o f  the molecule on the surface is plotted as a solid line, corrugation on the 
MgO(OOl) surface is shown as dashed line. Solid and dashed lines o f  the same colour 
correspond to the same strength o f  macroscopic interaction. The value o f  tip radius, used to 
characterize the strength o f  interaction, is also shown in corresponding colour.

This demonstration is very instructive since the apparent height of a surface 

nanostructure in a CFS image is often related to its real dimensions by experimentalists. 

The corrugations over the H and O atoms of the formate are an example, where their 

relative apparent height is counterintuitive and the higher site (H) can be imaged as a 

protrusion.

3.3.3 Atomic resolution on the substrate in the presence of HCOO'

The comparison between the two interaction dependencies of the corrugation is 

plotted in Figure 37. Dashed lines and solid lines correspond to the corrugation over the 

adsorbed molecule and the corrugation in the image of a clean MgO (001) surface, 

respectively. Plotting the data on a log-log scale allows more clear presentation.

The interaction dependence of the contrast over the MgO(OOl) surface is 

represented by a straight line on the graph. Therefore, it demonstrates the exponential 

decay of the contrast with the tip-surface interaction. According to previous studies of 

CaF2, and AI2O3, this behaviour is typical for the region of interaction strength with no 

significant deformations in either tip or the surface. It is worth noting for clarity, that 

due to the log-log scale, the minimal limits on the X and Y axes are not zeros but 

0.1 fNm05 and 0.01 A, respectively. The limit of corrugation is chosen as a lower 

estimate of the feasible resolution with conventional apparatus. If there is overlap 

between the ranges of dashed and solid lines of the same colour, it means that, in this
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range of frequency shifts, atomic resolution can be achieved on the substrate, while 

imaging the molecule. Figure 37 demonstrates a small atomic corrugation of less than 

0.04 A in the range of overlap. The gap between the two curves emerges as the strength 

of the interaction is increased (R = 500 A). The interval of overlap increases with the 

sharpness of the tip, but not monotonically. With the sharpest tip no overlap was found, 

because the minimum of the frequency shift curve shifts up from the surface. This 

shortens the range available for CFS imaging, because in CFS mode conventional 

microscopes operate only on the monotonic part of the frequency-distance curve. The 

largest overlap is found for a tip radius of R = 100 A, but the corrugation predicted there 

is less than 0.05 A ( Figure 37).

3.3.4 Implications for the experiment

It is important to point out that the effective tip radius, used to describe 

macroscopic tip-surface interactions, can be different from the physical radius of the tip. 

Therefore, the problem of “too small a radius” can be eliminated by applying a potential 

on the tip, which adds an additional capacitance force to the macroscopic interactions. 

Sometimes, for instance, if  the tip and surface material have different workfunctions, 

timing the tip voltage will allow reduction of the macroscopic interaction.

Experimentally, the strength of the macroscopic interaction can be estimated, 

using Figure 37, from a sequence of images with atomic resolution for either system. 

The figure links together the contrast, normalised frequency shift and strength of the 

macroscopic interaction characterised by the effective tip radius. The images should be 

taken at different frequency shifts and the relationship between the corrugation in the 

CFS image and the normalized frequency shift should be identified. The comparison of 

the dependence against the calculated set of curves gives an estimate of the parameters 

of the model notably the effective radius of the tip.

To summarize, the inability to image formate on the MgO(OOl) surface with 

atomic resolution is a fundamental problem, which is due to the gradient of the 

macroscopic force. Atomic resolution is available separately on the surface and over the 

molecule for a range of constant frequency shifts. The two ranges do not overlap due to 

the presence of a strong gradient in the macroscopic force between the tip and the 

surface. For ultra-sharp tips the lack of macroscopic interaction, necessary to obtain a 

monotonic frequency-distance curve, can be compensated by the capacitance force due 

to the applied voltage.
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3.4 Discussion

The results presented in this chapter identify the possible problems emerging 

during imaging of the MgO(OOl) surface with an adsorbed charged formate (HCOO-) 

ion. Interatomic potentials for the formate-MgO system are developed from the ab initio 

results. Using the interatomic potentials developed, imaging of the formate anion on the 

MgO(OOl) surface is modelled using the oxide tip model with a positive potential.

The molecule can be seen in constant frequency shift mode (CFS) with 

sub-molecular resolution: two blobs in the image can be associated with the O atoms of 

the formate. The size of the bright feature has dimensions almost twice those of the 

molecule. The pattern changes from a homogeneous ellipse to a pair of distinguishable 

blobs with an increase of the frequency shift. Surface atoms cannot be resolved 

simultaneously with the molecule, i.e. in the same image.

The range of the tip-surface distances is also limited from below, because an 

oxide tip with a positive potential picks up the molecule from the surface if the tip is 

closer than 5.0 A from the surface, according to static and dynamic atomistic 

simulations.

The maximal corrugation in the image obtained in the constant frequency shift 

(CFS) mode depends on the strength of the macroscopic interaction. A sequence of 

experimental images of MgO(OOl) can be used to estimate the strength of the 

macroscopic interaction in terms of the tip radius using graphical tables developed in 

this chapter.

The possibility of obtaining simultaneous resolution on the substrate and 

adsorbate within the “safe” regime is predicted for tips of intermediate sharpness and 

for ultra sharp tips in the presence of other macroscopic interactions, such as a 

capacitance force. To resolve the substrate one has to approach closer to the surface, i.e. 

use a high preset frequency shift value. To resolve the molecule one has to be at a 

distance >5.0A from the surface when the tip is over the molecule, i.e. the high CFS 

value should be achieved at this distance. The major problem is that the decrease in the 

tip-surface distance usually results in an increase of the frequency shift due to the 

gradient of macroscopic tip-surface interaction.

Simultaneous imaging could be possible with ultrasharp tips if there was very 

small gradient of the macroscopic tip-surface interaction. Alternatively, it could also be 

possible, if there was a strong attraction between the apex of the tip and the end group 

of the molecule to compensate the macroscopic tip-surface attraction over the bare 

surface.
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The study reports two observations applicable to the general system:

a) when repulsion dominates the interaction of the tip at some site over the 

molecule, atomic resolution in a typical ionic substrate beneath is very unlikely, unless 

the minimal anion-cation distance on the surface exceeds the height of the molecule;

b) simultaneous atomic resolution both in the substrate and in the molecule can 

be prevented by more general violations of imaging conditions that prevent sampling of 

stronger interactions, such as a strong negative gradient in the force-distance curve over 

the molecule.

3.5 Summary

Interatomic potentials for the formate-MgO(OOl) system have been developed in 

this work from ab initio data for the purpose of building the NC-AFM image.

The study demonstrates that the molecule can be observed in the CFS mode with 

corrugations from 0.1 A to 1.0 A depending on the strength of the macroscopic 

interaction. The submolecular features, less than 0.5 nm, can be also observed in the 

modeled image of the formate. The lateral size of the molecule in the image is affected 

by two factors: molecular relaxation due to the proximity of the tip and a convolution 

effect caused by the interaction with the tip at larger separations.

Results of the simulation show that the presence of the molecule on the surface 

significantly reduces the possibility of simultaneous resolution of the molecule and 

atomic structure of the substrate in the same NC-AFM image. In the presence of the 

formate, the maximal contrast between the O and Mg ions on the MgO(OOl) surface is 

expected to be at the limit of the experimental resolution (0.04 A). Attempting to 

increase the frequency will result in irreversible processes such as picking up the 

molecule with the tip apex. The application of this result can be extended to a range of 

similar systems, for instance, small metal clusters on the oxide surfaces.
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4 Contrast formation in imaging of molecular monolayers on 

TiO2(110)

In this chapter we combine several systems discussed in the previous chapters: we use 
the model Si tip with a dangling bond (section 2.2) and formic acid (Chapter 3) to 
model NC-AFM imaging of a molecular monolayer of formic acid (HCOOH) on an 
ideal TiC>2( 110) surface (section 1.4.3). For the sake of comparison we also study 
monolayers of methane (CH4) on an ideal rutile surface and in the presence o f oxygen 
vacancies. The characterisation of the two molecular monolayers - HCOOH and CH4 is 
followed by ab initio modelling of the interaction of the “pure Si” tip with 
HC0 0 H-Ti02 (l 10) and comparison with available experimental data. We also analyse 
the impact of the substrate on the image contrast and the tip-induced motion of the 
adsorbed molecules. On the basis of these results we provide an interpretation of the 
experimental pattern with the assumption of the “pure Si” tip model.

This study was motivated by the expanding field of experimental NC-AFM 

studies of molecular monolayers, including self-assembled monolayers (SAMs)32’148' 

150,168-175 j n t e r e s t  j n  these systems has been increasing among different disciplines due 

to the application of molecular monolayers in biological sciences, technology and 

medicine as substrates, templates, anti-adhesive and anti-corrosive coatings176'180. The 

NC-AFM is thought of as an advanced technique able to provide high resolution in the 

monolayers and enable the study of local defects.
90  4TOn conventional solid surfaces, such as semiconductors and insulators ’ ’ 

considerable theoretical and experimental effort has been spent in achieving high 

resolution using NC-AFM. Molecular monolayers demonstrate a very different set of 

surface properties156,181' 184. Therefore, it is necessary to understand to what degree the 

interpretation, built for NC-AFM images on conventional surfaces, can be used for 

interpretation of images of molecular monolayers. Currently, there is very limited 

NC-AFM theoretical information to support the interpretation of high-resolution images 

of molecular monolayers and to provide insight into the performance of specific types 

of AFM tips. Experiment often relies on the concepts developed for low-resolution wide 

area imaging172,174,185,186 in the interpretation of high resolution imaging.
1 87 188Previous theoretical studies ’ studying contact between molecular 

monolayers and an AFM tip used interatomic potentials and addressed the problem of 

friction phenomenon rather than imaging itself. A very recent work185 on the modelling 

of NC-AFM images of molecular monolayers uses the ultimate “coarse-graining” 

provided by the empirical “united atom model”. This approach neglects intramolecular 

degrees of freedom and imposes empirical values for the tip-surface interactions.
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However, this pioneering work highlights the importance of theoretical development for 

the interpretation of NC-AFM images of a molecular monolayer.

In this work, we adopt as a hypothesis that the success of the qualitative 

interpretation of NC-AFM images43 on ionic surfaces and semiconductors can be 

transferred to the “softer” surfaces of molecular monolayers. It has been demonstrated 

experimentally38 that such an interpretation is feasible on semiconducting surfaces. The 

study of the transferability of the image interpretation between ionic surfaces 

(Chapter 2) supports the application of the Si tip with a dangling bond to studies of 

molecular monolayers of HCOOH-TiChO 10).

As an initial step of our analysis, we assume that the models of the tip and 

NC-AFM imaging described in Chapter 1 are still valid for the softer surfaces. 

However, we must note the qualitative difference between the dynamics of the hard 

surfaces studied previously and those of the relatively “soft” molecular monolayers189. 

Experiment focus on the preparation and maintenance of a tip with a dangling bond, 

while the main focus of theory is to study the interaction of the dangling bond with 

different classes of surfaces and provide consistent interpretations of existing NC-AFM 

images with high resolution.

In this work we choose the static relaxation approach for modelling NC-AFM 

imaging of molecular monolayers using an ab initio DFT method with periodic 

boundary conditions. This technique does not capture the dynamic properties of a 

long-chain or sparse SAM system190. Therefore we focus on the study of the tip-surface 

interaction on surfaces with a short-chain molecular monolayer at high coverage.

As a preliminary step, we explore the adsorption of molecular monolayers on an 

ionic surface. The Ti02(l 10) surface was chosen as a substrate because both the clean 

surface and one with molecular monolayer of formic acid (HCOOH) have been 

experimentally studied with high resolution using NC-AFM32,169.

Formic acid is known to dissociate on the Ti02 (l 10) surface into a proton and 

formate anion (HCOO-). The process of dissociation has been investigated already both 

theoretically157,158 and experimentally191,192 and we use this data to validate the results 

obtained in our study.

The choice of the “pure Si tip” model is supported by experimental NC-AFM 

work169 conducted on monolayers of formic acid at full coverage with a “cleaned silicon 

tip”. This claim that the silicon tip was “clean” was based, however, on the treatment 

given to the tip rather than on characterisation of the tip apex. Moreover, there is a
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significant probability that the tip apex is contaminated by the surface material during 

image acquisition.

The direct application of the interpretation based on this tip model therefore 

requires detailed experimental characterization of the tip apex. Nevertheless, we choose 

the pure Si tip with a dangling bond as a model of the tip in our study. Therefore, this 

work encourages experimental efforts towards the preparation of well defined tips, as 

well as continues the theoretical study of the mechanisms of NC-AFM contrast 

formation started in Chapter 2.

4.1 Adsorption of molecular monolayers on TiO2(110)

4.1.1 Methane on Ti0 2 (1 10)

According to the extensive theoretical193' 195 and experimental studies196-198 

methane weakly adsorbs on clean oxide surfaces. The typical physisorption energy on a 

perfect oxide surface is of the order of a fraction of an electron-volt. Oxygen vacancies, 

however, have been shown to lead to dissociation of CH4 1 9 9 ' 2 0 1 on some oxide surfaces. 

As for the stoichiometric rutile surface, no work on CH4  molecular adsorption has been 

done in UHV conditions, although there are works on both polycrystalline material and 

in ambient conditions198.

There is also very little ab initio work on weakly adsorbed CH4  molecules or 

monolayers although results of forcefield simulations are available202,203. The main 

reason is the sensitivity of the total energy to the choice of the exchange functionals, 

which leads to uncertainty in the energy of adsorption. This problem was not avoided in 

this work. However, the target of the current study is to locate approximately the 

minimum (or a plateau) of the adsorption energy-distance curve and to study its 

repulsive part as a function of the lateral position of the molecule. This distinguishes our 

study from conventional works on adsorption, which are often focused on the attractive 

part of the energy-distance curve. We consider a molecule pressed to the surface as 

opposed to a molecule attracted by the surface in the typical adsorption studies. The 

acquired adsorption data can be useful to analyse and model three systems:

i) CH4 molecule is pushed down to the surface by an AFM tip;

ii) CH3' group of a larger molecule is pressed down to the surface by means of an

AFM tip acting on the larger molecule;

iii) CH3' group of a larger molecule is pressed down to the surface due to the

strong binding of the larger molecule to the surface.
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The energy-distance curve obtained for CH4 can be also used in the construction 

of forcefield of the molecule-surface interactions. One can use this forcefield to 

investigate contrast formation in NC-AFM images acquired with a tip contaminated by 

organics with a CH3 at the end204.

This study considers the adsorption of CH4  molecules on clean TiO2(110) 

surface as well as in the presence of an oxygen vacancy in the bridging row, which is 

claimed to be the most common defect on the reduced Ti02(l 10) surface115. The study 

is conducted solely in the DFT framework (section 1.3.1) using periodic boundary 

conditions (PBC). However, the results are being constantly compared to those obtained 

in our group with various exchange functionals78 using a cluster model for the surface. 

The choice of the cluster model has been justified by the high dielectric constant of 

TiC>2(110) and the proper choice of the cluster geometry. The surface was modelled 

using PBC calculations with a (2x1) surface unit cell incorporating 3 stoichiometric 

layers. The spacing between slabs is at least 20 A. Although a (2 x 1) model was 

primarily used, the results were also compared with the data for a larger (4x2) unit cell 

with a 4-layer slab. The details of the choice of parameters for the SIESTA DFT 

calculations are discussed in section 1.4.3.

The energy vs. distance curve (“adsorption curve”) was first calculated over the 

5-coordinated Ti site with two of the hydrogen atoms of CH4 pointing to the nearest 

oxygen atoms -  the “dipod” configuration (Figure 38a). The height of the molecule is 

determined by the difference in the z-coordinates of the carbon atom of the molecule 

and topmost Ti atom of the surface. The C-Ti separation was varied between 2.0 and

4.0 A, while neither the molecule nor the surface were relaxed. The adsorption curve is 

shown in blue at Figure 38a. The energy values are calculated with respect to the energy 

of the system at 10 A separation. The maximum value of adsorption energy along this 

trajectory, 0.4 eV, was found at a C-Ti separation of 3.1 A. This value compares with 

the embedded cluster result of 0.1 eV for CH4 on MgO(OOl)205 and the experimental 

observation that methane molecules adsorb at the clean MgO(OOl) surface below 

75K206,207.

Other characteristic sites were tested in a configuration where two hydrogen 

atoms of the molecule were directed towards the surface. The approach curves for the 

methane molecule positioned over a bridging row O and over a second layer O, are 

shown in Figure 38a as magenta and orange lines, correspondingly. The lateral positions 

of the molecule are marked in Figure 38b with arrows of corresponding colour. They 

demonstrate that the minima of the approach curves are situated further from the surface 

and are shallower, so that adsorption at these sites is still possible.
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Figure 38. a) The energy-distance dependence for a methane molecule over the titanium oxide 
surface. Values o f  the energy do not account for relaxation o f  the molecule and the surface, b) 
The structure o f  the unit cell used in calculation and the orientation o f  the methane molecule 
CH4. Arrows indicating position o f  CFL» molecule on the surface have the same colours as 
corresponding adsorption curves.

The same applies to a methyl CH3- group of a larger molecule in contact with 

the surface. For all points considered, we found weak adsorption energies (Figure 38). 

This is also supported by the Mulliken population analysis which suggests that no 

charge transfer occurs as the molecule approaches the surface.

Let us consider a functional ised tip that touches a TiC>2( 110) surface with a 

methyl group. Such a tip can be fabricated by depositing a hydrophobic SAM thiol 

monolayer on the oxidized silicon tip. The results in Figure 38a provide a rough guide 

for interpretation of an image acquired with such a tip. Such experiments has been done 

very recently204 with a SiOx tip coated by an alkyl-terminated SAM and demonstrated 

bright stripes on the TiO2( 110) in the direction of the bridging oxygen rows, but no 

interpretation were suggested. We can propose an interpretation on the basis of 

following assumptions: (i) the image was acquired in “intermediate contact” regime; (ii) 

only a single CH3 group was responsible for the image; (iii) the effect of the variation in 

the macroscopic interaction on the contrast is negligible (the effect due to the 

adjustment of the tip-surface distance in CFS mode).

In this case, the analysis of the slope of calculated energy-distance curve 

(Figure 38) demonstrates that the Ti row should be imaged as “bright”, rather than the
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more “obvious” hypothetical claim that oxygens should be seen as “bright”, because 

they are positioned closer to the tip and are “more active species”. The simple counter­

argument from Figure 38 is that repulsion starts later over the Ti (inter-bridge) site than 

over a bridge site. When the macroscopic attraction is added up, and the preset 

frequency in the CFS mode is chosen so that “intermediate” contact is achieved, one can 

rephrase the description above: the attraction observed over oxygen row is less than the 

attraction observed over the Ti row, therefore the Ti row should be seen as “bright” in 

the image.

We acknowledge that the assumptions made about the nature of the tip and the 

contact are strict and that one experimental image is not sufficient for an unambiguous 

interpretation. Therefore, the suggested interpretation is purely indicative with respect to 

that particular experimental work, although it is quite general in principle. To establish 

clearer discrimination between Ti and O rows in the image, further experimental study 

is required as well as related theoretical modelling and analysis.

Apart from the relatively low adsorption energy of the methane (less than 

0.4 eV), the shallow shape of the curve suggests weak coupling of methane to the ideal 

surface and high mobility of the molecule in the vicinity of the surface, because no deep 

potential minima were found for the molecule on the surface. As a result, the methane 

molecule is not expected to form stable monolayers at room temperature, so that 

imaging of methane monolayer might be practical only at extremely low temperatures.

On some surfaces introduction of defects, e.g. oxygen vacancies results in a 

stronger coupling of the methane to the surface. These vacancies in magnesium oxide, 

gallium and chromium oxide have been related to the onset of strong methane coupling
^ A O  T i l

and oxidation of methane ’ ' . In the case of the magnesium oxide, for example,

presence of oxygen vacancies and impurities is essential for the decomposition of 

methane212.

For titanium oxide experiment198 suggests high chemical activity for 

nanocrystalline TiC>2, which is associated with the reduced phase of the oxide. However, 

no theoretical work detailing this mechanism was found.

Unfortunately, the models of defects developed for MgO82,83,213'215 as well as the
1Q1 i i nmodels of methane adsorption on this surface ’ cannot be transferred to TiC>2 

surface, firstly, because of the difference in the chemical properties of the surface216, 

and secondly due the lack of knowledge about electron localisation on the reduced TiC>2 

surface. In the case of a terrace oxygen vacancy on MgO(OOl), the electron is well 

localised in the vacancy, while the current consensus about vacancies on TiO2( 110)
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suggests that both electrons go to the conduction band or are possibly localized at the Ti 

atoms around the vacancy.

Recent theoretical work121 on TiC>2 has demonstrated that significant variation in 

electron localization is obtained as the admixture of exchange is varied in the 

exchange-correlation functional. This brings a parameter into the first principle 

calculations of oxygen vacancies.

In this work the PBE (GGA-DFT) functional217 is used (1.4.3), which has 

proved to be effective in describing probe-surface interactions on reduced TiO2( 110) 

and produced results in accordance with STM and NC-AFM218 experiments. This 

density functional approach allows us to reproduce electronic structure and surface 

relaxation on an ideal TiO2(110) surface. The bandgap of the system (1.0 eV) is 

reduced, due to the lack of exchange in the chosen exchange-correlation functional. The 

electrons donated to the system by the vacancy are attributed to the titanium ions. The 

degree of the localization of these states is still arguable since the result depends on the 

choice of the functional. The details of the calculations as well as comparison with 

previous calculations and experimental data are reported in section 1.4.3.

0.4

Vac. site (along the row) 
Ti site
Vac. site (across the row)

Height of CH4 (z(c)-z(Ti)), A
Figure 39. Methane adsorption curves over Ti and vacancy sites on reduced TiCbO 10) surface 
are calculated for the molecule in a “dipod” position over Ti site and two “dipod” positions over 
the oxygen vacancy site: across and along the oxygen row. The absorption energy is calculated 
with respect to the energy at a separation o f  10  A. Surface and molecular relaxation is not 
included in the calculation.
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In the presence of neutral oxygen vacancies the strength of interaction with the 

methane has been reduced over all sites. The adsorption over Ti site became half as 

favourable. The deepest well of 0.3 eV for the methane is over the vacancy site when 

the molecule approaches the site in “dipod” position with 2 hydrogens perpendicular to 

the row. This is also the closest approach to the surface: the Ti-C height in the point of 

minimum of the adsorption curve is 2.8 A. Figure 39 demonstrates the adsorption 

curves and highlights an observation that the values of the energy and slope of the 

adsorption curves at the height above 3.5 A are similar for the considered adsorption 

points, which means that in an NC-AFM image taken with a methyl terminated tip the 

vacancy sites and Ti sites would look identically. Therefore, entry into the repulsive 

regime is again required to distinguish these surface sites.

For a better understanding of the adsorption in the chosen model methane-Ti02 

charge transfer and the electron affinity of the molecule were analyzed. According to 

the Mulliken analysis the charge on the molecule in the presence of oxygen vacancies 

on the surface changes less than 0 .0 le, which can be neglected.

The possibility of charge transfer is analyzed by the study of electron affinity of 

CH4 and CH3 molecules as summarized in Table 9. These two systems differ in number 

of hydrogen atoms and, therefore, in number of electrons, which makes their electron 

affinity different. Methane has a closed shell and a high penalty (4 eV) to electron 

trapping. According to PBE, charging of methyl (CH3) in vacuum with an electron is 

unfavourable by 0.6 eV, which indicates that the molecule might become charged in the 

field of a strong positive charge. A possible reaction path from CH4 to CH3 would 

involve abstraction of the hydrogen, which can be absorbed on the bridging oxygen row 

to form a hydroxyl. However, according to a rough estimate such a path is energetically 

unfavourable because the removal of a proton from CH4 costs more than 19 eV (in 

PBE) while the creation of O-H in the bridging row gains less than 14 eV (PBE).

Studies of electron-induced desorption on TiO2(110) have observed the 

desorption of hydrogen when the O-H bond is broken at about 14 eV. However they
219have also demonstrated a bound state with a higher binding energy of about 21 eV , 

but its origin and accessibility are still undefined. The experimentalists suggested a 

configuration with a hydrogen adsorbed inside the bridging oxygen vacancy, but within 

the PBE approach it was found to be unfavourable compared with hydroxylation of the 

bridging oxygen. A wider range of surface models incorporating more defects, such as a 

Ti interstitial, might be needed to explain the experimental result. As for the molecule, 

the choice of the exchange functional also influences the calculated electron affinity and 

absolute position of energy levels.
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Table 9. Total energy of CH3 and CH4 molecules in neutral and negatively charged states. 
Calculations are performed using the PBE GGA functional217.

System c h 4 C H f c h 3 C H f

Energy (PBE), eV -223.06 -219.07 -204.84 -204.20

The study of methane adsorption addressed the weak molecule-surface 

interaction on ideal and reduced (110) surfaces of titanium oxide. The data obtained was 

used to support the development of methane-Ti02 atomistic pair potentials. Periodic 

calculations in SIESTA proved to be computationally less effective than quantum 

mechanical calculation within a cluster model and also less flexible with respect to the 

choice of exchange functional. Analysed adsorption curves (Figure 39) for a dipod 

configuration allow the prediction of the ability to resolve oxygen rows with NC-AFM 

using a methyl-terminated tip and obtain “inverse topography” in the image. The 

titanium site is the site of the strongest attraction and should be seen as bright.

According to the DFT calculations, the presence of vacancies introduces a new 

active site, but reduces the overall adsorption energy. Moreover, this reduces the 

difference between site-dependent force-curves at larger distances, i.e the contrast in the 

image.

4.1.2 Formate on TiO2(110)

In this section we look into the “bridging” adsorption of the formic acid on the 

TiC>2(110) surface at saturation (full coverage) and fractional coverage. By “bridging” 

we refer to adsorption geometry where two Ti-O bonds are formed between the two 

oxygens of formic acid and two Ti atoms on the surface (Figure 40). The molecule of 

the formic acid on the titania surface is considered in its dissociated form, HCOO—, 

with no discussion of the dissociation process itself because this process has been 

discussed in the literature from both experimental191,220 and theoretical114,221 viewpoints. 

The details of the setup for the TiC>2(l 10) slab can be found in the first chapter (section 

1.4.3).

According to the experimental data on a formate monolayer115, the formate ions 

bind in the “bridging” position to the fivefold Ti3+ ions on the surface with a maximum 

coverage of 1 formate per a surface area of 2 unit cells (6.02 A x 6.7 A). Each surface 

unit cell contains one five-coordinated Ti ion in the first surface layer, which essentially 

defines the maximum coverage possible (0 = 0.5) for this binding configuration. The 

O-C-O angle of the adsorbed formate is 126 ± 1 degrees; Ti-0  distance is 2.1 ± 0.1 A.
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This data agrees well with calculated values for the angle of 127 degrees and distance of 

2.11 A, obtained in our calculations as well as in the previous theoretical studies158,221. 

The molecular plane is upright, perpendicular to the surface, according to both theory 

and experiment.

The adsorption energy is defined here as the difference in energy between two 

systems. In the first system, the neutral molecule of formic acid is at infinite distance 

from the TiO2(110) surface. In the second system the molecule has already dissociated 

into formate and hydrogen on the TiC^OlO) surface; the formate is adsorbed in the 

bidentate position and hydrogen is adsorbed at the nearest bridging oxygen. This choice 

of hydrogen position was made on the basis of previous investigations of the role of 

hydrogen in adsorption and dissociation of formic acid on TiC>2(l 10)221.

Since the calculations are made in periodic boundary conditions, the result can 

be interpreted as the energy of monolayer formation for the given coverage. The limit of 

low coverage is interpreted as an approximation to the adsorption energy of a single 

molecule of formic acid. The dependence of the adsorption energy versus coverage was 

investigated for fractional coverage 0 = 0.5, 0.375, 0.25, 0.125 ML, i.e. from 4 to 1 

molecules per area of 8 surface unit cells. Correspondingly, following energies of
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Figure 40. Relaxed geometries of formate-Ti02(l 10) submonolayer systems at intermediate 
0 = 0.125, 0.25, 0.375 ML(a-c) and maximal 0 = 0.5 ML (d) coverage. This system is assumed 
to have formed by dissociation of the formic acid on the surface. Red, light green, green and 
grey circles correspond to O, Ti, C, H atoms respectively.

126



monolayer formation were obtained as function of coverage: 1.7 eV, 1.9 eV, 2.9 eV, 
2.9 eV (Figure 40) in the expanded surface cell (12.08* 13.43 AA). This might suggest 
that intermolecular interactions at 0.25 ML coverage are negligible, but favourable 
rearrangement of the monolayer proves the opposite.

The system with 0=0.375 ML coverage models a monolayer with high density of 
defects, but the adsorption energy per molecule of the system is more than 30% below 
than for 0=0.25 ML. There are three arrangements at 0=0.25 ML which are possible in a 
supercell with four adsorption sites: two with molecules along each of cell’s dimension 
and a chessboard orientation (Figure 40). Assuming that interaction in the monolayer is 
mainly between dipoles formed by dissociated molecules, the most advantageous 
configuration is when molecules stay parallel to neighbouring rows and least favourable 
when formate molecules fill every second row (Figure 41b). The chessboard 
arrangement (Figure 41a) is in a intermediate position. This hierarchy developed in the 
point charges model is confirmed by the ab initio calculation.

The difference in energy between the “chessboard” configuration and the least 
favourable orientation (0.5 eV) obtained ab initio is reproduced by interaction of 
in-plane surface dipoles described by an effective charge of ±0.5 \e\ assigned to the 
formate anion and the proton in the hydroxyl group respectively. Components of the 
dipole moments perpendicular to the surface, which are attributed to the molecule and 
relaxations of the surface do not affect significantly the relative energies between these 
structures.

Each oxygen carries -0.5 \e\ while the hydrogen of the hydroxyl group and the 
carbon of the formate carry +0.5 \e\ and the induced surface dipole is neglected. The 
values of charge are neither the formal charge of anion/proton nor the Mulliken charge, 
since the former does not take into account redistribution of the charge while the latter 
overestimates the effective size of the ion in calculation of the population.

Figure 41. Two possible configurations (a,b) o f  the arrangement o f  the products o f  dissociation  
o f  the formic acid (formate anions and protons) at 0 = 0.25 ML coverage. The clear preference 
to fill rows rather than scatter over different rows is attributed to the change in dipole -d ipole  
interactions between the two molecules; Red, light green, green and grey circles correspond to 
O, Ti, C, H atoms respectively.
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Such a crude approach, however, gives an estimate of the effective electrostatic charge 

on the hydrogen in the hydroxyl group on the surface. The parallel arrangement of the 

molecules is also seen in experimental high-resolution STM images115.

The study of formate bonding indicates the ionic-covalent nature of Ti-O bond 

where the covalency is due to the mixture of Ti d-states with the states of the formate
1 Sftoxygen, in agreement with previous theoretical analysis . The Ti-O bond of the rutile 

is of a-character, which is well known for rutile-type structures to be at the expense of 

71-bonding in the Ti-Ti bond222. Therefore, the adsorption energy of an HCOO- ion is 

determined by electrostatic attraction and formation of two Ti-O bonds since no 

significant relaxation is associated with the adsorption.

Adsorption mechanisms of monolayers of dissociated formic acid are studied 

both at full and fractional coverage. The intermolecular dipole-dipole interaction is 

shown to play an important role at 0.25 ML coverage. As the result of the study, formic 

acid on TiC>2(l 10) was chosen for further modelling with NC-AFM since the system has 

been better studied both theoretically and experimentally115, including NC-AFM 

studies32.

4.2 Imaging HCOO+H monolayer on Ti02( 110)

NC-AFM images of monolayers of formic and acetic acid on Ti02(l 10) surface 

were first obtained by Y.Iwasawa’s group in Tokyo University. Both images were 

recorded at room temperature in ultra-high vacuum conditions. According to the 

experimentalists, bright features in the images are molecules . Although the molecular 

resolution in the formate image was reproducible, no theoretical model was suggested to 

support the interpretation218. The model essentially depends on the details of the tip 

preparation. Since experimental articles 169,223 claim that the oxide layer had been 

removed from the Si tip, we use the model of a pure Si tip with a dangling bond to 

interpret the contrast formation in the images. Therefore, in this section, we continue 

using this model, which proved to be very sensitive and informative for clean oxide 

surfaces (section 2 .2).

4.2.1 Modelling of the tip-surface interaction

A formate monolayer is simulated as a perfectly ordered monolayer at full 

coverage with surface cell dimensions of 6.72 A x  6.03 A i.e. a 2x 1 extension of the 

primitive Ti02(l 10) surface unit cell (3.36 A x 6.03 A). The molecules are adsorbed in 

the bridging coordination between two Ti ions. At maximum coverage, also referred to
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as “full” coverage, the number of formate molecules is half the number of Ti atoms in 
the top surface layer due to the bidentate adsorption.

As the tip is introduced into the system, a further (4x2) expansion of the unit cell 

is applied resulting in 4 formate molecules per simulation supercell. Such an expansion 
of the unit cell guarantees that the minimum distance between periodic images of the 

“tip” is at least 3 A. The tip of the cantilever is modelled by a conical tip at 
macroscopic level and by a Si cluster of 10 atoms at the atomic level (the same as in the 
section 2.2). The properties of the tip model are discussed in section 1.5.2.

The geometry of the monolayer (Figure 42) is chosen in accordance with the 

previous theoretical work 114,221 as well as to match photoelectron diffraction data220. 

The structure of the monolayer is obtained by geometry optimisation with SIESTA 

using a force tolerance of 0.08 nN. This criterion applies for all consequent 

optimisations of the system with the tip used in the construction of the microscopic 

forcefield of the tip.

6.03 A
Figure 42. Side and top views o f  the surface unit cell used for generation o f  NC-AFM  image o f  
formate monolayer on T i0 2(l 10) surface. Mesh points used to acquire the force-distance curves 
are shown in the inset as white circles. Oxygen atoms and cations o f  the T i0 2 are red and big 
grey circles correspondingly, hydroxylated oxygen is yellow , oxygens o f  the formate molecule 
are blue; carbon is shown green; smaller grey circles are hydrogen atoms.
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This tip-surface forcefield is constructed on a regular x-y mesh for the surface plane and 

an irregular mesh in the z-direction normal to the surface. The steps in the z-direction 

are chosen depending on the value of the force acting on the tip at the previous step. The 

step decreases as the modulus of the force increases and until the modulus is less than 

2.3 nN. The x-y mesh used is presented in the Figure 42.

4.2.1.1 Side-dependent force-distance curves

The frequency shift was calculated for different strengths of the macroscopic 

Van der Waals interaction characterised by the macroscopic radius of the tip 

R = 50, 100, 200 A. The images are, however, presented for R = 50 A only, since the 

pattern does not visibly change with the strength of the macroscopic interaction. The 

conventional approach described in section 1.1 was used to model the NC-AFM image 

and individual force-distance curves. The resulting force-distance curves obtained over 

16 meshpoints are presented in Figure 43a-d.

F, eV/A

o

l

F, eV/AF, eV/A

#13#10 #14#11

#12
#16

6 3 4 5 6
Tip-surface separation, A

Figure 43. Force-distance curves obtained with the Si tip approaching the TiO2(110) surface 
covered by a formate monolayer. Numbers by each o f  the force curves correspond to the mesh 
point numbers in Figure 42.
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These curves are divided into 4 quadruplets (Figure 43a-d); each quadruplet 

corresponds to a line, perpendicular to the direction of the titanium/oxygen row 

Figure 42. These lines start at the centre of the formate ( #l-#4 ), in the middle between 

neighbouring molecules ( #5-#8), (#9-# 12) and next to the formate oxygen 

( #13-#16 ).

The force-distance curves within each group sample the distribution of 

interactions, as the tip is displaced along the line. The order of the curves in Figure 43 is 

conserved, so that colour of the line reflects the row number of the meshpoint in 

Figure 42. Blue curves, for example, correspond to force curves over the Ti row 

populated by formate molecules. Cyan lines are obtained over the row of bridging 

oxygens.

An important issue in the analysis of AFM images is the choice of the definition 

for the distance between the tip and the surface. At large separations, where tip 

relaxations are negligible, we define the tip-surface distance as the distance between the 

apex atom of the tip and the Ti z-plane on the surface, i.e. plane which is parallel to the 

surface (x-y plane) and contains the Ti atoms of the first atomic layer. We choose the Ti 

z-plane rather than the O z-plane because of discrepancies in the determination of the 

Ti-O distance between theory and experiment.

In this study the equilibrium z-plane of oxygen atom is 1.31 A above the 

reference plane and the equilibrium height of the formate hydrogen is 3.77 A, the height 

of the hydroxyl hydrogen is 2.39 A, and formate oxygen and carbon are 2.18 A and 

2.75 A from the Ti plane. Noteably, these values cannot be directly compared to 

scattering experiments, where the values of the interatomic distance are averaged over 

an ensemble of molecules positioned over different sites.

The force-distance curves (Figure 43), which sample characteristic points on the 

surface, do not show strong attraction, except for the bridging oxygen site. On the curve 

(#16) over this site, the force reaches -1.5 nN, while no minima is seen within the range 

studied. This is the largest force achieved in the modelling of formate and the value is 

close to the maximum value of the force between the Si tip (identical tip model) and 

bridging oxygen on clean titania surface218.

The neighbouring curve (#12) has a very shallow minimum, which indicates the 

competition between attraction and relaxation -  as the tip enters into the monolayer the 

increase of the attraction is compensated by the repulsion. The strong interaction can be 

ascribed to the interaction between under-coordinated bridging oxygen atoms with the 

dangling bond of the tip similarly to other oxides studied in this work (section 2.2). For
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the given site density, the low height of the molecules and their flexibility are crucial to 

enable attraction over this site, because the tip apex still can be accommodated at a 

close distance from the oxide surface. The shallow minimum, therefore, can be 

interpreted as competition between the apex Si-oxygen attraction and tip-molecule 

repulsion.

Well clustered attractive force curves in the Figure 43c are indicative of the 

valley of attraction in the landscape of this molecular monolayer. In the image, it results 

in a stripe along the [110 ] direction with a small corrugation. There are two cyan lines 

(#16 and #8) in Figure 43b,d, taken over bridging oxygens, which are a characteristic 

display of the difference in interaction between the dangling bond and the two types of 

oxygen atoms in the system. The oxygen corresponding to the (#8) curve is 

hydroxylated, which results in significant repulsion starting at the nominal tip-surface 

separation of 4.5 A. Notably, this is the only force curve where contribution of the 

hydrogen atom is evident at smaller distances, which contrasts with the long range 

interaction of hydrogen species observed in STM119. The difference between 

force-distance curves over (#16) and (#8) is not seen for tip-surface separation larger 

than 4.0 A in this case. The most evident explanation of the difference is that the 

electrostatic field of formate effectively compensates the electrostatic field of the 

proton, while their states do not overlap energetically, so that the presence of the 

hydrogen is displayed only on close approach of the Si tip.

At the neighbouring point (#10), where the tip is approaching close to the 

surface and is also attracted by the oxygen, the hydroxyl-hydrogen bond is bent 53 

degrees being significantly affected by the repulsive interaction with the apex Si atom. 

The equilibrium Si-H distance achieved in the optimisation is 2.88 A. The overall 

shortest Si-H distance of 2.5 A has been achieved at 4.0 A in point (#4), where the 

competition between attraction and repulsion leads to “flattening” of the force-distance 

curve, which was not typical for perfect oxide surfaces.

The small magnitude of force observed in approach curves does not always 

mean, however, that interaction with the apex of the tip is weak. The interaction near the 

bridging oxygen site is an example, where strong attraction is masked by the overall 
repulsion. The cyan line (#12) in Figure 43c passes the minimum, but repulsion is not 

strong enough to compensate the Si-O attraction at the nominal separation of 3.25 A. 
The actual silicon-oxygen distance is 1.72 A, which is close to the Si-O bond length in 

quartz (1.61 A.).
The strong attraction of the tip over oxygen is reminiscent of the interaction of 

the Si tip with oxygen in the Al203(0001) surface (section 2.2). Similarly, there is 

significant relaxation both in the tip and in the surface. At the nominal distance of
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3.95 A the apex Si atom is displaced towards the surface by 0.4 A and the oxygen atom 
on the surface jumps out by 0.7 A. Therefore, the Si-0  distance in the relaxed 
configuration is only 1.74 A. At the same time, bonds with tip Si atoms are elongated 
from 2.49 A to 2.84 A which is indicative of strong attraction between Si and O, 

probably due to bond formation, and may lead to the breakage of the Ti-O bond on 
retraction.

Because of the weak site-dependent attraction between the tip and the surface it 

was at first expected that there would be a narrow range of distances where site- 
dependent force-distance curves could be distinguished. However the high flexibility of 
the surface allows significant relaxation and results in a wide range of distances where a 

measurable contrast can be obtained (2.0 - 3.0 A). This range is at least as wide as the 
one calculated for Al203(0001) with the same tip. This illustrates that either of the two 

factors -relaxation and interaction - is sufficient for site-dependent contrast.
The NC-AFM image (Figure 44) has been modelled for several parameters of 

the macroscopic tip R = 5(H500 A, but only R = 500 A is being discussed since no 
change in the pattern was found. The minimal tip-surface distance achieved is 5.0 A. 
The tip-surface distance is defined as the distance from the level of Ti layer to the level 

of Si apex in the unrelaxed geometry.

[110] 

[001]

5 5.2 5.4

Figure 44. Modelled NC-AFM image of formate monolayer on TiO2(110) surface. The tip 
radius is 500 A, y=3.5 fNm05, cantilever stiffness is 35 N/m, peak-to-peak oscillation amplitude 
is 10 nm. Coloured circles draw correspondence between atomic sites and areas of the image. 
Red, magenta, yellow and blue circles represent bridging, surface, hydroxyl and formate oxygen 
atoms respectively.
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The modelled NC-AFM image is presented in Figure 44. Dark spots elongated 

along [001] are centred over the formate molecule, bright stripes perpendicular [001] to 

the direction correspond to the bridging oxygen or hydroxyl group. These two sites can 

be distinguished only from the force-distance curves. The repulsion over the formate 

site leads to the formation of the dark spot, while bright spots over the oxygen site 

manifest the attraction between the Si dangling bond and surface oxygen atom. To 

summarize, given the strong repulsion over the formate ion, only one pattern can be 

observed in the ideal formate monolayer on perfect TiO2(110) surface using the Si tip 

with a dangling bond.

In this pattern, the dark spot corresponds to the higher site of the surface. The 

bright features correspond to the atoms, which are geometrically lower. This is the 

opposite of conventional “topographic” AFM interpretation. The topographic 

interpretation is based on an assumption that interaction depends only on the distance 

between the apex of the tip and nearest point of the surface. When this assumption 

breaks down, e.g. due to significant relaxation in the system or due to a significant 

difference in the interaction at sites of different type, we observe a different NC-AFM 

pattern which is often called “inverted”. This effect is common for both conventional 

AFM and NC-AFM47,185’224’225.

4.2.1.2 Tip-induced relaxations in the molecular monolayer

Apart from NC-AFM imaging, there are alternative ways to interpret and apply 

the results of this numerical experiment. In particular, these curves and their impact on 

the molecule are important for consideration of adhesion between a Si surface with a 

dangling bond and a sparse SAM deposited on an oxide surface, which might be 

relevant, for instance, to the NEMS applications226. These data are also instructive from 

the perspective of molecular or even atomic manipulation188,227. The chosen tip with an 

active defect on the apex appears to be sensitive to anions on the surface. At close 

approach, the tip tends to bind to the surface bridging oxygen and attract oxygen atoms 

from the formate i.e. elongating the Ti-O surface bond. This behaviour is an indication 

of its high reactivity on the surface, which leads to the high probability of tip 

contamination by the surface material.

The force-distance curves described above demonstrate that the surface is 

“neutral” or weakly attractive with respect to the Si tip at most of sites of the mesh, 

although two sites -  hydrogen and oxygen of the molecule -  show stronger interaction 

at small distances. This results in a marked repulsion over the hydrogen site and should
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be treated cautiously, since the optimisation procedure used does not guarantee stability 
of the solution with respect to the initial geometry in the absence of periodic boundary 

conditions. At the neighbouring point (#2) 1.12 A aside from the Ti row, the formate 
molecule bends 37 degrees (Figure 45b) and the tip experiences a smaller repulsive 

force of 0.1 eV/A at a closer (4.0 A) nominal distance compared to 1.2 eV/A at 4.5 A 
directly over the formate hydrogen. This data indicates that the rigidity of the molecule 
at point (#1) might be an artefact of the optimization procedure or imposed periodic 

boundary conditions.
An interesting situation is observed when the tip is approaching one of the 

oxygen atoms of the formate (#13). In this case, attraction of the oxygen to the tip is 

accompanied by relaxation of the monolayer and the formate molecule is bent due to the 
oxygen atom displacing towards the tip by 0.5 A (Figure 45a). The Mulliken charge 
analysis suggests that the population of the displaced O atom increases by 0.05 e due to 

the proximity of the Si tip. However, the proximity of the Si tip does not always lead to 
relaxation. Comparison between points (#5) and (#13) is such an example.

The nominal distance between the tip and the surface is 4.5 A in both cases, the 
tip is over the Ti/formate row (#5) and positioned next to the oxygen (#13). One could 

have suggested that the force and the response of the surface should be the same in both 

points. However, the tip is repelled with force F = 0.08 eV/A at point (#5) and attracted 
with force F = -0.08 eV/A at point (#13). The oxygen relaxation in point (#5) is only 

0.16 A compared with 0.5 A at point (#13). The difference is due to the charge density 
of the covalent Si-Si bonds of the apex Si atom.

The charge density of the Si-Si bond is highest in the direction of the neighbours 

and smallest along the bisector of the angle between them. At the point #5 one of these 
Si neighbours is over the molecule and prevents it from relaxing upwards, while at the 

point #13 the covalent bonds of the apex atom do not obstruct the relaxation of the

Figure 45. Relaxed geometry structure of the Si tip over selected points (#13, #2, #8 as in 
Figure 42) of the formate monolayer on TiO2(110). The interaction between the tip and the 
molecule induces significant displacements, a) retraction of formate oxygen in a Ti-O bond, b) 
bending of the formate molecule, c) bending of OH group.
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molecule. This is because the tip approaches the molecule from another side so that 

there are no Si atoms directly over the molecule. The effect is similar to the sensitivity 

of the pattern of interaction over the A^C^OOOl) to the rotation of the apex around its 

axis described in section (2 .1.2).

The ability to access the binding group of the adsorbed formate molecule is 

therefore a special case. If the molecular chain was longer, there would be no access to 

the binding group in the perfect monolayer on TiC^O 10) with full coverage, which is 

the case for the monolayer of acetic acid - no access to the binding group with the Si tip 

could be found using static optimisation for loads in the 2-5 nN range141.

The major risk to a “pure Si” tip apex is therefore the chance of contaminating 

the tip with the surface material, most likely the adsorbed molecule or an oxygen from 

the bridging oxygen row (Figure 45). The probability of such an event depends on the 

accessibility of the corresponding group in the image. The comparison of our result and 

the results on the modelling of the NC-AFM images of acetic acid140 with the 

experimental images supports the observation that the quality of the acetate image is

always higher and contains no “scratches” indicating a possible change of the tip
228apex .

The rest of this section discusses the deformations induced by the tip in the 

monolayer. Deformations of the system can be split into two categories: (1) tilting of the 

molecule and of the OH group; and (2) displacements of tip and surface atoms.

A strong tilt of the molecule is observed when the tip is over the (#2) site. It tilts 

as a whole with respect to the bridging oxygen atoms (see Figure 46c). The tilt can be 

understood as a result of C-H group repulsion from the Si atom at the tip apex. At large 

distance (0.295 nm), the C-H bond is contracted by 0.002 nm due to the presence of the 

Si dangling bond. As the tip approaches closer to the oxygen site, the hydrogen atom of 

formate displaces in the direction perpendicular to the Ti row by 0.001 nm, 0.044 nm 

and 0.1 nm, at tip heights o f 0.195, 0.145 and 0.105 nm respectively. The displacement 

of the C atom is approximately half that of the H displacement, so that the H atom 

remains in-plane with the O-C-O group.
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Figure 46. Schematic representation o f  displacements induced in the T i0 2 surface and adsorbed 
formate monolayer by the Si tip with dangling bond approaching (a) at row oxygen site (#16); 
(b) at hydroxylated row oxygen (#8 ); (c) at (#2 ) site next to the formate molecule; (d) at (#13) 
site next to the formate molecule. Bold dashed line indicates the level o f  bridging oxygen atoms 
as the reference for the height o f  the tip.

Further analysis shows that the apex Si atom "pushes" the hydrogen of the 

formate, rather than C, making the whole molecule tilt (Figure 46c). As the tip 

approaches closer to H, the tilt increases. The only exception is the position directly 

above the hydrogen where the molecule remains in the upright position. However, if we 

included tilting vibrations of the molecule at finite temperature in the simulations to 

break the symmetry, we would expect to find a significant tilt and molecular 

deformation. This would affect the pattern of the image, but only quantitatively since 

the interaction remains strongly repulsive at this location of the tip, unless the approach
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is so close that the molecule jumps to the tip, similarly to the formate anion on the 

MgO(OOl) surface in the previous chapter.

An approach to the surface anion (#16), which results in the strongest interaction 

with the dangling bond in the absence of the monolayer218, also demonstrates the 

strongest attractive force in the presence of a formate monolayer. Ultimately, it results 

in a 0.08 nm relaxation of the oxygen in the final point of the force curve and 0.174 nm 

Si-O distance Figure 46a. The strong attraction at (#16) is attributed to the direct 

interaction of the tip with a row oxygen, which becomes accessible to the tip due to the 

tilt of the C-H groups of neighbouring formate molecules.

An approach to the row oxygen site (#8) with an adsorbed hydrogen atom is not 

accompanied by any significant deformation of the hydroxyl group until the tip enters 

into strong repulsive regime (i.e. force 1.0 nN) and the OH group bends about 

100 degrees toward the surface Figure 46b. At the last point of the force-distance curve 

Figure 43b the force becomes repulsive, which leads to the tilt of the formate, and is 

associated with the change of the total energy of the system by 0.8 eV and the tip charge 

by 0.25 e.

The total tip charge, therefore, has been changed from 0.27 e to 0.52 e, which is 

not precise, but sufficient evidence of the saturation of the dangling bond. The onset of 

OH bending has a sharp feature in the force-distance curve, which could be resolved in 

experiment. However, the practical resolution of the force-distance curve is 

complicated, because the oxygen of the hydroxyl site opens toward the approaching Si 

dangling bond and relaxes 0.052 nm upwards, so that Si-O distance becomes 0.186 nm. 

Such a short distance, is indicative of formation of a strong bond and therefore of the 

possibility of contaminating the tip with an oxygen atom or with an OH group.

The possibility of contamination of the tip with the adsorbed molecules is 

indicated by the tip-formate interaction at (#13) site. The tip apex in this configuration 

is shifted from (#13) oxygen by 0.045nm towards the next molecule in the row. Descent 

of the tip to the height of 0.280 nm results in 11 degrees rotation of the formate in its 

plane around the 06  oxygen Figure 46d. The molecule is also repelled by the tip 

sideways and shifts 0.06 nm along the Ti row to the formate nearest molecule. As the 

result of the tip-molecule interaction, the C-O distance changes from 0.128 nm to 

0.134 nm for the nearest oxygen and to 0.124 nm for the other oxygen.

Most importantly, the tip withdraws the nearest oxygen of COO group by 

0.05 nm from the surface and the Ti-O bond length increases from 0.211 nm to 

0.282 nm. The fact that a Ti atom relaxes in the direction opposite to the displacement
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of the oxygen indicates that the Ti-O bond is being broken. Deformations of the 

molecule itself include a decrease by 2 percent in the O-C-O angle and a 10 percents 

deformation of C-O bonds. The full process of formate removal has not been addressed 

in this study because of the high computational cost and focus on imaging with the Si 

tip. Experimental validation of a possibility of contamination of the tip by a single 

molecule is complicated, but can be performed in NC-AFM combined with 

time-of-flight experiment145.

4.2.2 Comparison with experimental data

A monolayer of formate on Ti02(l 10) surface was the first monolayer on oxide 

surface resolved with molecular resolution (Figure 47a) using UHV NC-AFM228. The 

reported image reproduces 6 .0  A  periodicity along the rows, but has no stable molecular 

resolution Figure 47b. The bright features of the image were tentatively interpreted as 

top sites of formate ions. This conclusion is “supported” by observation of bright 

features on the surface covered by formate molecules at low concentration. However, it 

should be noted that this argument may work only if the tip-molecule interaction, the 

surface chemistry of the formate and the mechanisms of contrast formation are 

altogether transferable between the two systems with low and high coverage.

[001]

Figure 47. (a) NC-AFM image o f  the (2*1) monolayer o f  formate (HCOO-) on T i0 2( l  1 0 ) - ( lx l )  
(13.3x13.3 nm2 ). Acquired with positive bias 1.2 V at normalized frequency shift 46.5 fNm0 5 . 
b) NC-AFM image o f  dilute monolayer (7.1 nmx7.1 nm). Arrows indicate positions o f  formate 
molecules. Acquired with positive bias 1.3 V  at normalized frequency shift 16.5 fNm05. 
(Parameters: d f = 80Hz, f  = 295 kHz, Ap-p = 30 nm , k =  33 N/m )228,32.
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One can make an assumption that the missing bright spots along a row in the 

image identify the row as an oxygen row with oxygen vacancies. This assumption leads 

to a choice between two major alternatives: either the apex of the tip is pure Si during 

the whole experiment, as it was claimed by authors, or it is partially oxidized and carries 

a net positive potential.

If the tip is oxidized, it has to carry an overall positive potential, because stripes 

with randomly distributed spots (vacancies) seen in the image are “bright”, which 

corresponds to the conventional interpretation of clean Ti02(l 10)115. Both chosen 

models would interact strongly with the oxygen row and display vacancies as dark 

spots, i.e. a clean titania surface with vacancies cannot differentiate at a qualitative level 

between those tip models.

The interpretation of an image at full coverage concludes that the tip-surface 

interaction is repulsive above the top sites of the molecules unless there is a specific 

attraction due to the interaction between the tip and the molecule. This could be due to a 

strong negative dipole or negative charge on the top of molecule if the tip apex was an 

oxide with positive tip potential. However, it was shown in section 3.2.1 that no strong 

attraction is observed over a bare formate anion on the more ionic MgO(OOl) surface. 

For a dissociated molecule of formic acid we have an extra proton which counteracts the 

formate dipole. Therefore, there is no strong interaction which would allow one to 

distinguish the interaction of the two tip models with a formate monolayer.

The experimental image of a diluted formate monolayer (Figure 47b) exhibits 

interesting features related to the results of the previous chapter. In the chapter 3 it has 

been demonstrated that an oxidized tip with positive potential sees formate on 

MgO(OOl) surface as bright at smaller frequencies shifts (Figure 35). As the strength of 

the tip-surface interaction increases, the single blob is split into two lobes because of the 

repulsion from the inert C-H head group. We observe a similar structure, indicated by 

two arrows in the Figure 47b which both have similar shape and size to the image 

modelled in the previous chapter. The greater diameter of the pair of bright features in 

the image Figure 47b is 9.2 A while the size estimated in the formate-MgO study was

9.1 A. Therefore, the pair of “formate” ions could well match the theoretical estimation 

of a single molecule imaged with an oxide tip with positive potential.

Although the comparison is not sufficient to draw final conclusions on the 

image; it clearly indicates that interpretation of images at atomic scale should be 

undertaken with care. In the particular case of dilute monolayer, further experimental 

investigation is required, because the publication does not contain scanlines, statistics
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and values of corrugations. The fact that there are traces of the tip change, such as 

continuous white and black stripes (Figure 47b) and the considerable value of 

normalized frequency shift (16.4 fNm0 5) suggests the regime of intermediate contact 

with the molecules. This value compares with the strength of interaction predicted over 

the MgO-formate system in the point of the closest approach with a tip of 500 A radius.

Strictly speaking, many more experimental images of the molecular monolayer 

are required for unambiguous theoretical interpretation of the image. We do hope that 

this study will stimulate further experimental efforts in NC-AFM studies of formic acid 

on oxide surfaces.

A recent theoretical study of interaction of acetic acid229 with a “pure Si tip” also 

demonstrated that CH3 group is inert with respect to the dangling bond of the Si tip. The 

extension of the chain and the presence of a C H 3 “umbrella” decreases the access of the 

tip to the surface at the full coverage. In the area between the molecules, however, the 

TiO2(110) surface is still accessible. At the closest approach, penetration of the tip in 

these areas was predicted to induce a significant tilt (about 30°) of surrounding acetate 

molecules. The results for acetic acid agree well with the results of this chapter and 

predict the “inversed” interpretation of the experimental image, i.e. the top sites of the 

acetic molecule are seen as dark spots in the image.
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4.3 Summary

The results presented above demonstrate that a Si tip carrying a dangling bond is 

able to resolve the positions of molecules in the monolayer. The major features of the 

modelled image are “dark spots” associated with the head groups of the formate. At 

these sites the molecules experience no significant attraction to the silicon atoms of the 

tip and repel the tip as it approaches. The area of significant repulsion is seen as dark in 

NC-AFM image and centred at the equilibrium position of the top formate site.

The high reactivity of the tip leads to contamination of the dangling bond by 

oxygen from the TiO2(110) surface or by the formate molecules when the tip apex 

approaches to the TiO2( 110) surface closer than 0.2 nm. However, recent experiments 

have demonstrated that site-specific force-distance curves can be taken at low 

temperatures ’ . This breakthrough allows, in principle, the oxygen and hydroxyl

sites of the substrate to be differentiated by NC-AFM.

It is shown that the interpretation of NC-AFM high resolution images of a 

perfect molecular monolayer adsorbed on an oxide surface is different from the 

interpretation of high resolution images of the ideal surfaces of semiconductors and 

insulators43. The distinctive properties of an adsorbed monolayer are the high mobility, 

polarity and flexibility of the adsorbed molecules. In particular, because of their 

flexibility, more atoms of the tip apex contribute to the force of the tip-surface chemical 

interaction reducing resolution in the image. The interplay between macroscopic and 

chemical interactions in CFS mode results in the interpretation of the dark spots in the 

image as positions of the highest (CH) group of the adsorbed molecule (HCOO-). These 

observations are of a general character and can be used for interpretation of high 

resolution NC-AFM images of molecular monolayers or other systems with similar 

qualities.
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5 Characterisation of Kl-filled SW-CNT

In this chapter we investigate the possibility of detecting potassium iodide(KI) 
filling in single wall carbon nanotubes SWNT by means of an AFM with an ionic tip. 
To study this, we characterise the combined system KLSWNT, as well as each of the 
system’s components. To analyze the influence of the carbon nanotube on the KI filling, 
we study the electronic structure of the Kl-filled single-walled carbon nanotube using 
ab initio methods. The systems are characterised by their electronic structure, phonon 
spectrum, energy of defect formation and electrostatic potential. The electronic 
properties and phonon spectrum of the system are compared to those of an isolated KI 
chain. The energy of the formation of neutral divacancies in the KI chains is compared 
to the results obtained for the better studied bulk KI system. The interactions between 
the KI and SWNT are expected to be displayed in the properties of the combined 
system.

Nanotubes are often considered as possible building blocks for future electronic 

devices. The function of SWTSlTs in such a device232’234 will be determined by the 

interactions between the walls of the nanotube, filling and substrate. The assembly of 

the CNT-based devices requires precise positioning of the CNT on the surface, which 

can be achieved by AFM techniques235'237. The key problem in such an experiment is to 

detect the presence of the filling in an individual CNT.

Currently, a range of techniques can be used to characterise individual 

single-walled nanotubes: HRTEM, AFM, as well as Raman, Rayleigh and fluorescence 

spectroscopies. However, each of these techniques suffers from various limitations. 

Fluorescence studies of SWNTs are limited to semiconducting SWNTs238,239. The 

reported approach using Rayleigh scattering spectroscopy does not allow 

characterisation of supported nanotubes240. HRTEM is a destructive method of 

characterisation241’243. Novel developments have demonstrated244 that micro-Raman 

spectroscopy has the potential for characterising fillings in individual SWNTs, although 

technical challenges still exist in the collection of the Raman signal245.

Dynamic atomic force microscopy combines several advantages - it can be used 

to manipulate the SWNT on the surface and also can operate on all types of SWNTs. In 

addition, it does not depend on the conductivity of the surface and does not require extra 

equipment in the chamber. Moreover, this method offers unprecedented sensitivity to 

the force (0.1-0.01 nN) and position (0.01 nm) and allows site-dependent force 

spectroscopy at low temperatures. Very recently, dynamic force microscopy at low 

temperatures in “non-contact” mode (NC-AFM) has demonstrated resolution of the 

facets on the surface of a single-walled carbon nanotube246.
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The structural model for the Kl-filled SWNT was suggested on the basis of 

TEM images with “atomic” resolution243,247 and supported by theoretical studies248'250 

(Dr. Mark Wilson, UCL) with pair potentials between K and I ions in KI. 

Unfortunately, no reliable potential functions are available for SWNT-KI interaction, so 

that SWNT atoms were not allowed to relax. These studies have yielded possible 

structures of the KI subsystem which agree well with the TEM experimental images.

Recent practical application of the NC-AFM technique to study the properties of 

Kl-filled SWNT251 has been undertaken in Cambridge (Dr. Adelina Ilie) in 

collaboration with the TEM group in Oxford. One of the ambitions of the project was 

to test the limits of sensitivity of NC-AFM and attempt to detect the filling of the 

SWNT by observation in “non-contact” mode. The important experimental result of 

this work was the possibility to differentiate “filled” and “unfilled” SWNTs by NC- 

AFM in the range of the tip-surface interaction of order 1.0-2.0 nN. In particular, it was 

possible to acquire local force-distance curves over the nanotube, although one cannot 

claim that these measurements were site-dependent due to the drift present in the setup 

at room temperature.

Discussions with Dr. Wilson and Dr. Ilie motivated us to undertake an 

electronic-structure study of the KI-SWNT system. This approach will provide a more 

adequate description of the KI-SWNT interaction missing in the pair potential 

framework. Moreover, it allows us to study electronic properties of typical defects in the 

KI and dynamic properties of the combined KI-SWNT system.

It has been already shown in this work (Chapter 4) that the ionic surface can be 

detected by NC-AFM even in the presence of an organic monolayer adsorbed on the 

surface. In this chapter we investigate the possibility of detecting the presence of an 

ionic material inside a single-walled carbon nanotube (SWNT) with a tip carrying a 

strong electrostatic potential.

Since this work is one of the first ab initio studies of the KI:SWNT(10,10) 

system, we also study the properties of the free KI chain and empty SWNT. In 

particular, we study the electronic structure of hypothetical free KI chains and compare 

the formation of defects in free and encapsulated KI chains. We also analyse the 

interaction between the SWNT and the filling both with and without defects. In 

addition, we investigate the effect of the filling on the electronic structure, electrostatic 

potential and phonon spectrum of the system to assess the applicability of NC-AFM and 

Raman spectroscopy for discriminating between filled and unfilled SWNTs.

144



The chapter starts with the definition of the model for the combined system 

(section 5.1), followed by an investigation of the properties of the reference systems 

(section 5.2), compounding (section 5.3) and combined systems (section 5.4). The 

analysis of the results is presented in the discussion (section 5.5).

5.1 The model of Kl-filled SW-CNT

Atomistic modelling of the filled single-walled nanotube (SWNT) encounters 

problems associated with the choice of the computational methods and the model 

system. In particular, the nanotubes are usually bent (R-500 nm)252 and contain defects. 

Moreover, the KI and SWNT subsystems are incommensurate.

In this study, the model system will exclude any CNT defects, as well as the 

presence of the substrate. Periodic boundary conditions (PBC) along the CNT axis are 

chosen to reproduce the electronic structure of an “infinite” perfect nanotube and the 

metallic state for (10,10) CNTs. Therefore, the bending of the nanotube and its effect on 

the filling is neglected in all our calculations.

Given the incommensurability between the atomic structure of the SWTVJT and 

its filling, the description of the combined system with a supercell of a realistic size, 

requires that one or both systems should be deformed along the translation symmetry 

axis. The Young modulus of the SWNT (10,10) is in the range 1-3 TPa according to 

experimental and theoretical evaluations253'256, which exceeds the Young modulus of 

the KI (30 GPa)257 by two orders of magnitude. Therefore, in this study, the softer 

system (KI) is deformed to reduce the dimension of the supercell to a multiple of the 

lattice period of the nanotube (« swnt = 2.44 A).
The size of the periodic unit cell for the encapsulated KI system is chosen to 

minimize the misfit between the nanotube and KI structure. Starting from calculated 

lattice parameters in the bulk KI (ab£ k = 7.183 A) and empty (10,10) SWNT 

(aswnt = 2.49 A) the ratio between the lattice constants of the two materials can be 

approximated as

bulk /
r = aKi /  = 2.89 <-> 14/5 = 2.8 .

/  a SWNT

The lattice constant ratio r can be approximated as 14:5, therefore the SWNT 

supercell with lattice constant asc = 14*2.49 A = 34.86 A should accommodate 5 unit 

cells of the KI cell with a small strain about 2.6 % in the KI structure. However, taking
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into account the relaxation of the lattice constant in the chain geometry ( aĉ a,n = 6.88 A) 

compared to the bulk lattice constant, ( ab̂ k =7.183 A) the misfit in the structure 

amounts to 1.2 %. The resulting unit cell consists of 600 atoms (Axioms = 40*14+8*5) 

and occupies volume 20*20*34 A3.

The test calculations of the combined system were performed at a single k-point 

(T-point). The memory requirements for this system exceeded the resources on 

available parallel machines, so the system size was reduced to 7:2 and 3:1 replication of 

CNT and KI unit cells, which gives the strain of the KI chain as 21% and 8%, 

respectively. The accumulated misfit is partially released due to relaxation of the KI 

chain inside the CNT.

The ionic filling itself, shaped by the SWNT walls into a string, formally 

belongs to the class of inorganic insulating nanotubules (IINT), although this term 

usually refers to hollow systems of larger diameter. To avoid complication, we consider 

the bulk-like structure for the KI filling in the nanotube, while neglecting more 

sophisticated “twisted” helical structures of the IINT inside the CNT that have been 

proposed 249 as a result of MD simulations and HRTEM data. This is because the 

shortest period of the “twisted” KI chain, which is able to fill the (10,10) nanotube, 

exceeds 4 nm and consequently exceeds our current computational resources.

The ab initio DFT framework applied in this work allows us to study the 

interplay between electronic structures of the nanotube and the filling material. To 

achieve acceptable performance for large periodic systems the SIESTA package was 

used74. The system possesses translational symmetry in one direction only, therefore the 

size of the supercell in the two other directions is chosen to be large enough to have 

zero matrix elements of the Hamiltonian between images of the systems. Using the 

localized basis set is also beneficial in this case, compared to the plane wave basis set, 

because the size of the basis set remains the same with increasing vacuum space. As a 

result, the expansion of the supercell does not affect significantly the consumption of 

CPU time74, although it does require more operating memory.

5.2 Electronic structure of subsystems

5.2.1 Electronic structure of the single-walled carbon nanotubes (10,10)

The atomic structure of a (m, n) nanotube can be obtained by folding the 

corresponding 2D layer with basis vectors <?, and e2 into a cylinder (in case of CNT -  a
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graphene sheet, and (*?,, e 2) *  0 ) .  T he in d ices  “ (m , n )” indicate the d irection  in w hich  

the 2D  sheet is  fo ld ed  into the cylinder. For exam p le , in the case o f  C N T  (1 0 ,1 0 ) the site  

(0 ,0 ) should co in cid e  w ith  site  1 0  ex +  1 0  e 2 or ( 1 0 , 1 0 ), and the vector, perpendicular to

( 1 0 , 1 0 ), ( i .e .  ( 1 , - 1 ) on  the graphene sheet) d efin es the d irection o f  the translational 

sym m etry in the C N T . T he length  o f  the (1 0 ,1 0 ) vector d efin es the length  o f  the 

circum ference o f  the unrelaxed nanotube.

The unit ce ll o f  SW N T  (1 0 ,1 0 ) co n sists  o f  4 0  atom s and has a 0 .2 4 4  nm  period, 

w h ich  is equal to  the period  o f  the graphene sheet. A ccord ing to the available  

experim ental and theoretical data 6’258, the S W N T  (1 0 ,1 0 ) is m etallic, so  a fine m esh in 

the reciprocal space (&-mesh) is  n eeded  for the faithful description o f  its electronic  

structure near the Ferm i lev e l. The m eta llic  state o f  the perfect nanotube and its band 

structure are reproduced w ith  a 1 x 1 x 3 2  M onkhorst-Pack &-mesh u sin g  16 

non  - eq u ivalent k-points and TZP (triple-^ w ith  polarization) basis set. T he values o f  

the SIE ST A  param eters “energy  c u to f f ’ and “energy sh ift” used  for these and fo llow in g  

calcu lations in this chapter are 150 R y and 15 m eV  respectively . The pseudopotential 

for the carbon atom  w as generated  in the form  [ \ s 2]2s2l p 2 u sing the PBE  functional.

Figure 48  com pares the density  o f  states (D O S ) obtained in calcu lations w ith  

16 (red line) and 6  (green line) unequivalent k-points. The results obtained w ith the  

reduced k-m esh d isp lay a gap in  the D O S. T his gap is  purely an artefact o f  the cho ice  o f  

the k-points, w h ich  can be understood from  the band structure o f  the system  (Figure 49 ).

2 0 1--------------- 1--------------- f--------------- >--------------- i--------------- ---------------- *---------------

Energy, eV
Figure 48. Density o f  states for the (10,10) carbon nanotube calculated in periodic model with 
elementary unit cell and 6  (dashed green line) and 16 (red line) unequivalent k-points. The gap 
closes within smearing resolution for 16 k-points calculation, however, consideration with 6  

k-points results in 1.0 eV gap between valence and conduction bands.
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D ue to the 1-d im ensional period icity  o f  the system , the Ferm i surface in this system  is 

represented by  a single poin t o f  contact b etw een  the conduction  and the va len ce  bands 

(F igure 49). In the T-point, the gap reaches its largest value o f  about 7 .0  eV . Therefore, 

the form al gap d isp layed  in the se lf-co n sisten tly  calculated  spectrum , depends strongly  

on the ch o ice  o f  the m esh.

•3

■6

0
W ave vector, k, A'1

11

Figure 49. Band structure of metallic (10,10) SWNT, calculated for unit cell of 40 atoms with 
16 inequivalent k-points. The Fermi level is eF—4.71 eV. The small (less 0.1 eV) gap remains 
between conduction band and valence band due to the finite number of k-points used.

T he u se  o f  a  larger supercell and trivial k-m esh (on ly  T-point) in  SIE ST A  

som etim es a llo w s econ om iz in g  the C PU  tim e at exp en se o f  m em ory consum ption . 

H ow ever, the largest supercell attem pted here w ith  28 0  atom s still has a gap o f  1.0 eV  

in the spectrum , so  that in further calcu lation s including the calculations w ith  the KI 

fillin g  w e  u se the supercell c e ll w ith  120 carbon atom s and a non-trivial k -m esh . The 

k-m esh  w ith  4  unequivalent k-points is  norm ally u sed  for the electron ic structure 

calcu lation  and geom etry relaxation  o f  K l-filled  nanotubes, w h ile  sin g le  point 

calcu lations w ith  a larger num ber o f  k -points (16  and 32 ) are perform ed starting from  

the sam e density  m atrix to ensure that the con vergen ce w as achieved.

T he electron ic structure o f  the ground state o f  carbon nanotubes, esp ec ia lly  the

(10 ,10 ) SW N T  has b een  studied  p rev iou sly  w ith  different techniques. T he band  

structure o f  the system  and its m etallic state obtained in th is w ork agrees w e ll w ith  tight 

binding m odels, self-con sisten t L D A  ca lcu lations and calcu lations w ith  advanced  

exchange-correlation functionals234,259,260.
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5.2.2 Electronic structure of potassium iodide

5.2.2.1 Bulk Kl

The pseudopotentials for potassium (K) and iodine (I) were generated for 

[Ar]3p64s* and [Kr 4d10]5s25p5 electronic configurations correspondingly. We 

characterize the pseudopotentials by their ability to reproduce the electron affinity and 

ionization potential of corresponding atoms. The ionisation potentials of atoms obtained 

in pseudopotential and all-electron DFT calculations differ by less than 0.01 eV. 

However, the experimental values on the ionisation potential are poorly reproduced due 

to the GGA approximation used. The values of electron affinity and ionisation potential 

are reproduced within 10%, except for the electron affinity of the potassium ion, which 

is just 20% of the experimental value (0.46 eV). The significant error indicates that the 

charge transfer to potassium (K) atoms will be over-, rather than under-estimated.

For the calculations of the band structure of the bulk KI we use the primitive 

unit cell of 2 atoms and fine k-mesh with up to 144 k-points. The basis on K and I atoms 

is chosen in the form of the triple-^ with polarization (TZP) basis set. For this setup, the 

band gap in the fully relaxed geometry is 4.0 eV. The band structure, calculated for the 

primitive unit cell, shows (Figure 50b) the direct bandgap with the minimum at the 

T-point.

This result matched the calculations of the electronic structure in the larger 

supercell of cubic shape with 64 atoms with 18 Ar-points. Both calculations result in the 

band gap of Egap = 4.0eV, which is an underestimate of the experimental value

6.3 eV261, as would be expected from the DFT calculation. The charges on the ions are 

±0.55 \e\, according to the Mulliken population analysis, which is close to the ionicity 

obtained for KBr surface using B3LYP in embedded cluster method calculations.

The band structure of the system along the T-X direction is presented in 

Figure 50b. According to the PDOS analysis, the valence band of KI is formed by the 

states on iodine atoms with an admixture of potassium (K) states contributing less than 

10%. The percentage of K-admixture decays to zero at thfe edges of the valence band. 

The conduction band and, especially, the bottom of this band is formed by the states of 

the cation.

The relaxed geometry of the primitive unit cell with 2 atoms per unit cell is used 

to calculate the vibrational spectrum of the system. We validate the DFT result by

149



comparison with the results of the neutron diffraction on the system262 (Figure 51a). The 

main criteria of the comparison are the positions of top of the optical band and the width 

of the acoustic band. The general trend is that the calculated crystal appears slightly 

softer than the real potassium iodide -  the frequencies of the optical modes at the 

T-point and the width of the acoustic band are 20 % less than the measured values.

The previous studies have discussed the electronic structure of the system and 

the effect of the spin-orbital interaction on the electronic properties263,264. In the DFT 

framework, the choice of the exchange correlation functional is important to reproduce 

quantitatively the electronic properties and in particular, the band gap of the system, 

however this study focuses only on qualitative behaviour and therefore, uses DFT- 

GGA.

To summarize, for the bulk potassium iodide, the DFT description used in this 

chapter, overestimates the lattice constant by 1.8 % and underestimated the 

experimental bandgap261 of the system by 36 %. This description produces qualitatively 

correct electronic structure of the system and the vibrational spectrum, which are in the 

qualitative agreement with previous theoretical and experimental studies of the system.

B u lk
E,eV

6

■8 r x
Figure 50. Electronic band structure of the KI system along the T-X direction (b) in the bulk KI, 
and (c) in the KI chain. The dispersion curves are calculated for the eight-atom unit cell.

Chain

r x
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Figure 51. (a) Dispersion relation for normal modes of vibration of the potassium iodide crystal 
from the neutron diffraction data262; (b) Calculated dispersion relations of the KI chain 
calculated in the 8-atom unit cell.

5.2.2.2 [001]-chains of KI

We look into properties of three 2x2 chain structures, which represent the 

“ideal” KI chain. The three structures being considered are: (i) chain with the 

equilibrium lattice constant and relaxed atomic positions, (ii) chain with lattice constant 

of the KI-SWNT supercell (aici= 7.46 A) and relaxed atomic positions and (iii) chain 

with fixed atomic positions extracted from the relaxed KI-SWNT system (aici = 7.46 A).
The electronic structure of the KI chain is studied using the same basis set and 

mesh parameters as in the previous sections of this chapter. The primitive unit cell of 

the system, which includes 8 atoms, is used for calculations of the electronic structure. 

Six k-points along the axis of the translational symmetry are used to sample the k-space. 

The lateral dimensions (40x40 A) of the 3-D periodic cell are chosen so to avoid the 

overlap between basis functions of the periodic images.

In the fully relaxed system, the lattice constant of an infinite unsupported <100> 

KI chain with 4 atoms in each (100) plane reduces by 4 % to aici = 6.875 A as compared 

to the calculated lattice constant of the crystal is aKi = 7.183 A. The bandgap increases 

8 % from the value of Egap = 4.0 eV, calculated with 18 k-points for 64-atom supercell 

of the bulk KI to EgaP = 4.32 eV. This behaviour is similar to the one in the bulk phase, 

where the largest band gap is achieved in the slightly strained crystal.

In the system with relaxed positions of atoms and lattice constant fixed at the 

bulk value, the band gap is EgaP = 4.11 eV. According to the PDOS analysis, the nature 

of the states at the top of the valence band and at the bottom of the conduction band
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does not change in either case, compared to the bulk PDOS. The Mulliken charge on the 

ions is ±0.6 \e\ for all the ideal chain-like KI systems.

The band structure of the KI chain along [001] direction is presented in 

Figure 50c. The calculations are performed in the 8-atom unit cell. The dispersion is 

consistently weaker in the chain systems and the bands are respectively narrower, due to 

the lower number of nearest neighbours in the chain compared to the bulk. The position 

of the valence band shifts upwards, but the shrinkage of the conduction band effectively 

increases the bandgap to 4.12 eV.

No relaxation was performed in the system obtained by stripping the SWNT 

shell from the relaxed KI:SWNT configuration. The bare KI structure has similar 

electronic structure to the system discussed above and the bandgap of 4.11 eV. The 

increase in the value of the bandgap is also attributed to the reduced lattice constant. 

The distortion of the atomic positions in the system due to the presence of SWNT is less 

than 0.2 A compared to the relaxed atomic position of the chain at the same lattice 

constant.

5.2.2.3 D ivacancies in the bulk o f KI

The potassium iodide is a Schottky-type crystal, i.e. Schottky defects have the 

smallest formation energy265'267 in the bulk. These defects are also responsible for 

diffusion in KI268,269 and play the key role in the models of KI melt270,271. We study the 

cation-anion divacancy defects in 3D systems and calculate the formation energy to 

assess the quality of the description provided by the GGA-DFT and to compare with the 

result for the KI chain.

The divacancy formation energy in the bulk of KI is calculated with respect to 

the equivalent supercell and KI molecule evaluated in the same supercell using the 

identical parameters of the calculation (section 5.2.2.1). The divacancy was created in 

the 64-atom supercell with the period of 14.37 A, so that the distance between nearest 

sites of the neighbouring divacancies is 10.8 A. The divacancy formation energy of 

3.14 eV can be decomposed as a sum of 3.54 eV for the actual creation of the vacancy 

at the frozen positions of surrounding atoms in the cell and -0.4 eV arising from the 

relaxation of the atomic positions.

The divacancy introduced in the 64-atom unit cell creates a network of dipoles 

inside the crystal at cost of 3.54 eV per divacancy, induces ionic displacements and 

minor change in the electronic structure of the system. To calculate the formation 

energy of a dilute vacancy we estimate the correction due to the electrostatic interaction
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in an array o f  d ivacancies in the ca lcu lations w ith  PBC  and for the under-relaxation  

constrained by the s ize  o f  the unit ce ll.

T o estim ate the energy o f  d ip o le-d ip o le  interaction, w e consider a netw ork o f  

point charge d ipoles w ith  period equal to  the period in the 64-atom  KI supercell. The 

value o f  the interaction energy depends on  the ion ic ity o f  the system ; therefore, the 

value for the KI system  (i.e . q<  ± 1 .0  \e\)  is  le ss  than 0 .1 4  eV .

T he largest d isp lacem ent found during the relaxation o f  the 64-atom  supercell is

0 .1 4  A and gains 0 .4  eV . A t this point w e  borrow  the result for the KI chain w here the  

relaxation o f  the system  on  the introduction o f  a d ivacan cy  is substantial (1 .2  eV ) in the 

larger supercell. T his g iv e s  an upper estim ate o f  0 .8  e V  for the residual relaxation  

energy w h ich  w as not realized  due to PBC . C om bination  o f  this estim ate w ith  0 .1 4  eV  

correction due to the interaction betw een  d ivacancies, results in a low er estim ate o f  the 

divacancy  form ation energy o f  2 .2  eV , w h ich  fa lls into the range o f  valu es 2 .0 -2 .6  eV  

derived  from  the experim ent272,273. T he im portance o f  the correction due to  the 

underrelaxation is  a con seq u en ce o f  the softn ess o f  the material, w hich  results in the 

larger required radius o f  the relaxation around the defect.

The high concentration  o f  d ivacan cies in PBC  also  affects the electronic  

structure o f  the crystal by splitting K  and I states (Figure 52) from  the bottom  o f  the 

conduction  band (0 .15  eV ) and the top o f  the va lence band respectively  (0 .25  eV ). A s  a 

result, the H O M O -L U M O  d ifference in the one-electron  spectrum  is reduced to 3 .6  eV . 

The w idth o f  the low er va len ce  bands o f  the crystal a lso  increases in the presence o f  the 

di vacancies.

150
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Figure 52. Density of states in the perfect KI bulk (blue) and in the presence of divacancies 
(green) calculated in the 64-atom supercell.
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5.2.2.4 Divacancy defects in the [100] chains of KI

In the case of the [001] KI chain, two types of neutral divacancies are possible: 

the divacancy can be oriented along the chain (the “parallel”) or perpendicular to the 

chain axis (the “perpendicular”). The energies of formation are calculated for both 

vacancy types. They amount to 3.18 eV for the divacancy oriented along the chain axis 

and 3.3 eV for the vacancy perpendicular to the axis.

Presence of the divacancy results in a significant relaxation of the surrounding 

“host” chain. The energy released on the atomic relaxation around “perpendicular” 

divacancy in chain with 8-atom unit cell is 0.38 eV. An increase of the supercell size to 

32 atoms per single divacancy increases the relaxation energy to 1.2 eV and, 

consequently, reduces the formation energy to 2.0 eV. Creation of the divacancy pair 

along the axis (“parallel” divacancy) reduces the Madelung field and results in 

significant relaxation of the system. However, should the PBC conditions be removed, 

this system may collapse into a more compact cluster or break the chain.

The divacancy in either orientation with respect to the chain is expected to 

produce a significant dipole and perturbation in the electrostatic potential of the chain. 

To characterize the potential outside the chain, we compare the profiles of the gradient 

of the electrostatic potentials along the ideal [001] chain, and defective [001] chain with 

divacancy oriented along and perpendicular to the chain axis.

The profiles are taken along the edge of the KI chain at the distance of 5.0 A, 

7.0 A and 10.0 A (Figure 53a, inset) from the nearest atom of the chain in the region of 

the strongest potential. Figure 53a illustrates the rapid decay of the electrostatic 

potential with the distance. Although the divacancy creates a significant perturbation to 

the electrostatic potential in the vicinity of the chain, the values of the gradient of the 

electrostatic potential become negligible at a distance of about 7.0 A.

To analyse and interpret the effect of the KI system on the KI-SWNT nanotube, 

it is important to take into account the behaviour of the electrostatic potential. The 

electrostatic potential might have an effect on the electronic, transport and vibrational 

properties of the encapsulating SWNT. In the exceptional case it might be detected by 

an NC-AFM with an ionic tip. Some of these questions will be discussed later in the 

chapter.
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Figure 53. Profile o f  the force acting on the positive probe charge in the vicinity o f  the KI chain. 
The profile is calculated from the ab initio electrostatic potential and plotted along the edge o f  
KI in the (110) plane, a) potential o f  the perfect KI chain; b)potential o f  the KI chain with 
divacancy along the chain direction. Blue, green and red lines describe the force at 5.0 A , 7.0 A , 
and 10 A  distance from the centre o f  the chain. The view o f  the perfect chain in the (110) plane 
in a) illustrates the definition o f  the distance.

5.3 Electronic structure of filled SW-CNT

Theoretical and experimental studies of CNTs predict that the presence of filling 

material 274,275 or adsorbates on the walls strongly affects the electronic properties of the 

combined system. Significant deformations induced in the carbon nanotube by the AFM 

tip also change the electronic structure of the nanotube 216211.

In this work the Kl-filled SW-CNT system is described by a supercell of 120 

carbon atoms containing a stack of 2 KI layers of 4 atoms each (2x2), representing the 

KI chain forming the filling. The atomic positions of the system are relaxed until the 

atomic forces are less than 0.05 eV/A. The relaxation leads to distortion of the KI planes 

(Figure 54) and homogeneous expansion of the CNT. The diameter of the nanotube 

increases by only 0.06 A.
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Figure 54. Structure o f  “ideal” and “defective” KI filling obtained as result o f  relaxation within 
the SWNT. (a) no defects; (b) divacancy along the symmetry axis; (c) “perpendicular” 
divacancy; (d) “parallel” divacancy. Potassium (K) atoms are blue, iodine (I) atoms are red.

Carbon atoms of the CNT displace predominantly in the radial direction. 

Compared to the displacements in the KI, these deformations are negligible. The 

displacements in the chain are also insignificant. Iodine atoms relax outwards from the 

chain axis, so that K-K and I-I distances in the plane perpendicular to the symmetry axis 

are 4.69 A and 4.96 A correspondingly. The structure of the KI chain structure obtained 

by relaxation within the nanotube is shown in Figure 54a.

The relaxation of the combined KI-SWNT system starts from the following 

initial geometry - the KI chain is placed into the carbon nanotube, in such a way that the 

axis of the chain coincides with the axis of the nanotube. As for the other degrees of 

freedom (rotation of the KI around the axis and shift along the axis) the position of the 

KI chain is not specific. Within the precision of the optimization, however, the KI chain 

as whole does not change its orientation with respect to the SWNT.
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The displacement of the KI subsystem from the optimized geometry along the 

nanotube by a fraction of its period (by 0.5 A) resulted in an increase in the total energy 

of only 0.06 eV, indicating that very little site-specific interaction exists between the 

filling and the nanotube. However, this finding does not provide an estimate of a barrier 

for sliding of the KI chain with respect to the tube, because of the presence of defects in 

the realistic CNTs.

When the KI chain with a “perpendicular” divacancy is taken out of the CNT in 

the relaxed configuration, the total radial force acting on the CNT is 0.35 nN. This 

allows us to estimate the radial “effective spring constant” of CNT per unit length as 

5.3xlO9 N/m2. An alternative approach is to calculate the frequency of the radial 

breathing mode (RBM), which is 186 cm' 1 or 165 cm' 1 according to experimental and 

previous theoretical estimates respectively6,258. The value of 177 cm' 1 obtained in this 

work is based on the ab initio dynamic matrix. Calculation of the elements of the 

dynamic matrix is made by finite differences.

To analyze the charge transfer, Mulliken populations and average ionicity of the 

filling are compared between encapsulated KI chains and free-standing KI chains with 

the same lattice constant. The values of the atomic charge are ±0.59 |e| in the KI. SWNT 

system and ±0.56 |e| in the free KI chain. The encapsulation of the KI into the SWNT 

also leads to a total charge transfer of -0.08 |e| per unit cell of the KI, according to the 

Mulliken analysis. The non-zero total Mulliken charge on the KI is interpreted as a 

result of the overlap between the basis functions of the KI and the carbon nanotube.
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Figure 55. Projected Density o f  States (PDOS) plotted for C(blue), K(green) and I(iodine). a) 
KJ-filled nanotube with defects; b) Kl-filled nanotube with perfect filling.
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The analysis of the projected density of states (PDOS) demonstrates that the 

position of the Fermi level in the CNT also depends on the presence o f the filling 

(Figure 55). Remarkably, not only the absolute position of the Fermi level shifts, but 

also the relative position of the Fermi level with respect to the features o f the CNT 

PDOS.

The top of the “valence” band o f the KI subsystem is separated from the bottom 

of the conduction band of KI by 4.3 eV, similarly to the bulk. The position of the KI 

valence band 1.0 eV below the Fermi level prevents resonances between the two 

systems.

According to the DFT calculations, the encapsulated configuration is favourable 

by 0.06 eV per KI molecule, which is attributed to the polarization o f the CNT. 

However, little relaxation and no change in the electronic structure of the perfect 

subsystem has been found.

5.3.1 Electronic structure of filled SW-CNT with defects in the filling

As an example of a possible stronger perturbation to the perfect CNT system, we 

consider KI chain with a defect formed during the growth. Although disordered fillings 

are often observed in HRTEM, there is no understanding of the defect’s nature yet. We 

expect that the neutral divacancy, which is the most frequent defect in the equilibrium 

bulk, may be formed in the growth process of the KI chain as well. According to the 

results in section 5.2.2.3, this defect has a formation energy in the KI chain comparable 

to the formation energy in the KI bulk.

The study considers both orientations of the divacancy in the encapsulated KI 

chain: perpendicular and parallel to the axis. Calculations for the perpendicular one 

require smaller supercell, so most of the analysis has been done for this system. To 

perform direct comparison of the “parallel” and “perpendicular” configurations of the 

divacancy in the larger supercell of 280 carbon atoms and 8 KI molecules is used. The 

supercell still represents an extraordinary concentration of the “parallel” vacancies in 

the KI chain. In the absence of the CNT, the KI subsystem, experience significant 

relaxation (Figure 54d) so we use it as an illustration of the role of the CNT on the 

encapsulated system.

Figure 54b-c shows KI structures with divacancies relaxed inside the CNT. The 

carbon atoms of the CNT are not shown in the figure, for they obstruct the view. The 

relaxed K-K and I-I distances in these KI structures with divacancies typically increase 

up to 6% in the neighbourhood of the defect, but the shrinkage by 4% of the K-K
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distance is also observed Figure 54b-c. These relaxations in the “defective” structures 

are much less than in the free-standing chain. We suppose that significant pressure is 

applied to the walls of the CNT because of the marked relaxation of the free-standing 

defective KI chains.

Figure 55 compares the partial density of states (PDOS) of (10,10) SWNT with 

perfect and defective filling. The presence of the defect in such a small supercell, 

essentially affects the width of the KI valence band. The top of the “valence” band of 

the KI subsystem is still separated from the bottom of the conduction band of KI by

4.3 eV, which is close to the bulk value. The position of the valence band of the perfect 

KI chain is 1.0 eV below the Fermi level (black dashed line), which prevents from the 

charge transfer between the two subsystems. The major difference between PDOS of 

“ideal” and “defective” KI filling is the width of KI valence band (Figure 55).

In the system with defective filling, the KI valence band shifts downwards 

approximately by 0.5 eV. This shift might be due to the charge transfer to KI subsystem 

or due to the effect of the electrostatic potential from the nanotube. The Fermi level of 

the metallic SWNT shifts upwards by 0.2 eV.

Our DFT calculations do not produce the work function of the system, but if we 

use the position of the Fermi level as an approximation, then the shift in the Fermi level 

indicates that a precise scanning probe technique like Kelvin Probe Force Microscopy 

(KPFM)278 might be able to differentiate filled/unfilled/defective nanotubes.

The analysis of the band structure, density of states and Mulliken population 

concludes that no significant charge transfer is expected between the KI and perfect 

CNT subsystems both for the perfect KI and in the presence of divacancies. The 

absence of the charge transfer correlates positively with the low-cost sliding of KI along 

the tube, unchanged ionicity of the KI subsystem (±0.57| e|), and the 4.3 eV gap in the 

KI band structure.

The non-equilibrium methods used in production of the SWNTs as well as 

previous theoretical investigations with classic MD suggest the presence of defects in 

the structure of the filling. In this work we evaluate formation energies of a neutral 

divacancy in the encapsulated chain. These values are obtained in calculations with 

periodic boundary conditions, so they represent the formation energy per divacancy in 

the one-dimensional array of divacancies. To estimate the value of the divacancy 

formation energy at low concentration, we subtract the major contributions to the 

formation energy: correction due to the dipole-dipole interactions and atomic relaxation.
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The sum of the dipole-dipole interaction between divacancies and their images 

decays rapidly with distance and this correction is neglected for larger unit cells. For 

4-times extension of the supercell the relaxation energy is 3 times larger. Therefore we 

attribute the major effect on the formation energy of the di vacancy to insufficient 

relaxation of the host lattice in the chosen supercell (5.2.2.3).

Analysis of the total energy o f the system reveals that the divacancy formation 

energy is larger for the CNT-encapsulated KI chains than for a free chain. The 

formation energy of the periodic array of divacancies is 3.54 eV per di vacancy for the 

perpendicular orientation. This number is obtained in calculation with reduced unit cell 

of 120 carbon atoms and 4 KI molecules and exceeds energy of defect formation 

(Table 10) in the free chain (3.18 eV) by 0.36 eV.

The difference in the vacancy formation energy can be attributed to the limited 

relaxation inside the CNT. To validate this hypothesis, one has to remove the effect of 

the tube without relaxation of the atomic positions. The divacancy formation energy is 

calculated for the relaxed KI chain configuration in the absence of the CNT. Since the 

value of the formation energy is 3.5 eV, we conclude that the CNT has very little effect 

on the electronic part of the divacancy formation energy. We also compare the total 

energies of divacancies in the two different orientations (parallel and perpendicular to 

the tube axis) in the larger supercell with 280 carbon atoms. The divacancy parallel to 

the axis is more favourable as expected from the dipole-dipole interaction between 

them. The difference in the formation energy amounted to 0.12 eV.

Table 10. Energy of formation for a neutral divacancy in KJ-based systems. Divacancy 
formation energy is calculated with respect to ideal chain (bulk) and a KI molecule. Results are 
presented for smaller supercell (small SC) and larger supercell (large SC). For KI-SWNT 
system the results for the larger cell could not be calculated but estimates are provided, based on 
the relaxation of KI system in large SC. Energies are presented in eV.__________ _________

System
Bulk KI 

eV

Free
Kl-chain
(perpen.)

eV

K lin
m-SWNT,
(perpen.)

eV

Free
Kl-chain
(parallel)

eV

K lin
m-SWNT
(parallel)

eV

Defect Formation 
Energy (small SC)

3.14 3.18 3.54 3.3 eV 3.42

Relaxation energy 
(small SC)

0.4 0.4 0.35 0.4 0.4

Relaxation energy 
(large SC) - 1.2 - 0.9 -

Defect Formation 
Energy 

(large SC)

— 2.38 2.74

(est.)

2.4 eV 2.92

(est.)
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To estimate the formation energy calculated in the small unit cells (i.e. for high 

density of defects) in the case of dilute defects, we calculated the difference in the 

relaxation energies obtained for the small (4 KI molecules) and 4 times extended unit 

cell. This correction reduces the formation energies of the “parallel” and 

“perpendicular” chains to 2.3 eV and 2.6 eV respectively.

The formation energy of a divacancy in the encapsulated KI chain is higher, 

because of the interaction between the divacancy and the CNT walls and due to the 

smaller displacements of KI ions. The electronic structure of the defect often depends 

on the atomic relaxation in the system, hence the encapsulation of the nanosystem with 

a defect into the CNT can be used for “engineering” of the defect level.

In the case of the perpendicular vacancy the degree of relaxation has an 

immediate effect on the position of the defect level in the band gap. Particularly, the 

stronger is the relaxation, the less pronounced is the shift from the valence and 

conduction bands. Therefore, the separation between HOMO and LUMO orbitals 

(AEhomo lumo) increases with relaxation. For KI chains with “perpendicular” divacancy 

modelled with the 8-atom supercell, the (AEHOMO LUMO) is 4.11eV, 1.83 eV, and 

2.54 eV for the ideal chain, unrelaxed chain with a divacancy, and fully relaxed free 

chain with a divacancy respectively. Similar effect is observed for the “parallel” 

orientation of the vacancy.

The presence of the CNT restrains the defective KI from relaxation and creates a 

system with unique electronic structure, which does not exist in free KI chains. The split 

of the KI levels, in turn, depends on the degree of the relaxation, hence the position of 

the level of the defect depends on the radius of the CNT. Therefore, in the experiment it 

should be possible to tune the position of a defect electron level by changing the 

chirality of the nanotube.

5.3.2 Role of nanotube electronic structure in tube-chain interactions

The change of the chirality is closely related to the electronic structure of the 

nanotube6. For instance, nanotubes with indices (n, n) are metallic, while (n, 0) are 

insulating or semiconducting.

In the experiment, the solution of carbon SWNT is often a mixture of metallic 

(m-SWNT) and semiconducting (s-SWNT) nanotubes. A considerable fraction of the 

low-diameter SWNTs are metallic (10, 10) and semiconducting (14, 0) tubes. The 

calculation of the electronic structure of s-SWNT is performed using k-grid in the 

reciprocal space with 16 non-equivalent k-points in a supercell, which is twice larger
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(c = 8.712 A) than the unit cell (c = 4.356 A). The calculated Egap = 0.2 eV direct band 

gap qualifies the system as a narrow gap semiconductor. This bandgap is 

underestimated because DFT-GGA usually reduces the bandgap.

The position of the last occupied molecular orbital differs less than 0.5 eV 

between ideal semiconducting and metallic systems, which agrees with experimental 

data on workfimction in SWNTs119,279 and previous ab initio calculations259,260,280. 

When the Kl-filling is introduced into the semiconducting tube, the band structure does 

not change significantly.

However, we are aware of the recent theoretical work281 on KI in SWNT

(10,10), which claimed a significant charge transfer between the subsystems 

contradicting our result. We do not argue that such behaviour is impossible in the 

experimental systems, on the contrary, we also expect such behaviour in the case of 

defective SWNTs. As for the ideal KI chain in an ideal SWNT, charge transfer is 

“possible” if the band offset between KI and SWNT is underestimated. We have also 

obtained similar result during preliminary studies o f the system. The smaller DZP basis, 

which was initially chosen, was sufficient to reproduce the electronic structure of both 

subsystems separately, but failed to reproduce the band offset and resulted in charge 

transfer between the subsystems. A qualitative indication of the error was the difference 

(6 .1-4.4= 1.7 eV) in the position of the highest occupied state between metallic and 

semiconducting SWNTs, which exceeded by far corresponding difference in the work
1 1 0  "770function, which is measured experimentally in the range 4.5-5. leV ’ for various 

SWNTs. Once the TZP basis set was chosen, the absolute position of the CNT Fermi 

level returned into the expected range.

This comparison shows the importance of choosing a sufficient basis set, and the 

necessity to validate the choice by appropriate experimental data. This experience 

highlights the fact that charge transfer and even spin polarization of the subsystems 

might be achieved by a sophisticated choice of an insulating filling. On this basis, 

rubidium iodide (Rbl), which has lower workfimction (2.2 eV)282, is a system where 

significant interaction and charge transfer might be expected as a result of intercalation.

5.4 Vibrational analysis of the KI filled SW-CNT

The analysis of the vibrational properties of the Kl-filled SWNTs is motivated 

by the ongoing study of the Raman spectra of the system. This is a preliminary study of 

the KI:SWNT(10,10) system, therefore we do not perform analysis of the Raman
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intensities and concentrate on the effect of the KI filling on the frequencies of the well 

known Raman-active modes, namely, high frequency tangential modes (G-band) and 

the low frequency radial breathing mode (RBM) (Figure 56). Both modes are 

extensively described in the literature and used to deduce parameters of the nanotube 

239,240,245,277,283-285 tWQ most intensive peaks in the G-mode correspond to

displacements along the tube axis (G+) and in the circumferential direction (G-), see 

(Figure 56).

-  r

Figure 56. Schematic picture showing the atomic vibrations for (a) the RBM and (b) the G band modes286.

In the empty (10,10) CNT, the frequency of the radial breathing mode (RBM) is 

186 cm' 1 according to experiment258 and 165 cm' 1 according to previous theoretical 

calculation6; for the G-band the experimental values are 1567cm'1 and 1593 cm' 1 for G- 

and G+ modes correspondingly. 258

To address the effect of filling, we use a model of an ideal metallic (10,10) CNT 

filled with an ideal, slightly strained KI filling (section 5.3). Sensitivity of the main 

frequencies corresponding to these modes has been demonstrated for several fillings 

strongly interacting with the host nanotube283,284 such as alkali metals.

The dynamic matrix of the system is calculated using finite differences with 

atomic displacements of 0.04 Bohr. Forces on the atoms are calculated using the same 

ab initio method as above. The dynamic matrix is corrected for the under-relaxation,
i

and symmetrised to tackle the case finite residual forces. However, these operations are 

not sufficient to avoid several non-trivial modes with imaginary eigenvalues. Visual 

analysis of these modes identifies them as related to the rotation of the CNT, and motion 

of the KI filling with respect to the CNT.
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Since there is  no bond ing  or any  other sp ec ific  site-site  interaction and the KI 

system  is very soft, the fillin g  exp er ien ces a very lo w  barrier to m otion  a lon g  the SW N T  

at fin ite temperatures. In th is w ork w e  do not investigate this aspect o f  the problem  and 

do not perform a global optim ization  o f  the system . T herefore, w e  ascribe the presence  

o f  the m odes w ith im aginary e ig en v a lu es to the in su fficien t relaxation o f  the structure. 

W e neglect them  in the further consideration , since their e igen va lu es are exp ected  to be 

m uch low er than the m od es o f  the interest.

The phonon d en sities o f  states (D O S ) o f  the em pty and filled  SW N T s are 

presented in Figure 57 . T he spectra are split into the low  frequency range and the high  

frequency range to fo cu s on  the R B M  and G -m ode respectively . Figure 57 dem onstrates 

a significant shift in the w h o le  spectrum  o f  the C N T  due to the presence o f  the filling. 

This e ffect can be attributed to the radial outw ard relaxation o f  the tube in the presence  

o f  KI. T his expan sion  e lon ga tes the C -C  bonds and a ffects the spectrum. H ow ever, the 

subsystem s o f  the K I-SW N T  are e ffec tiv e ly  decoupled: the m odes are attributed to 

either KI or the S W N T , h igh ligh ting  the absence o f  the sp ecific  bonding b etw een  the 

system s. T he few  m od es w h ich  v io la te  this rule correspond to the m otion o f  the system  

as a w h ole, such as the translation m od es, for instance.

The radial “breathing” m ode is one o f  the exam ples where the m ode o f  the radial 

expansion  o f  the nanotube is decoup led  from  the m otion  o f  the filling: in this m ode, the 

displacem ents o f  the KI ions are three orders o f  m agnitude less then those o f  the C N T. 

The presence o f  the ion ic  crystal m akes no strong bonds to the w all, but it still a ffects  

the frequency o f  the R B M  m ode. T he m agnitude o f  the shift is  sufficient to  be detected  

in Raman spectroscopy.

1 K I:SW N T(10,10) -

SWNT(10.10)
KI:SWNT(10,10)

SWNT(10,10)

177 cnrr'

1100 1400 1700200 400

Figure 57. Density o f  states o f  the vibrational spectra for the empty and Kl-filled individual 
SWNT(10,10) . Left and right graphs zoom  into the low and high-frequency regions o f  the 
spectrum.
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5.5 Discussion

5.5.1 KI-SWNT interactions

The analysis of the electronic structure calculations for the KI-SWNT system 
demonstrates no significant charge redistribution or bond formation between the ionic 

filling and the SWNT. This conclusion follows from several observations: a) the 

positions of the KI valence and conduction bands are well below or above Fermi level 

of the SWNT; b) the shape of the PDOS in the KI valence band and band gap in KI 

subsystem do not change for the encapsulated chain; c) Mulliken analysis reports 

negligible electron transfer between the KI and SWNT systems; d) there is a low 

penalty of 0.06 eV for translation of the KI along the nanotube; e) the creation of a 

perfect encapsulated systems gains only 0.06 eV per KI pair.
As a result of the KI-SWNT interaction, the absolute position of the Fermi level 

decreases as compared to the empty SWNT. Because DFT-GGA usually promotes 

delocalization of the wave function, the results of the work indicate that the charge 

transfer should not happen in experiment with a perfect 2x2 KI filling and perfect 

SWNT(10,10). In the absence of charge redistribution between the systems, we suggest 

that the decrease in the workfimction is due to the polarisation of SWNT in the field of 

the electrostatic potential of the filling.

5.5.2 Defects in the free and encapsulated KI chains

The relaxation energy constitutes a significant part, approximately 30%, of the 

defect formation energy for the soft KI chain. Similar behaviour has been reported in 

previous atomistic studies of Schottky defects and di vacancies in the bulk KI 

crystal287,288. The formation energy of the neutral divacancy depends strongly on the 

size of the unit cell, i.e. on the concentration of the vacancies in the system.

The neutral divacancy produces a significant distortion to the electrostatic 

potential of the free chain. The effect of the divacancy is also displayed in the widening 

of the lower valence bands and reduction of the HOMO-LUMO distance by 0.2 eV in 

the vicinity of the defect due to iodine and potassium states split from the valence and 

conduction bands. These defect levels can be studied by spectroscopic methods. 

Electron transitions associated with divacancies in the bulk are known from the
-}QQ ^ A A

spectroscopic studies of the system ’ . Therefore, we expect that high intensity 

synchrotron radiation would allow the detection of neutral di vacancies in Kl-filled 

nanotubes.

For the two orientations of the divacancy in the chain considered in this work we

have found no significant difference in the formation energy of the divacancies. The

difference remains below 0.1 eV for both the free and encapsulated KI chains. The
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formation energy is consistently higher in the encapsulated chain, because of the 

constrained relaxation of the chain in the presence of the SWNT. Importantly, we have 

observed no significant charge redistribution due to the formation of the neutral 

divacancies.

In particular, no electron states are trapped in the divacancy and no charge 

transfer is detected between the system and SWNT from the comparison of the 

Mulliken population of the subsystems. For the high concentration of the 

“perpendicular” divacancies, the position of the KI valence band shifts upwards, closer 

to the Fermi level of the system. Such shift is also observed in a free chain when the 

SWNT shield is removed; therefore we associate it with the reduction in the Madelung 

field on the ionic sites of the KI chain rather than with the interaction between the 

SWNT and KI.

The major effect of the CNT on a defective filling is the constraint to the 

relaxation. The effect is especially pronounced for the soft KI chain. The constraints on 

the relaxation around the defects lead to the modification of the electronic properties of 

the defect, i.e. the HOMO-LUMO separation in the vicinity of the defect. This 

separation, if measured, could provide yet another way of determining the radius of a 

SWNT. On the other hand, the choice of the SWNT radius allows one to tune the optical 

properties of the KLSWNT system with defects in the filling.

5.5.3 Experimental characterisation of the KI filling inside SWNT

Can one distinguish Kl-filled and unfilled single-wall carbon nanotubes 

(SW-CNT) on an insulating surface by means of NC-AFM? To address this question we 

analyse the possibility of detecting the electrostatic potential of the KI with an AFM tip 

having a strong electrostatic potential.

The strongest potential of the KI filling in the 2x2 geometry is expected to be 

along the edge of the chain. The iodine ions relax outwards and create significant 

variation in the potential along the “ideal” chain (Figure 58). However, this electrostatic 

force decays rapidly with the distance from the chain. At the position of the carbon 

cores the force drops to 0.01 eV/A and cannot be detected at all by modem low 

temperature NC-AFM at distances 2-3 A from the surface of the SWNT, i.e. 7-10 A 

from the KI filling.

166



10 A

10 A

10 A 10 A

Figure 58. Contour map o f  the modulus o f  electrostatic force acting on a probe charge near the 
edge o f  the perfect free 2x2 KI chain, free 2^2 KI chain with a vacancy pair, encapsulated 2x2  
KI chain with a vacancy pair. The map is constructed from the ab initio electrostatic potential. 
Contour levels start at zero but have different step sizes for the free and for the encapsulated 
chains: for the free chains the step is 0.08 nN, for the encapsulated chain the step is 0.0016 nN 
for contours outside the nanotube and 0.16 nN for the contour inside.

We have also have analysed the electrostatic potential of a neutral di vacancy in a 

chain without SWNT. In this case, the corrugations in the potential along the chain are 

well pronounced and can be detected by NC-AFM at distances of 7 A and 10 A from 

the centre of the “defective” free KI chain (Figure 58).

The metallic SWNT, however, considerably screens the field; as a result, the 

variation of the electrostatic force acting on the probe charge at 3 A beyond the 

nanotube radius does not exceed 0.01 eV/A (Figure 58). We do not exclude the 

possibility that filled/unfilled SWNTs can be distinguished by NC-AFM, but the 

mechanism of the contrast formation will not be the interaction between the electrostatic 

potential of the tip and the surface. We should not also exclude an indirect effect of the 

electrostatic potential on D-AFM imaging. Possibly, variations in the position of the 

Fermi level in the filled tubes can be detected by the KPFM instrument278,291.

From the perspective of the Raman scattering experiment, the results of the ab 

initio vibrational study demonstrate, that the presence of the soft ionic filling in the 

SWNT leads to a red shift of the tube spectrum.

DefecJiyeIdeal “ Encapsulated'
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5.6 Summary

The ab initio investigation of the KI:SWNT system conducted in this chapter

leads to the following conclusions:

• The interaction between the subsystems is mainly due to the polarization of the 

nanotube and does not involve any significant charge redistribution.

• The major effect of the SWNT on the KI electronic structure is due to the 

constrained relaxation of the atoms in the vicinity of the defect. This allows creation 

of stable nanostructures and timing their spectroscopic properties by choosing an 

appropriate SWNT.

• The major effect of the perfect KI filling on the perfect SWNT is the “red shift” of 

the SWNT vibrational spectrum. This gives an opportunity to differentiate filled and 

empty SWNTs by Raman spectroscopy.

• Dynamic Atomic Force Microscopy (D-AFM) might be able to differentiate 

filled/unfilled semiconducting/metallic SWNTs by the difference in the Fermi level 

of the system in the Kelvin Probe mode.
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Conclusions

I have studied NC-AFM contrast formation in high-resolution images of 

insulating surface to support experimental efforts by theoretical studies of the 

mechanisms of tip-surface interaction. A multi-scale model of NC-AFM imaging was 

implemented in this work: tip-surface interaction was modeled at atomistic level; 

equations for the tip motion in the presence of feedback loop were solved numerically; 

analytic expression for Van-der-Waals interaction was used to account for macroscopic 

tip-surface interaction.

We started from the analysis of the tip-surface interaction over unreconstructed 

Al203(0001) -  a “mystical” surface which have not been seen with high resolution, 

although atomic resolution was achieved at many other insulating surfaces.

It was demonstrated that Al3+ and [O3]6' groups can be resolved in NC-AFM 

images of clean unreconstructed a-AhC^OOOl) surfaces. Both tip models: oxidized tip 

model and model of a Si tip with dangling bond, predict significant contrast. Detailed 

image analysis, i.e. analysis of scanlines or site-dependent force-distance curves, allows 

identifying sublattices when the tip apex is oxidized. Dangling bond at the apex of the 

tip allows chemical resolution -  interaction of the dangling bond is stronger over the 

anion site for all surfaces.

The combined results of this work on AI2O3 and MgO agree well with results 

from our collaborators work141 on Ti02(l 10), CaF2 and CaCC>3.

The study advances to systems with single molecules, which are often present 

even at cleaned insulating surface, sometimes unintentionally, due to the surface 

contamination from the residual gas or from the bulk.

The presence of a molecule on the surface may reduce the NC-AFM resolution, 

if the molecule is prone to move or jump to the tip. The study of an individual formate 

molecule on the MgO(OOl) surface has also demonstrated that the apparent height of the 

molecule in the CFS mode depends considerably on the strength of the macroscopic 

interaction. The molecule should attract the tip strongly to be imaged simultaneously 

with the substrate and yet must be strongly bound to the surface. The higher protrudes 

the molecule, the stronger level of tip-molecule interaction is required.

The resolution is expected to improve when the whole surface is covered by 

molecules strongly bound to surface sites, which restricts mobility of individual
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molecules and reduces the possibility o f tip contamination. The mechanisms of the NC- 

AFM contrast formation on molecular monolayers (HCOOH on TiO2(110)) have been 

studied with ab initio methods following an experimentally observed image32,147. The 

interplay between macroscopic and chemical interactions in the CFS mode results in the 

interpretation of the dark spots in the image as positions of the highest (CH) group of 

the adsorbed molecule (HCOO-). The resolution in the image is reduced due to the 

larger number of tip apex atoms contributing to chemical interaction. However, analysis 

of the force-distance curves allows differentiating the oxygen and hydroxyl sites of the 

substrate at low temperatures.

Seeing through the monolayer should not sound too encouraging, for there is a 

limit to sensitivity of the technique. It has been shown, however, that the presence of a 

perfect KI filling in an individual SWNT can be detected by Raman spectroscopy of 

Kelvin Probe microscopy due to the “red shift” in the Raman spectrum and variation of 

the workfimction of the SWNT respectively. The presence of divacancies in the KI 

filling can be detected by spectroscopic methods. Moreover, the position of the defect 

level of the divacancy is related to the radius of the nanotube.

We reach a limit in the attempt to sense KI filling inside SWNT in “non-contact” 

mode, which was our chosen framework, but D-AFM is not limited to the “non-contact 

mode” -  one can choose appropriate tip, increase the level of tip-surface interaction and 

find himself in the exciting field of high-resolution D-AFM imaging in “tapping” mode.
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