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AbstrAct
Developing thymocytes require pre-TCR signalling to differentiate from CD4-

CD8- double negative to CD4+CD8+ double positive cell. Here we followed the 
transcriptional response to pre-TCR signalling in a synchronised population of 
differentiating double negative thymocytes. This time series analysis revealed a 
complex transcriptional response, in which thousands of genes were up and down-
regulated before changes in cell surface phenotype were detected. Genome-wide 
measurement of RNA degradation of individual genes showed great heterogeneity 
in the rate of degradation between different genes. We therefore used time course 
expression and degradation data and a genome wide transcriptional modelling 
(GWTM) strategy to model the transcriptional response of genes up-regulated on 
pre-TCR signal transduction. This analysis revealed five major temporally distinct 
transcriptional activities that up regulate transcription through time, whereas down-
regulation of expression occurred in three waves. Our model thus placed known 
regulators in a temporal perspective, and in addition identified novel candidate 
regulators of thymocyte differentiation.

IntroductIon

In this study we investigate the whole genome 
changes in gene transcription in response to a 
developmental stimulus through time, in a synchronized 
population of differentiating cells, in their physiological 
environment. Many studies have used analysis of the 
steady-state transcriptome to investigate the changes in 
gene expression that take place during development and 
differentiation. In general such work has been limited 
to taking ‘snap-shots’ of changes in transcription at a 
particular time point in development, or has examined 
gene expression in populations of cells developing 
along a particular cell-lineage by comparing expression 
in sequential populations defined by the cell-surface 
expression of developmentally regulated markers. In 
this study, we followed the transcriptomes of developing 
thymocytes in response to pre-TCR signal transduction, 

under conditions where differentiation is synchronous. To 
capture the changes in transcription in the physiological 
microenvironment of the thymus, we used foetal thymic 
organ cultures (FTOCs) and measured the heterogeneity in 
gene expression and degradation using microarrays. 

T lymphocytes develop in the thymus, which 
provides an essential environment for T cell fate 
specification, and for the differentiation of multipotent 
progenitor cells into functional T cells. This 
cellular developmental programme has been well 
defined in terms of stepwise changes in cell surface 
markers and rearrangement of TCR gene loci, as 
the developing thymocytes move through different 
thymic microenvironments. Briefly, the most immature 
progenitors lack expression of both the CD4 or CD8 
co-receptors, and are termed DN (Double Negative) 
thymocytes. The DN cells differentiate to become 
CD4+CD8+ double positive (DP) cells, which give rise 
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to single positive (SP) CD4 or CD8 αβ T cells [1, 2]. 
The DN population can be subdivided into four major 
subsets by the ordered expression of CD44 and CD25: 
CD44+CD25- (DN1); CD44+CD25+ (DN2); CD44-
CD25+ (DN3); CD44-CD25-(DN4) [3]. Notch signalling 
is essential for this developmental programme. Notch 
proteins promote T cell fate in BM precursors entering 
the thymus, and in mice deficient in Notch1 T-cell lineage 
specification/commitment fails in the thymus, while forced 
expression of Notch1 leads to generation of T cells in the 
bone marrow [2, 4, 5]. Notch signals maintain survival of 
early DN cells until the DN3 stage, but following pre-TCR 
signalling, they are abruptly down-regulated as Id3 protein 
rapidly rises and supresses E2A-mediated Notch [6]. 

The TCR-β gene locus is in the germ line 
configuration until the DN2 stage, when its rearrangement 
begins, requiring the Recombinase activating genes 
(Rag)1 and Rag2. The expression of a rearranged TCR-β 
chain together with pre-Tα and CD3 molecules to form a 
pre-TCR complex represents a critical check point in T 
cell development [7]. Signals from the pre-TCR complex 
are essential to initiate the developmental transition, and 
thus to cease further recombination of the TCR-β loci, 
for differentiation from DN3 to subsequent stages of 
development, for expansion, and to rescue developing 
T cells from apoptosis. Despite identification of several 
molecules that regulate this process [2, 6, 8-12], an 
understanding of the temporal regulation of the genome-
wide molecular events and the molecular regulators 
underpinning this transition remains restricted, and new 
experimental approaches that allow the identification of 
potential novel developmental regulators are required. 

Here, we used time series analysis of the synthesis 
and degradation data with a genome-wide transcriptional 
modelling strategy, which has previously been validated in 
cell lines [13]. This approach dissected the transcriptional 
response to the pre-TCR signal into five principal 
activities, whereas down-regulation of gene expression 
occurred in three main waves. The analysis temporally 
integrated all molecular mediators downstream of the 
pre-TCR, including those already known by genetic 
approaches. 

T acute lymphoblastic leukaemia (T-ALL) arises 
from the malignant transformation of thymocytes at early 
stages of their development, and frequently involves 
dysregulated Notch1 signalling and dysregulation of 
the developmental processes associated with pre-TCR 
signalling [14-20]. Our study is thus important to our 
understanding of T-ALL, in addition to the information it 
provides about the molecular regulators of physiological T 
cell development, and it places genes previously identified 
to be functionally important in T-ALL in the temporal 
context of pre-TCR signal transduction.

results

Pre-tcr signal transduction in rag1-/- Ftoc

The pre-TCR complex can oligomerize and signal 
in the absence of a ligand [21], but its signal transduction 
is dependent on the CD3-ε and CD3-γ chains [22]. Rag-
deficient thymocytes arrested at DN3 can be induced 
to differentiate to DP cell by anti-CD3 treatment, 
and this has been used extensively experimentally to 
investigate pre-TCR function and study the transition 
of developing cells in a synchronous manner [23]. We 
treated E17.5 Rag1-/- FTOCs with anti-CD3 antibody 
and followed their differentiation for 2 days (Figure 
1A). RNA was isolated every 3.5 hours for 21 hours 
from sorted Thy1.2+ cells and microarrays performed to 
obtain whole genome transcriptomic data. At 21 hours 
post treatment ~18% of cells were DN4, and none had 
progressed to the DP stage, while ~38% of cells were 
DP after 2 days. Although such cultures have been 
widely used to study this developmental transition, we 
first validated our experimental system, and tested if the 
changes in transcription measured by microarray through 
time, mirrored those observed in phenotypically defined 
differentiated thymocyte populations (DN3, DN4, DP). 
To do this we used Canonical Correspondence Analysis 
(CCA) [24-26] to compare our microarray data to external 
publically available microarray data sets from sorted DN3, 
DN4 and DP thymocyte populations (Immgen database 
[27]). CCA is a mathematical methodology that has been 
developed by ecologists and sociologists for multivariate 
analysis, and it allows comparison of microarray data from 
a given experiment to externally generated microarray 
data sets. We generated a scale of DN3DN4 (Figure 1B) 
and DN3DP (Figure 1C) using the Immgen microarray 
data, and used this as a gradient for CCA of our own 
microarray data sets through time. The transcriptome of 
the anti-CD3-treated thymocytes increased in similarity 
to the defined DN4 and DP transcriptomes through time. 
During the first 10 hours after treatment, the transcriptional 
signature of the thymocytes changed rapidly from that of 
DN3 cells towards that of DN4 cells, and plateaued in 
the transcriptional signature of ‘DN4-ness’ at around 12 
hours (Figure 1B). In contrast, on the scale of DN3 to DP, 
the gene expression scored closer to DN3 for the first 10 
hours, and then increased steeply in the transcriptional 
signature of ‘DP-ness’ until the end of the experiment 
(Figure 1C). This analysis thus demonstrated that anti-
CD3 stimulation of Rag-/- thymocytes reproduces 
the physiological transcriptional response to pre-TCR 
signalling, as measured in sorted populations of DN4 and 
DP thymocytes. Interestingly, the CCA showed that the 
changes in transcription induced by the stimulus occurred 
rapidly and were detectable long before the cell surface 
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phenotypes of DN4 or DP populations were apparent. 

Pre-tcr signal transduction initiates a complex 
molecular process

In order to understand the magnitude of changes 
downstream of the pre-TCR signal, we measured the 
number of transcripts induced or repressed following 
the anti-CD3 stimulus (Figure 2A-2B). Compared to 
control (t=0), 925 transcripts had a fold change of greater 
than two at the end of the time course. Assessment of 
the differentially regulated transcript number over time 
revealed a complex picture in which the up-regulated 

genes follow a biphasic time course, and an early 
response is followed by a second flux in the later time 
points (Figure 2A-2B). Within the first 7 hours following 
stimulation, there was a two-fold up-regulation of Id3, 
known to interact with the E2A transcription factor and 
decrease its occupancy from its target enhancer elements 
(Figure 2C-2D) [28, 29]. Other transcripts up-regulated at 
7 hours included those for the immune-modulatory cell 
surface protein CD5, the transcription factor Nab2 and the 
tyrosine kinase Zap-70, while transcript levels for CD25 
protein were found to be down-regulated; all previously 
reported to be downstream of pre-TCR signal transduction 
[30]. Analysis of Cd4 and Cd8 expression, the defining 
markers of the DP population, revealed up-regulation 

Figure 1: time course analysis of transcriptional changes in rag1-/- Ftoc on anti-cd3 treatment. A. Differentiation 
of thymocytes from E17.5 Rag1-/- embryos in FTOCs after anti-CD3ε stimulation analysed by flow cytometry through time, at time 
points stated. Contour plots show staining for CD44 and CD25 on cells gated to be CD4-CD8-(upper panel) and staining for CD4 and CD8 
(lower panel). Th1.2+ cells were purified from these cultures at the time points shown, RNA extracted, and gene expression measured by 
microarray. b. and c. Cannonical Correspondence Analysis (CCA) of the transcriptome of anti-CD3 treated Rag1-/- thymocytes through 
time (in hours): b. plotted against a scale of DN3 to DN4, generated from transcriptome data from sorted DN3 and DN4 thymocytes from 
the Immgen database; c. plotted on a scale of DN3 to DP generated from transcriptome data from sorted DN3 and DP thymocytes from the 
Immgen database. Dotted lines join the values at each time point, and solid lines show the best fitting curve.
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of Cd8β and Cd8α from 17 hours onwards, while Cd4 
expression remained very low (not shown) throughout the 
time-course. The expression pattern of CD8α and Cd8β 
is distinct from other known up-regulated genes such as 
Zap70 or Id3, which were up-regulated earlier (Figure 
2D). 

expression analysis of down-regulated genes

There were 1311 genes down-regulated by at least 
1.5 fold on one or more time points, and we clustered 
these genes according to their expression patterns by 
Pearson correlation (at threshold=0.8). This revealed 
down-regulation in three major waves (Figure 3A-

Figure 2: the pre-tcr initiates a complex molecular response. A. Number of genes with fold change >2 with respect to time 
zero, plotted through the time course of the experiment, showing up- and down-regulated genes. The number of up-regulated genes are 
shown in red, and are shown graphically in the positive half of the x-axis, whereas the number of down-regulated genes are shown in blue, 
and are illustrated graphically in the negative half of the x-axis. Dotted lines join the values at each time point, and solid lines show the best 
fitting curve. b. Number of genes with fold change >2 at transitions between successive measurements. The number of up-regulated genes 
between successive measurements are shown in red, and are shown graphically in the positive half of the x-axis, whereas the number of 
down-regulated genes between successive measurements are shown in blue, and are illustrated graphically in the negative half of the x-axis. 
Dotted lines join the values at each time point, and solid lines show the best fitting curve. c. Genes with fold change >2 with respect to time 
zero at seven hours after anti-CD3 stimulation. Selected genes have been marked on the plot. Up-regulated genes are shown in red, and 
down-regulated genes are shown in blue. Light red and light blue dots represent those not annotated to any gene on the current Affymetrix 
1.0 ST definitions. d. The expression pattern of selected transcripts through time in the experiment. Up-regulated genes are shown in red, 
and down-regulated genes are shown in blue.
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3C). The first wave of down regulation included some 
genes which have been previously well defined at 
this transition and are known to be repressed by pre-
TCR signalling, and have E2A binding-sites, such as 
Notch1, Notch3 and their canonical target Hes1 [6, 31]. 
Runx1, and the Ets family member SpiB, whose forced 
expression have been shown to block pre-TCR induced 
differentiation, were also grouped in this expression 
cluster [32, 33] (Figure 3B). Thus, in the first wave of 
down-regulation, there is rapid reduction in expression 
of regulatory genes (>50 transcription factors), including 
genes that must be down-regulated to allow pre-TCR 
induced differentiation, and several genes associated 
with leukaemia/lymphoma. Down-regulation of Notch1, 
Notch3 and the canonical Notch target Hes1, underlines 
the importance of suppression of Notch signalling at this 
developmental transition (Figure 3C). The second wave of 
downregulation included the Wnt-responsive transcription 

factor Hnf1 (Tcf1), with a well characterised role in 
T cell development and T-ALL [34, 35], and Smad7, 
also involved in T-ALL [36], whereas the third wave 
contained genes that have been less extensively studied 
in thymocytes. 

Measurement of degradation of transcripts 
following pre-tcr signal transduction

In order to understand correctly the kinetics of 
transcription of up-regulated genes, it is necessary to 
take into account both degradation and accumulation 
of transcripts [37, 13]. We decided to use a previously 
validated Genome Wide Transcriptional Modelling 
(GWTM) strategy to model the kinetics of transcription of 
up-regulated genes. GWTM has been previously validated 
experimentally in the transcriptional response of a cell line 
to irradiation, but not to our knowledge used previously 

Figure 3: down regulation of expression of genes following pre-tcr signal transduction. A. Expression based analysis of 
down-regulated genes. Clustering was performed on expression profiles of 1311 down-regulated genes, which fell into three groups. The 
number of genes in each group is given in white, within the dark circles, and the number of transcription factors in each group is given in 
black, below the circles. b. The normalized mean expression profiles for each of the three clusters are shown as graphs, with normalised 
expression plotted against time. c. Transcription factors that fell within the down-regulated clusters are listed.
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Figure 4: Measurement of transcript degradation and influence of degradation on interpretation of expression data. 
A.-c. Genome-wide RNA degradation was measured by microarray at stated time points after addition of Actinomycin D to Rag1-/-FTOC 
after 10 hours of anti-CD3 stimulation. Time zero represents the time of addition of Actinomycin D, and time is shown on the x-axis in all 
plots. A. The decay pattern of transcripts U15b and H3f2 through time in the degradation dataset. b. The number of transcripts with fold 
change >1.5 with respect to time zero in the degradation dataset, shown in the negative part of the x-axis to graphically illustrate down-
regulation. c. The number of probes with fold change >1.5 at transitions between successive measurements in the degradation dataset, 
shown in the negative part of the x-axis to graphically illustrate down-regulation. d.-G. The hypothetical effects of transcript degradation 
on modelling transcriptional activities, illustrated graphically. d. The activity profile, F, of a hypothetical transcription factor with e. the 
corresponding normalized responses of three hypothetical target gene transcripts (green, brown and red) with increasing degradation rates. 
At a higher degradation rate (0.95 for red), the initial response and the subsequent decay are quick such that the transcript expression profile 
closely resembles the profile of the activity it is driven under. In contrast, transcripts with smaller rates of degradation (0.02 for green, 
0.15 for brown) show expression profiles that are delayed. F. Three different hypothetical activity profiles, F1, F2 and F3 of different 
transcription factors with G. the expression profiles of their hypothetical corresponding targets, in red, brown and green respectively. 
The variations in degradation rates of these transcripts (0.95 for red, 0.15 for brown, and 0.02 for green) influence the shapes of their 
net expression profiles such that all the shapes are highly correlated with each. This can be misleading in cases of clustering solely on 
expression, and can lead to the false assumption that the transcripts are under one common transcriptional activity. 
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to investigate a physiological developmental process. For 
this analysis, we selected genes whose expression was up-
regulated by >50% on at least one time point, and was not 
significantly down-regulated during the time course: 3375 
genes met these criteria. 

We first measured genome-wide degradation 

profiles, by treatment of anti-CD3 stimulated Rag1-/- 
FTOCs with Actinomycin D to arrest transcription at 10 
hours after anti-CD3 treatment. Global gene expression 
was measured by microarray on addition of Actinomycin 
D (t=0), through time. Degradation profiles varied greatly 
among the individual up-regulated transcripts, with 

Figure 5: Visualization of the effects of rate of rnA degradation on modelling transcriptional activites, giving examples 
of specific genes. A. Known targets of transcription factor E2F4 activity, Dot1l and Cl15k, display expression profiles (i) which have low 
correlation. The consideration of the expression data (ii, iii) with the degradation data (iv,v) of both genes simultaneously by GWTM shows 
a relatively low RSS of 125. This suggests that it is likely that both genes are driven by the same transcriptional activity, since Cl15k shows 
a much higher degradation rate than Dot1l, leading to the differences in their expression profiles. b. Two transcripts Ptpn7 and Tango9 
showed highly correlated expression profiles (i). However, on consideration of their expression (ii, iii) and degradation (iv, v) profiles 
simultaneously by GWTM, it is clear that both transcripts are unlikely to be driven under the same transcriptional activity as the pair has a 
high RSS of 470. Thus, the high rate of degradation of Ptpn7 compared to Tango9, makes it unlikely that both genes will fall under the same 
transcription regulatory activity, despite displaying similar expression profiles. Dashed lines represent the corresponding values obtained by 
GWTM using optimized parameters for expression and degradation.
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some showing no decay until two hours after blocking, 
and others degrading more than 50% within the first 
hour (Figure 4A-4C). For example, H3f2 degraded by 
more than half in the first hour, whereas U15b showed 
no decay in the first two hours (Figure 4A). Fold change 
analysis of the decay of 3375 transcripts up-regulated 
during the expression time-course revealed that 1153 
(or 34%) of these rapidly showed 1.5 fold decay in the 
first hour on the addition of Actinomycin D and 572 of 
these showed a further decrease by another 1.5 folds in 
the next hour (Figure 4B-4C). By 5.5 hours, 3275 (or 
97%) of the 3375 up-regulated transcripts decayed by 
1.5 fold. We incorporated these differences in the rate of 
degradation of transcripts in the GWTM model to dissect 
the transcriptional activities downstream of the pre-TCR.

Genome wide transcriptional modelling

Exploration of the effects of degradation on 
network modelling, using the pre-validated Genome 
Wide Transcriptional Modelling (GWTM) approach, 
revealed that the targets of the same transcriptional 
activity can generate very different expression profiles 
(Figure 4D-4E). Alternatively, significantly different 
transcriptional activities may lead to an indistinguishable 
expression pattern of the targets (Figure 4F-4G), 
misleading us to believe that they are controlled by the 
same transcriptional activity. For example, the E2F4 
targets Dot1l and Cl15k[38] showed expression profiles 
with low correlation, but GWTM modelling correctly 
accommodates the effect of the rapid degradation rate 
of Cl15k to group both genes together under the same 
transcriptional activity (Figure 5A). Visualization of the 

Figure 6: Genome wide transcriptional modelling reveals five principal groups of genes that are up regulated by pre-
tcr signal transduction. A. There are five principal transcriptional activities downstream of the pre-TCR signal. RSS were calculated, 
followed by hierarchical clustering by Ward’s minimum variance method using square root RSS as the distance measure. The resulting 
cluster dendrogram is composed of five principal transcriptional clusters (a-e) obtained under two major transcriptional responses. b. 
Compound production values, G, were calculated for all genes. The normalized mean G profiles for each of the five clusters are shown to 
visualise the transcriptional activity profile. Dotted lines join the calculated points and coloured lines show the best fitting curve.



Oncotarget28654www.impactjournals.com/oncotarget

model fitting is shown in Figure 5A. In contrast, despite 
being very well correlated in expression profile, Ptpn7 and 
Tango9, cannot be driven by the same activity, given the 
differences in their degradation rates (Figure 5B). 

Simultaneous consideration of the differences in 
the expression and degradation of the transcripts using 
GWTM[13] thus allowed us to dissect the transcriptional 
activities downstream of the pre-TCR and to cluster the 
up-regulated genes according to the shared transcriptional 
activities that control them, in order to place them in a 
dynamic temporal context. To separate transcriptional 
clusters, we determined residual sum of squares (RSS) 
between all possible 5693625 pairs of the 3375 genes and 
then applied hierarchical clustering by Ward’s minimum 
variance criterion (Figure 6A). We identified two major 

transcriptional responses, the first controlled by a 
transcriptional activity that peaked immediately after the 
pre-TCR signal and the second by a regulatory activity 
that built up slowly and peaked later. These transcriptional 
phases gave rise to five principal transcriptional activities 
downstream of the pre-TCR signal, based on the decay 
kinetics of regulatory activity. To visualise the dynamics 
of transcription in these principal activity clusters, 
we calculated for each of the five clusters, the mean 
production profile (G profile), which represents an affine 
transformation of the active transcription regulator activity 
controlling the genes (Figure 6B). These profiles (Figure 
6B) thus represent the average pattern of transcription 
through time of the genes in each of the five clusters. The 
genes in each of these activity clusters are provided in 

Figure 7: Transcription factors affected by the principal transcriptional activities. The figure shows that the 3375 transcripts 
modelled using GWTM clustered into five clusters of 561, 401, 602, 890 and 921 genes, named ‘early maintained’, ‘early short’, ‘early 
intermediate’, ‘late continuous’ and ‘late short’ clusters respectively. Within each of these clusters controlled by the five principal 
transcriptional activities were transcription factors (TFs), the numbers for which are shown in black. The transcription factors varying with 
a range (R) >200 units (non-log RMA) in each of the five clusters are shown. 
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Supplementary Tables 1-5. Consistent with the observation 
of a second gene flux in the second half of the time-course, 
we found that 85% of the transcripts newly up-regulated 
greater than 2-fold at 14.5 hours (Figure 1D) were under 
the control of the slower transcriptional activities (late 
continuous and late short). 

Identification of transcription factors in the five 
principal clusters

We found that 356 of the up-regulated genes 
encoded transcription factors (>10%), which were 
divided as 66, 35, 69, 92 and 95 within the five activity 
clusters, and those with range greater than 200 units 
(RMA normalized non-log values) are shown in Figure 7. 
A large number of these transcription factors (>50) have 
not to our knowledge been previously associated with any 
specific function in lymphocytes, or T cell development. 
Among those previously characterized in lymphocytes, 
several regulators such as the Nfats, Gata3 and Id3 are 
already known to influence pre-TCR induced development 
[6, 9, 39]. For these factors, the transcriptional model is 
useful to reconcile the existing literature with a temporal 
perspective. For example, Nfat is known to be downstream 
of pre-TCR signalling and involved in early thymocyte 
development [40-42]. The model revealed that the pre-
TCR signal first triggers the principal transcriptional 
activity controlling Nfat isoform Nfatc1, and maintains it 
throughout the transition. In contrast, the isoform Nfatc3, 

is controlled by a late activity which builds steadily over 
time, similar to that of Gata3 and Id3. This is consistent 
with the recently observed effects of short-term mRNA 
knockdown of different Nfat isoforms on peripheral T cell 
activation [43], suggesting specific roles of the isoforms 
through differential regulatory activities. Several of the 
transcription factors controlled by the various activities are 
involved in patho-biology of leukaemia and lymphomas. 
For example, transcription factors Dot1l and Nrip1 which 
are part of the ‘early-maintained’ response have been 
implicated in mixed lineage leukaemia [44] and acute 
lympoblastic leukaemia [45] respectively. 

In order to select novel transcription factors, 
important for differentiation from DN3 to DP, the 356 
transcription factors were intersected with the 1000 genes 
from the expression dataset, which contributed most to the 
DN3DP scores in the CCA analysis. This intersection 
high-lighted 19 transcription factors, distributed between 
the five major clusters, that are likely to be important at 
the transition (Figure 8). These could be divided into three 
functional sets: (a) those with generic roles in cellular 
differentiation, such as the modifiers of chromatin structure 
Chd3 and Satb1 [46, 47]; Polr1a [48], the catalytic unit of 
RNA polymerase, and Rb1, the regulator of cell cycle; (b) 
those known to regulate T cell development in the thymus, 
such as Klf13 [49], Id3 [6], Nfatc3 [39]; and (c) those with 
defined roles in differentiation of cells outside the thymus 
but still uncharacterized in thymocyte development. 

Figure 8: Intersection of modelled transcription factors with high scoring ccA genes. The intersection of the 356 transcription 
factors with the top 1000 genes of the expression dataset contributing to the DN3->DP CCA score, revealed 19 important transcription 
factors, which are shown distributed between the five principle clusters.
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dIscussIon

This time series analysis of the transcriptional 
changes induced by pre-TCR signalling in a synchronised 
population of developing thymocytes in their thymic 
environment uncovered a complex transcriptional response 
in the first 21 hours following the stimulus, at time points 
when cell surface changes were not yet apparent. The 
analysis revealed many transcription factors that have not 
previously been investigated in thymocyte development 
to be transcriptionally regulated by pre-TCR signal 
transduction. Intersection of these factors with genes that 
contribute highly to the DN3DP CCA scores high-
lighted genes that will be candidates for future functional 
studies. Analysis of down-regulated transcripts revealed 
that down regulation of transcription following pre-TCR 
signalling occurs in three main waves.

Our study measured genome-wide RNA degradation 
of individual genes and found great heterogeneity in 
rates of RNA degradation of individual genes. This 
finding underscores the importance of examining both 
expression and degradation profiles in investigating up-
regulation of transcription in response to a stimulus. 
GWTM has previously been validated in experiments to 
test the response of a cell-line to irradiation. Here, we 
applied GWTM to a biological system, and refined the 
methodology to take into account both expression and 
degradation in a single step, thus improving fine-clustering 
(see Supplementary Information). 

Our GWTM model is useful to place both known 
regulators of this stage of differentiation and genes that 
have previously been shown to be involved in T-ALL, 
in a temporal perspective. The model revealed five 
main transcriptional activities downstream of pre-TCR 
signalling, and in the future it will be interesting and 
important to identify the transcriptional regulators that 
control these main activities.

In addition, our time-series expression and 
degradation data will provide a valuable publically 
available resource to the research community, which 
complements microarray datasets from Facs sorted 
developmentally defined thymocyte populations.

The meaningful implementation of GWTM in 
response to the pre-TCR signal required us to measure 
the transcriptome in a synchronized population of cells. 
We therefore used the Rag1-/- FTOC+ anti-CD3 system, 
as it allowed thymocytes to remain in their normal 
cellular environment, but to receive the pre-TCR signal 
simultaneously. This culture system has been used for 
many years to investigate pre-TCR induced development 
from DN to DP thymocyte, but in order to validate the 
experimental system, we used CCA to compare the time 
series transcriptome to those of sorted DN3, DN4 and DP 
populations from the Immgen database. CCA showed here 
that the transitions over time in the experimental system 
mirror the molecular changes on the genomic level in 

the pre-characterized highly purified T-cell precursors 
DN3, DN4 and DP, such that the molecular profiles of 
the stimulated cells came to resemble more and more the 
profile of the more differentiated cell product population 
over time. Thus, the transcriptional changes that take place 
in Rag-deficient thymocytes when treated with anti-CD3 
monoclonal antibody mirror those that are measured in 
sorted developmentally defined thymocyte populations 
from the adult, validating this experimental system. 

In summary, our study highlights the benefits of 
time course analysis in the investigation of the regulation 
of differentiation and allows us to visualise the complexity 
of the transcriptional response to a single developmental 
stimulus, in a way that would not have been possible 
from a simple comparison of the transcriptomes of sorted 
thymocyte populations. 

MAterIAls And Methods

Animals

Rag1-/- mice, purchased from The Jackson 
Laboratory (Maine, USA), and C57BL/6 were bred and 
maintained at UCL under UK Home Office regulations. 

Ftoc

E17.5 Foetal thymi were cultured on 0.8µm 
Millipore filters (Millipore, Massachusetts, US) on 1ml 
AIM-V serum free medium (Invitrogen, US) in 24-well 
plates for one day and then stimulated with 1µg/ml anti-
CD3ε (BD Pharmingen, US). Actinomycin D (Sigma-
Aldrich, US) at 10µg/ml was added to the culture wells to 
arrest transcription where stated. 

Antibodies and flow cytometry

Cell suspensions were prepared and stained using 
combinations of directly conjugated antibodies supplied 
by EBioscience (San Diego, US) and analysed using 
Flowjo 10.6 (Tree Star, US) as described [25].

Microarray time course with anti-cd3-treated 
rag1-/- thymocytes

Thymocytes were extracted by crushing thymus 
lobes between 2 pieces of ground glass. For expression 
arrays Rag1-/- FTOCs were used at the time points 0, 3.5, 
7, 10.5, 14, 17.5, 21 hours following anti-CD3 stimulation; 
while for degradation arrays Rag1-/- FTOCs were used 
at 0, 1, 2, 5.5 hours following Actinomycin D addition 
into the 10 hour anti-CD3 stimulated cultures. Thy1.2+ 
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cells with a purity of >90% were magnetically separated 
by positive selection using the EasySep system (Stem 
Cell Technologies, BC) with DynaMag-PCR-Magnet 
(Invitrogen, US) following manufacturer’s instructions. 
RNA for microarray analysis was extracted using Arcturus 
PicoPure RNA Isolation kit (Applied Biosystems, US) 
following manufacturer’s instructions and quantity and 
quality determined by Nanodrop spectrophotometer and 
Bioanalyser 2100 (Agilent). Micorarrays were performed 
by UCL Genomics on the Affymetrix Mouse Gene 1.0 ST 
Platform (GPL6246) using standard Ambion (Invitrogen, 
US) chemistry. All microarrays are publically available on 
ArrayExpress (E-MTAB-3088). 

transcript level prediction in degradation arrays

An iterative procedure was used to normalize the 
degradation arrays [13]. 

GWtM and the simultaneous consideration of 
expression and degradation

GWTM considers the rate of expression as well as 
degradation for identification of transcriptional clusters 
and in-principle could be applied to both upregulated 
and downregulated genes. However, in this study, only 
the upregulated genes have been considered for GWTM. 
GWTM was not applied to down-regulated genes in 
this study because in the case of down-regulated genes 
there is no way to measure and distinguish between the 
decrease in mRNA due to transcriptional down-regulation 
on stimulation of the cell from the down-regulation due to 
rate of degradation.

The GWTM equation can be re-arranged in a 
discrete vector-time representation to predict the transcript 
expression: 

where A is a differential operator approximate. For 
two transcripts that are co-regulated, all above parameters 
are specific to the individual transcripts other than the time 
varying transcriptional factor activity f which is shared. 
Both the equations predicting transcript concentrations in 
degradation and in expression arrays were simultaneously 
considered for a transcript pair and compared with 
the empirically observed values to calculate a residual 
function i.e. the squared difference between transcript 
concentrations predicted by the model equations and the 
experimentally measured concentrations at each data point 
divided by variance of the data value. For every transcript 
pair possible, the transcript specific parameters for each 
transcript along with the shared f were optimized until 
the minimal value of the sum of squared residuals was 
achieved using Levenberg-Marquardt algorithm (LMA). 
These RSS were used as a measure of distance between 
all pairs of transcripts to which the model was fitted. This 

allowed us to take into account uncertainties in empirical 
degradation rates and allow for these in subsequent 
stages of the model to deliver a better grouping at sub-
cluster level than a two-step approach of first calculating 
degradation rates empirically, and then using them to 
calculate compound production for clustering by shape 
(See Supplementary information for implementation and 
comparison on an experimentally validated data set). 

First derivative estimation from data

The entries of the differential operator A are 
obtained by rational functions of the time intervals 
between observation points, thereby implementing 
Lagrange interpolation as described[37]. In this study, we 
arrived at the following matrix, which is applicable to the 
case of seven equally spaced measurements between 0 and 
21 hours. 

All matrix rows sum up to zero and the first row is 
filled with zeros as it is assumed that the net rate of change 
for every transcript is nil at time zero at which the stimulus 
is applied. 

Clustering and pre-clustering filtering

To select up-regulated genes to analyse, we used 
transcripts with an RMA normalized expression range 
of 1.5 or greater, that were up-regulated in at least one 
time point during the expression time course and were 
not lower than ten percent of the time zero value at any 
time. RSS for every possible transcript pair was calculated 
and agglomerative clustering performed based on the 
square root of RSS as a distance measure using the hclust 
clustering function in R. Genes were grouped according 
to Ward’s minimum variance to minimize total within-
cluster variance. Transcription factors were identified by 
intersection with the 1838 murine transcription factors in 
the Riken Genomics Transcription factor database (version 
2013) [50].

canonical correspondence analysis

Canonical correspondence analysis on microarray 
data (CCAM) was carried out as previously described 
to analyse CD4+ T cell populations in the context of 
helper T cell subsets and to analyse disease samples in 
the context of hematopoietic cell differentiation [24-26]. 
To represent the environmental variables of interest, the 
top differentially expressed genes (based on p-values) 
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between the respective starting and ending precursor 
population were used. The experimental time-course 
microarray samples were then linearly regressed onto 
the environmental variables. The CCA function of the 
CRAN package library ‘vegan’ [51] was used for the 
calculations. Briefly, the CCA first regresses the dataset 
for experimental samples onto differentiation variables 
(also called environmental variables) i.e. the gene 
expression gradient obtained from well characterized 
datasets. The differentially expressed genes used for the 
well characterized datasets were obtained using eBayes 
moderated t-statistics. CCA finds new axes by assigning 
numerical values to samples and genes in order to 
maximize the dispersion. This is algebraically equivalent 
to performing singular value decomposition of the matrix 
that is standardized in the χ2 metric. In CCA, the weighted 
variance (or inertia) is equivalent to the eigenvalues 
of PCA. Selection of genes is fixed if inertias are to be 
compared between different differentiation variables. 
However, when comparisons are made between the 
inertias of different differentiation variables, different 
number of genes are selected for different variables. 
Further details on CCA can be read here[52, 53]. To 
represent the environmental variables of interest, the 
top two thousand differentially expressed genes (based 
on p-values) between the respective starting and ending 
precursor populations were used. The p-values after 
adjusting for false positives were calculated by moderated 
eBayes using three different microarray samples deposited 
in the Immgen Database[27] (Geo: GSE15907) for each of 
the DN3a, DN4 and DP T-cell precursor populations with 
>99% purity.

FundInG

This work was funded by the Wellcome Trust, MRC, 
BBSRC and UCL Graduate School; HS was supported 
by UCL-ORS/CHRAT Studentship; AB by an Istituto 
Pasteur/Cenci Bolognetti Foundation fellowship; MO by 
BBSRC David Phillips fellowship; AF by Asthma UK 
fellowship; MB by MRC Methodology fellowship; and 
AS and TC by Great Ormond Street Hospital Children’s 
Charity. 

conFlIcts oF Interest

The authors have no conflicts of interest. 

reFerences

1. Koch U, Radtke F. 2011. Mechanisms of T cell 
development and transformation. Annual review of cell and 
developmental biology 27:539-562.

2. Shah DK, Zuniga-Pflucker JC. 2014. An Overview of the 
Intrathymic Intricacies of T Cell Development. Journal of 

Immunology 192:4017-4023.
3. Godfrey DI, Kennedy J, Suda T, Zlotnik A. 1993. A 

developmental pathway involving four phenotypically and 
functionally distinct subsets of CD3-CD4-CD8- triple-
negative adult mouse thymocytes defined by CD44 and 
CD25 expression. Journal of immunology 150:4244-4252.

4. Radtke F, Wilson A, Stark G, Bauer M, van Meerwijk 
J, MacDonald HR, Aguet M. 1999. Deficient T cell fate 
specification in mice with an induced inactivation of 
Notch1. Immunity 10:547-558.

5. Pui JC, Allman D, Xu L, DeRocco S, Karnell FG, Bakkour 
S, Lee JY, Kadesch T, Hardy RR, Aster JC, Pear WS. 1999. 
Notch1 expression in early lymphopoiesis influences B 
versus T lineage determination. Immunity 11:299-308.

6. Yashiro-Ohtani Y, He Y, Ohtani T, Jones ME, Shestova O, 
Xu L, Fang TC, Chiang MY, Intlekofer AM, Blacklow SC, 
Zhuang Y, Pear WS. 2009. Pre-TCR signaling inactivates 
Notch1 transcription by antagonizing E2A. Genes & 
development 23:1665-1676.

7. Michie AM, Zuniga-pflucker JC. 2002. Regulation of 
thymocyte differentiation : pre-TCR signals and beta 
-selection. Seminars in immunology 14:311-323.

8. Crompton T, Outram SV, Hager-Theodorides AL. 2007. 
Sonic hedgehog signalling in T-cell development and 
activation. Nature reviews. Immunology 7:726-735.

9. Pai S-Y, Truitt ML, Ting C-N, Leiden JM, Glimcher LH, 
Ho IC. 2003. Critical roles for transcription factor GATA-3 
in thymocyte development. Immunity 19:863-875.

10. Rothenberg EV, Taghon T. 2005. Molecular genetics of T 
cell development. Annual review of immunology 23:601-
649.

11. Wilkinson B, Chen JYF, Han P, Rufner KM, Goularte OD, 
Kaye J. 2002. TOX: an HMG box protein implicated in 
the regulation of thymocyte selection. Nature immunology 
3:272-280.

12. Boudil A, Matei IR, Shih HY, Bogdanoski G, Yuan JS, 
Chang SG, Montpellier B, Kowalski PE, Voisin V, Bashir S, 
Bader GD, Krangel MS, Guidos CJ. 2015. IL-7 coordinates 
proliferation, differentiation and Tcra recombination during 
thymocyte beta-selection. Nat Immunol 16:397-405.

13. Barenco M, Brewer D, Papouli E, Tomescu D, Callard 
R, Stark J, Hubank M. 2009. Dissection of a complex 
transcriptional response using genome-wide transcriptional 
modelling. Molecular systems biology 5:327-327.

14. Loosveld M, Castellano R, Gon S, Goubard A, Crouzet T, 
Pouyet L, Prebet T, Vey N, Nadel B, Collette Y, Payet-
Bornet D. 2014. Therapeutic Targeting of c-Myc in T-Cell 
Acute Lymphoblastic Leukemia (T-ALL). Oncotarget 
5:3168-3172.

15. Milani G, Rebora P, Accordi B, Galla L, Bresolin S, 
Cazzaniga G, Buldini B, Mura R, Ladogana S, Giraldi E, 
Conter V, te Kronnie G, Valsecchi MG, Basso G. 2014. 
Low PKC alpha expression within the MRD-HR stratum 
defines a new subgroup of childhood T-ALL with very poor 



Oncotarget28659www.impactjournals.com/oncotarget

outcome. Oncotarget 5:5234-5245.
16. Neumann M, Vosberg S, Schlee C, Heesch S, Schwartz 

S, Gokbuget N, Hoelzer D, Graf A, Krebs S, Bartram I, 
Blum H, Bruggemann M, Hecht J, Bohlander SK, Greif PA, 
Baldus CD. 2015. Mutational spectrum of adult T-ALL. 
Oncotarget 6:2754-2766.

17. Neumann M, Greif PA, Baldus CD. 2013. Mutational 
landscape of adult ETP-ALL. Oncotarget 4:954-955.

18. Ausserlechner MJ, Salvador C, Deutschmann A, Bodner M, 
Viola G, Bortolozzi R, Basso G, Hagenbuchner J, Obexer 
P. 2013. Therapy-resistant acute lymphoblastic leukemia 
(ALL) cells inactivate FOXO3 to escape apoptosis 
induction by TRAIL and Noxa. Oncotarget 4:995-1007.

19. Cazzaniga V, Bugarin C, Bardini M, Giordan M, te Kronnie 
G, Basso G, Biondi A, Fazio G, Cazzaniga G. 2015. LCK 
over-expression drives STAT5 oncogenic signaling in 
PAX5 translocated BCP-ALL patients. Oncotarget 6:1569-
1581.

20. De Keersmaecker K, Atak ZK, Li N, Vicente C, Patchett S, 
Girardi T, Gianfelici V, Geerdens E, Clappier E, Porcu M, 
Lahortiga I, Luca R, Yan JK, Hulselmans G, Vranckx H, 
Vandepoel R, Sweron B, Jacobs K, Mentens N, Wlodarska 
I, Cauwelier B, Cloos J, Soulier J, Uyttebroeck A, Bagni C, 
Hassan BA, Vandenberghe P, Johnson AW, Aerts S, Cools 
J. 2013. Exome sequencing identifies mutation in CNOT3 
and ribosomal genes RPL5 and RPL10 in T-cell acute 
lymphoblastic leukemia. Nature Genetics 45:186-190.

21. Pang SS, Berry R, Chen Z, Kjer-Nielsen L, Perugini MA, 
King GF, Wang C, Chew SH, La Gruta NL, Williams NK, 
Beddoe T, Tiganis T, Cowieson NP, Godfrey DI, Purcell 
AW, Wilce MCJ, McCluskey J, Rossjohn J. 2010. The 
structural basis for autonomous dimerization of the pre-T-
cell antigen receptor. Nature 467:844-848.

22. Malissen B, Ardouin L, Lin SY, Gillet A, Malissen M. 
1999. Function of the CD3 subunits of the pre-TCR and 
TCR complexes during T cell development. Advances in 
immunology 72:103-148.

23. Levelt CN, Mombaerts P, Iglesias A, Tonegawa S, 
Eichmann K. 1993. Restoration of early thymocyte 
differentiation in T-cell receptor beta-chain-deficient mutant 
mice by transmembrane signaling through CD3 epsilon. 
Proceedings of the National Academy of Sciences of the 
United States of America 90:11401-11405.

24. Ono M, Tanaka RJ, Kano M, Sugiman T. 2013. Visualising 
the cross-level relationships between pathological and 
physiological processes and gene expression: analyses of 
haematological diseases. PloS one 8:e53544-e53544.

25. Furmanski AL, Saldana JI, Ono M, Sahni H, Paschalidis N, 
D’Acquisto F, Crompton T. 2013. Tissue-derived hedgehog 
proteins modulate Th differentiation and disease. J Immunol 
190:2641-2649.

26. Ono M, Tanaka RJ, Kano M. 2014. Visualisation of 
the T cell differentiation programme by Canonical 
Correspondence Analysis of transcriptomes. BMC 

Genomics 15:1028.
27. Heng TSP, Painter MW. 2008. The Immunological Genome 

Project: networks of gene expression in immune cells. 
Nature immunology 9:1091-1094.

28. Bain G, Cravatt CB, Loomans C, Alberola-Ila J, Hedrick 
SM, Murre C. 2001. Regulation of the helix-loop-helix 
proteins, E2A and Id3, by the Ras-ERK MAPK cascade. 
Nature immunology 2:165-171.

29. Xi H, Schwartz R, Engel I, Murre C, Kersh GJ. 2006. 
Interplay between RORgammat, Egr3, and E proteins 
controls proliferation in response to pre-TCR signals. 
Immunity 24:813-826.

30. Rowbotham NJ, Hager-Theodorides AL, Furmanski AL, 
Ross SE, Outram SV, Dessens JT, Crompton T. 2009. 
Sonic hedgehog negatively regulates pre-TCR-induced 
differentiation by a Gli2-dependent mechanism. Blood 
113:5144-5156.

31. Taghon T, Yui MA, Pant R, Diamond RA, Rothenberg EV. 
2006. Developmental and Molecular Characterization of 
Emerging beta and gammadelta Selected Pre-T Cells in the 
Adult Mouse Thymus. Immunity 24:53-64.

32. Wong WF, Nakazato M, Watanabe T, Kohu K, Ogata 
T, Yoshida N, Sotomaru Y, Ito M, Araki K, Telfer J, 
Fukumoto M, Suzuki D, Sato T, Hozumi K, Habu S, Satake 
M. 2010. Over-expression of Runx1 transcription factor 
impairs the development of thymocytes from the double-
negative to double-positive stages. Immunology 130:243-
253.

33. Lefebvre JM, Haks MlC, Carleton MO, Rhodes M, 
Sinnathamby G, Simon MC, Eisenlohr LC, Garrett-Sinha 
LA, Wiest DL. 2005. Enforced expression of Spi-B reverses 
T lineage commitment and blocks beta-selection. Journal of 
immunology (Baltimore, Md. : 1950) 174:6184-6194.

34. Staal FJ, Meeldijk J, Moerer P, Jay P, van de Weerdt BC, 
Vainio S, Nolan GP, Clevers H. 2001. Wnt signaling is 
required for thymocyte development and activates Tcf-1 
mediated transcription. European journal of immunology 
31:285-293.

35. Dose M, Emmanuel AO, Chaumeil J, Zhang J, Sun T, 
Germar K, Aghajani K, Davis EM, Keerthivasan S, 
Bredemeyer AL, Sleckman BP, Rosen ST, Skok JA, Le 
Beau MM, Georgopoulos K, Gounari F. 2014. beta-Catenin 
induces T-cell transformation by promoting genomic 
instability. Proc Natl Acad Sci U S A 111:391-396.

36. Nakahata S, Yamazaki S, Nakauchi H, Morishita K. 2010. 
Downregulation of ZEB1 and overexpression of Smad7 
contribute to resistance to TGF-beta1-mediated growth 
suppression in adult T-cell leukemia/lymphoma. Oncogene 
29:4157-4169.

37. Barenco M, Tomescu D, Brewer D, Callard R, Stark J, 
Hubank M. 2006. Ranked prediction of p53 targets using 
hidden variable dynamic modeling. Genome biology 
7:R25-R25.

38. MacIsaac KD, Lo KA, Gordon W, Motola S, Mazor 



Oncotarget28660www.impactjournals.com/oncotarget

T, Fraenkel E. A quantitative model of transcriptional 
regulation reveals the influence of binding location 
on expression. PLoS computational biology 
6:e1000773-e1000773.

39. Cante-Barrett K, Winslow MM, Crabtree GR. 2007. 
Selective role of NFATc3 in positive selection of 
thymocytes. J Immunol 179:103-110.

40. Aifantis I, Gounari F, Scorrano L, Borowski C, von 
Boehmer H. 2001. Constitutive pre-TCR signaling promotes 
differentiation through Ca2+ mobilization and activation of 
NF-kappaB and NFAT. Nat Immunol 2:403-409.

41. Patra AK, Drewes T, Engelmann S, Chuvpilo S, Kishi H, 
Hunig T, Serfling E, Bommhardt UH. 2006. PKB rescues 
calcineurin/NFAT-induced arrest of Rag expression and 
pre-T cell differentiation. J Immunol 177:4567-4576.

42. Patra AK, Avots A, Zahedi RP, Schuler T, Sickmann A, 
Bommhardt U, Serfling E. 2013. An alternative NFAT-
activation pathway mediated by IL-7 is critical for early 
thymocyte development. Nat Immunol 14:127-135.

43. Urso K, Alfranca A, Martinez-Martinez S, Escolano A, 
Ortega I, Rodriguez A, Redondo JM. 2010. NFATc3 
regulates the transcription of genes involved in T-cell 
activation and angiogenesis. Blood 118:795-803.

44. Barry ER, Corry GN, Rasmussen TP. Targeting DOT1L 
action and interactions in leukemia: the role of DOT1L 
in transformation and development. Expert opinion on 
therapeutic targets 14:405-418.

45. Zhang R, Kim YM, Yang X, Li Y, Li S, Lee J-Y. A possible 
5’-NRIP1/UHRF1-3’ fusion gene detected by array CGH 
analysis in a Ph+ ALL patient. Cancer genetics 204:687-
691.

46. Woodage T, Basrai MA, Baxevanis AD, Hieter P, Collins 
FS. 1997. Characterization of the CHD family of proteins. 
Proceedings of the National Academy of Sciences of the 
United States of America 94:11472-11477.

47. Yasui D, Miyano M, Cai S, Varga-Weisz P, Kohwi-
Shigematsu T. 2002. SATB1 targets chromatin remodelling 
to regulate genes over long distances. Nature 419:641-645.

48. Seither P, Coy JF, Pouska A, Grummt I. 1997. Molecular 
cloning and characterization of the cDNA encoding the 
largest subunit of mouse RNA polymerase I. Molecular & 
general genetics : MGG 255:180-186.

49. Outram SV, Gordon AR, Hager-Theodorides AL, Metcalfe 
J, Crompton T, Kemp P. 2008. KLF13 influences multiple 
stages of both B and T cell development. Cell cycle 
(Georgetown, Tex.) 7:2047-2055.

50. Kanamori M, Konno H, Osato N, Kawai J, Hayashizaki Y, 
Suzuki H. 2004. A genome-wide and nonredundant mouse 
transcription factor database. Biochemical and biophysical 
research communications 322:787-793.

51. Oksanen J, Kindt R, Legendre P. 2007. The vegan package, 
ecology package. 

52. Braak CJFT. 1986. Canonical correspondence analysis: a 
new eigenvector technique for multivariate direct gradient 

analysis. Ecology.
53. Greenacre MJ. 2010 Wiley Interdisciplinary Reviews: 

Correspondence analysis. 


