
Density Functional Theory Studies of
Surface Interactions and Electron
Transfer in Porphyrins and Other

Molecules

Alessandro Michael Pasquale Sena

A dissertation submitted in partial fulfillment

of the requirements for the degree of

Doctor of Philosophy

of

University College London.

London Centre for Nanotechnology

Department of Physics and Astronomy

University College London

2010



Abstract

This thesis contains a series of density functional studieson porphyrins, surfaces and

other molecules, that are of relevance to surface science and electron transfer. In chapter

1 the main concepts of the thesis and how they fit together, areoutlined. Chapter

2 describes density functional theory (DFT), the principletheoretical technique used

throughout. The thesis then considers two main aspects. Chapters 3, 4 and 5 look at

how systems interact with surfaces and compare and contrastsituations of differing

interaction strengths. Chapter 3 investigates the weak interaction of a haem molecule

with the Si(111):H surface and studies how this interactioncan be tuned by desorbing

hydrogen atoms from the surface. In chapter 4, the structureof experimentally observed

Mn nanolines on the Si(001) surface is studied. How these lines self assemble and

interact strongly with the surface is discussed. Elements of these two studies are then

combined in chapter 5 with a study of manganese porphyrin on the Si(001) surface

displaying some features common to both previous systems. In chapter 6, 7 and 8 the

focus switches to electron transfer. The basics of electrontransfer theory are outlined in

chapter 6. Then, the difficulties faced by DFT when studying electron transfer in large

systems, such as the self-interaction error and cubic scaling, are described. Chapter 7

describes the constrained DFT formalism and its implementation into the linear scaling

DFT code CONQUEST. In chapter 8, this implementation is used to perform some

electron transfer calculations on small organic molecules, with systems demonstrating

both charge localization and charge separation investigated. Chapter 9 concludes the

thesis indicating how, following this thesis, large scale electron transfer calculations

of organic molecules on surfaces can be performed with some confidence and giving

suggestions for future calculations.
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faces are 0.1 e−Å3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.9 Simulated STM image of haem on the perfect Si(111):H surface. Bias

voltage±1.5V. Left, filled states. Right, empty states. Isosurface of
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Chapter 1

Introduction

The study of atoms and molecules on nanoscale surface structures is a research area of

huge technological importance [1–3]. The quantum nature ofthese nanoscale systems

imbues them with novel properties quite unlike any classical analogue. Rapid progress

in the experimental techniques available for surface science, has enabled the imaging

[4], manipulation [5], control [6] and placement [7] of individual atoms and molecules

on surfaces. Using these techniques to understand and exploit the novel quantum be-

haviour of these systems, in an attempt to construct technologically useful devices, has

the potential to solve many outstanding scientific problems. Potential uses include ar-

tificial solar cells [8], hydrogen storage mediums [9], catalysts [10], gas sensors [11],

and information storage [12], transport [13] and processing [14] devices.

Many different aspects determine the potential usefulnessof a molecule-surface

system, but two in particular will form the focus of this thesis. These are, the adsorbate-

surface interaction and the electron transfer processes occurring within the system. The

interaction between molecule and surface is important fromboth a structural and elec-

tronic standpoint. It will determine how an adsorbate bindsto the surface and conse-

quently, influence the complex’s potential to be assembled easily, remain bound at a

desired temperature and form specific desirable morphologies. The surface interaction

will also greatly affect the molecule’s electronic structure and this may open or close

avenues for potential use. Electron transfer processes arevery relevant, as many of

the applications of surface systems involve the transfer ofelectrons in some way. This

can be either direct transport of electrons, as in a molecular wire, or reversible trans-

fers such as the formation and recombination of charge separated states. Investigating
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electron transfer in surface-molecule systems can provideimportant information about

their many potential applications. .

This thesis performs computational calculations on both the above themes, with

the aim of providing a platform from which the electron transfer properties of surface-

molecule systems can be studied. Whilst no computational methodology can hope to

provide a catch-all solution to the huge array of propertiesthat play a role in surface

science problems, this work will provide a valuable contribution to a specific subset of

them. In the first half of the thesis, the focus is on studying the interaction of molecules

and other nanoscale systems, with the silicon surface. Two distinct systems are studied

and then aspects of both are brought together in a third investigation. These works

specifically investigate how interaction strengths and therefore construction paradigms,

can change markedly from one system to another. The second half focuses on the study

of electron transfer. First implementing a methodology that enables electron transfer

to be investigated computationally in large systems. Then studying electron transfer in

small molecules including some akin to those studied in the first chapter, which form

the basis of larger interesting systems. The aim is to illustrate that the means and initial

groundwork now exist to perform computational electron transfer calculations on large

scale surface systems. The following sections of this introduction outline a number of

different concepts important to the thesis, so as to illustrate how these different aspects

fit together.

1.1 Common Themes

1.1.1 Surface Science

The ideas of adsorbing collections of atoms or molecules onto surfaces in order to

construct potentially useful systems, can be couched in thefield of surface science

[3]. Surface science has been a hugely active area of research since the development

of ultra-high vacuum (UHV) techniques for studying surfaces and its principle focus

has always been on the technological applications of surface systems. These include

uses in the industries of microelectronics, opto-electronics, catalysis and sensing. For

many years, the typical length scale in surface science was the micrometer length scale.

Recently, another branch of research has emerged which has applied some of the ideas
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and techniques from surface science, particularly scanning probe microscopy, down at

the nanoscale.

1.1.2 Nanotechnology

Nanotechnology is an umbrella term encompassing a range of varied research areas

[15]. Its premise is to capture and utilize the non-classical behaviour exhibited by

nanoscale systems, in order to produce novel solutions to a wide range of scientific

problems. These include the miniaturization of electronicdevices to below their cur-

rent sizes [16], the construction of new paradigms of quantum computation and a vast

array of applications in fields such as health care, clean energy and environmental ap-

plications [17].

1.1.3 Experiment and Theory

Often in nanotechnology and surface science, the focus is onproviding solutions to real

world technological problems. Consequently, the construction and characterization of

systems that demonstrate the potential for use is often the end goal. Many of the chal-

lenges faced are engineering problems, where a proof of principle system or concept

may exist and the difficulty is showing how it may be constructed reliably and repeat-

ably. However, in two main ways, nanotechnology also benefits greatly from theoretical

input. First it can be impractical to perform large numbers of experiments. Instead, by

studying systems theoretically, predictions can be made about which systems are most

promising and worth studying experimentally. Second, experimental results cannot al-

ways be straightforwardly interpreted and therefore theoretical analysis is important to

explain the fundamental physics behind the situation and resolve any ambiguities.

1.1.4 Computational Physics

The systems to be studied are collections of nuclei and electrons. The behaviour of

these nanoscale systems is governed according to the Schrödinger equation. However,

this equation can only be solved analytically for a few very simple systems, such as the

hydrogen atom. Approximate methods are needed to extract information about many-

atom systems such as molecules or surfaces. As the processing power of computers

has risen, there has been more scope to utilize them in theoretical investigations of
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quantum mechanical systems. Many algorithms have been developed which allow the

complicated equations governing quantum mechanical behaviour to be solved approx-

imately. Computational physics is now used extensively to provide interpretation and

guidance for ongoing and potential future experimental work. The studies in this thesis

will use some of these computational methods to investigatethe quantum mechanics of

molecule-surface systems.

1.1.5 Density Functional Theory

Many different methods exist for calculating the electronic structure and properties

of atomic systems. In particular, a large hierarchy of methods, known collectively as

quantum chemistry [18], can ultimately provide very accurate answers. However, the

most accurate of these are prohibitively computationally costly for systems with more

than approximately 50 atoms, as their computational cost scales asO(N4) up toO(N7)

with the number of atoms in the system. Instead, one of the most commonly used

methods has been density functional theory (DFT) [19, 20]. While possessing some

limitations [21], this method is able to achieve a good balance between accuracy and

computational cost when calculating the ground state electronic structures for systems

of up to several hundred atoms. DFT will be the primary methodused throughout this

thesis. It is useful not only for providing direct electronic structure information, but also

enabling some post-processing, such as the production of simulated STM images, that

can give extra information about a system and provide a strong link to experimental

work. An explanation of DFT’s theoretical formalism is given in chapter 2. Where

possible, DFT results will be compared to other computational methods to ensure the

conclusions drawn are not overly sensitive to the model or methods used.

1.1.6 Collaboration

An important aspect of all computational surface science, is collaboration with experi-

mentalists. Computational physics often involves calculations where the accuracy with

which a system is being treated is not perfectly characterized. Many times, methodolo-

gies may be relatively new or are being applied to a class of system untreated by them

before. To ensure the methods being used are accurate, it is important to compare parts

of the results to experimental work, in order to have more faith in other predictions
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being made by the modelling. Often, there is also the complexity of the surface chem-

istry to consider, particularly when there are many possible surface arrangements and

many possible surface processes could occur. Understanding how these occur through

experiments alone can be challenging. In the studies performed here, efforts are made

to link and compare results with experimental work, either through contact with exper-

imental groups, or comparison with past literature. In manycases experimental groups

have been contacted and have provided valuable feedback on the computational work.

Results in some sections are compared with past experimental works, while in others

future avenues of experimental activity are suggested.

1.2 Surface System Themes

1.2.1 Biological Molecules and Porphyrins

There have been many attempts to harness the power of biological molecules in nan-

otechnology. Biological systems are able to perform some very complicated tasks, with

two prominent examples being the long range charge transport seen in the process of

respiration and the creation of energy from light via the process of photosynthesis. They

perform these so well that it is often sensible to try and utilize aspects of nature’s ready

made solutions, rather than create new ones. Some of the biological molecules most

commonly involved in these processes are the porphyrins [22]. These carbon-nitrogen

macrocycles, shown in figure 1.1, are found playing crucial roles in both respiration

and photosynthesis. From gas sensors to artificial solar cells and nanowires to infor-

mation storage devices, porphyrins and their man-made equivalent the phthalocyanine,

have exhibited potential for use in a huge range of applications. One important fea-

ture that enables their properties to be tailored to many different applications, is the

central metal atom. By changing this atom the electronic andmagnetic properties of

the molecule can be varied. Another important benefit is the organic carbon ring sur-

rounding them. This both shields the metal atom and preventsit from drifting away,

but also gives porphyrins various structural properties that can be advantageous, such

as a strong energetic preference to remain planar due to the conjugated bonds around

the ring. This gives for example, the ability to grow thin films of porphyrins which

then provide ordered arrays of metal atoms. The morphology and optical properties
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Figure 1.1: Left: Free base porphyrin molecule. Right: Metaloporphyrin molecule

coordinated with an iron atom at the centre.

of these layers are often important [23]. Porphyrins can also be fashioned together in

ribbon like chains [24], or even more complicated super-structures [25], both of which

provide additional potential uses. Porphyrins can be functionalized with various side

chains and have ligands joined to the central atom. This provides yet further possible

ways of tuning their electronic and magnetic properties to aparticular task, especially

if the coordination of the central metal atom is changed.

1.2.2 Molecules on Surfaces

In many cases, the construction of a device requires the system to be assembled on a

surface, in order to provide structural support to the molecule. When a molecule is de-

posited onto a surface, the electronic structure of both systems can change dramatically

and what may be a useful electronic structure in the gas phase, may not be so when on

a particular surface, or vice-versa. Porphyrins and phthalocyanines on surfaces have

been proposed as a way of implementing a number of different systems. One example

is to use the central metal atom to store information at very high densities via coupling

to a magnetic surface [14]. Similarly, the construction of nanoscale wires on surfaces

has also been proposed [26]. Many different surfaces have been used as substrates. Of

particular relevance is the silicon surface, due to its prevalence in the semi-conductor

industry. The Si(001) surface is the most important, however others are also of interest,

in particular hydrogen terminated variants such as Si(001):H and Si(111):H. Passivated
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surfaces can sometimes be easier to work with experimentally as the hydrogen layer

makes them stable in air. They are easily prepared by dippingthe surface in a hydrogen

fluoride solution. For a clean surface, removing the SiO2 layer formed during cleav-

ing is not as straightforward. Hydrogen passivated surfaces also offer potential routes

to tune interactions between molecules and surfaces, by using lithography to desorb

hydrogen and create of dangling bonds on the surface.

1.2.3 Scanning Probe Microscopy

Once a molecule is on a surface, some way of imaging and manipulating its morphology

is required. Scanning probe microscopy is one of the most important tools in surface

science and is used to perform these tasks. There are many ways of using a probe to

create an image of the surface. They all entail scanning across the surface and using

the variation in the interaction between tip and sample to create a 2D map of surface.

Using the interaction between tip and sample, means that theimage is not diffraction

limited, as is the case with microscopes, and can thus be of far higher resolution. One

scanning probe that has played a huge role in nanotechnology, is the scanning tunneling

microscope (STM). The STM is the most commonly used tool for providing a real space

representation of the structure and electronic charge distribution of nano-structures on a

surface. It can even be used to manipulate these structures and build or modify surfaces

one atom at a time [5]. It is important that the computationalwork here is able to

interface with STM images gathered by experimentalists, especially as these cannot

always be unambiguously interpreted. STM images contain a combination of features

from both the atomic structure and the charge density distribution and cannot give a

definite distribution for each aspect independently. The density functional calculations

performed in this thesis will often be used to create simulated STM images to compare

with experiment [27, 28].

1.2.4 Direct vs Indirect Assembly Methods

The ability to manipulate atoms using an STM has made it possible to construct small

surface structures and devices atom by atom. This is somewhat akin to the ‘factory-

assembly’ methods used in industrial manufacturing and hasbeen demonstrated in

many systems such as nano-magnets or molecular switches [29]. However, the labour
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intensive nature of this method and the difficulty in automating it, makes it hard to use

for producing many nanoscale devices. An alternative is to search for systems which,

to a greater or lesser extent, will assemble themselves. Theidea of self-assembly is

common in biology, where intricate systems such as DNA or large proteins will build

or replicate themselves into working biological machinery. The focus here is on sur-

face systems which may, when growth conditions such as temperature, annealing and

coverage are suitable, self-assemble into a useful metastable structure or morphology.

This is a more passive method of construction than direct manipulation and has greater

potential for scalable repetition, however it lacks the precision and control of direct

assembly. The studies in the first half will compare aspects of both direct and indirect

assembly.

1.2.5 Variation of Interaction Strength

Another characteristic feature of a surface system, is the strength of interaction be-

tween the adsorbate and the surface. Strongly bound chemisorbed structures may be

more useful as there is less danger of the complex dissociating once built. However, a

surface that interacts strongly with adsorbates can be disadvantageous when trying to

minimize impurities in a system or reduce the disturbance toan adsorbed molecule’s

electronic structure. The studies in the first half of the thesis feature contrasting inter-

action strengths and looks at ways to alter and tune the interaction strengths between

system and surface. Doing so may enable beneficial aspects ofstrongly and weakly

interacting surface structures to be combined.

1.3 Electron Transfer Themes

1.3.1 Electron Transport

In many of the technological applications that surface systems have been put to use

in, the transport of electrons plays an important role. It can form part of the system’s

function directly, for example the charge transport along nanowires or the charge sep-

aration or recombination in artificial solar cells. And can also be important indirectly,

for example determining how strongly a nanostructure may bind to a surface. Studying

and harnessing the transport of electrons through nano-structures has been termed the
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field of molecular electronics [30]. Molecular electronicsaims to use small molecules

to replicate some of the aspects of conventional electronics down at the nanoscale, with

an eventual aim of creating fully functional nanoscale devices. The systems studied in

the second half look at modelling charge transfer computationally using density func-

tional methods in systems relevant to molecular electronics.

1.3.2 Marcus Theory

Harnessing electron transfer (ET) and creating molecular electronic devices from indi-

vidual molecules, is a somewhat recent idea. The process of electron transfer however,

has always had fundamental significance. Many chemical situations involve electron

transfer and consequently much work was performed with the aim of understanding

these processes. The main theoretical framework to emerge for studying charge transfer

is known as Marcus Theory [31]. In its simplest form it is a classical theory with some

quantum corrections, that enables the assessment of how rapidly or easily a certain sys-

tem will undergo electron transfer. The studies in the second half of the thesis use DFT

calculations to investigate ET in small molecules with potential nano-technological ap-

plications and looks at how to extract some of the Marcus theory parameters.

1.3.3 Constrained DFT

With the growing interest in nanotechnology and molecular electronics, the simulation

of ET in molecular systems has become important. Simulatingthe dynamic process

of electron transfer is more challenging than studying the ground state structural and

assembly aspects seen in the first half. It would be desirablethough, to still make use

of the density functional methods due to their many advantages. There are a number

of methods developed for studying electron transfer based on DFT calculations. Linear

response time-dependent DFT (TDDFT) [32] can provide information on the optical

properties, that is excited states, of molecules. With care, full TDDFT can even provide

a dynamic picture of an ET event. Others such as the non-equilibrium Green’s function

method [33] are based on scattering and can give the steady-state current distribution

when a voltage is applied across a system. However, these methods can be complicated

to use and are most efficient with small systems. Another method, that is simple to

implement and does not greatly increase the computational cost of a calculation, is



1.4. Aims and Outline of Thesis 29

known as constrained DFT (cDFT) [34, 35]. This method adds anexperimentally of

physically motivated constraint to the ground state density search. It does not provide

a complete picture of the process though time, but can give useful information on the

start and end states of a process and therefore indicate the rate at which electron transfer

events may occur. cDFT is most useful when considering electron transfer processes as

individual, or a series of, discrete electron hopping events. This is often the framework

considered most realistic when describing electron transfer in biological systems. In

this thesis cDFT will be used to investigate electron transfer events in a variety of

molecules.

1.3.4 Linear Scaling DFT

Conventional density functional theory scales cubically with the number of atoms in

the system. This provides a sharp limit to the size of system that can be simulated.

There are however some more complicated implementations which scale linearly with

the number of atoms in the system [36]. Whilst requiring great care to use and not being

applicable to every system, linear scaling DFT codes are able simulate some very large

systems of the order10, 000 atoms. Some of the most interesting electron transfer

problems occur in large biological systems. Therefore the constrained DFT formalism

will be implemented and bench-marked within a linear scaling code. This will enable

the final thesis goal, of providing the implementation and initial background work, that

better enable electron transfer to be studied computationally in large biologically and

technologically relevant molecule-surface systems.

1.4 Aims and Outline of Thesis

The overall aims of the work are two fold. First, to better understand the interaction

between molecules and the surfaces on which they are deposited. In particular, how

the differing interaction strengths between systems and substrates can affect their prop-

erties and how the interaction strength between molecules and surfaces can be tuned.

This is done through a series of studies that also provide valuable input to current ex-

perimental work. First, the interaction between haem(b) and the Si(111):H surface is

investigated. Then the adsorption of Mn atoms onto the Si(001) surface is studied.

Finally the two elements are combined when looking at how a Manganese porphyrin
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molecule binds to the Si(001) surface.

The second aim is to provide an implementation that enables electron transfer to

be studied computationally in large surface systems. This would be applicable to a

broad range of surface science problems similar to those found in the first half. Then to

demonstrate the method by investigating both charge separation and transfer in some

technologically and biologically relevant molecules. First the implementation of con-

strained DFT into a linear scaling DFT code is described. Then, electron transfer cal-

culations are performed on DNA base molecules and biphenyl molecules, which both

have potential applications within larger molecular electronic systems. Finally some

calculations are carried out on porphyrin molecules which also possess electron trans-

fer applications. While only small systems are simulated here, these form the basis of

interesting large scale systems to be studied in future.



Chapter 2

Density Functional Theory

This chapter outlines the basics of density functional theory (DFT) whilst also describ-

ing some extensions to the theory that will be used during thethesis. Doing so will

allow the rest of the chapters to concentrate of results and analysis without stopping for

methodological digressions. Further details on DFT can be found in many books, for

example [37, 38].

2.1 Mathematical Tools

2.1.1 Functionals

A function takes one number as its input and returns one number as its output. It is said

to map one number into another. A functional takes a functionas its input and returns

a number as its output. It maps a function into a number.

Function : y(x) = x2 → y(x = 2) = 4 (2.1)

Functional : F [y(x)] =
∫ 1

0
y(x)dx → F [y = x2] =

1

3
(2.2)

A functional such as 2.2 does not specify what the function tobe input is, just as

a function doesn’t specify what the value of the variable is.The main functional used

in DFT is the energy functionalE[n(r)]. It acts on the electronic density, to return a

number, the system energy.

2.1.2 Functional Differentiation

The energy functional of DFT must be minimized and thereforethe differentiation of

functionals will be an important concept. Consider a functionF [y] of one variabley.
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The change in the function when moving from a pointy0 to another point(y0 + δy) is:

dF = F (y0 + δy) − F (y0) = F ′(y)
∣

∣

∣

y0

dy (2.3)

Then consider a situation with a number of different variablesyn. The derivative is

defined as the sum of the partial derivatives:

dF =
∂F

∂y1

∣

∣

∣

y0

dy1 +
∂F

∂y2

∣

∣

∣

y0

dy2 + . . . (2.4)

If this is extended such that there are many variablesyn, theny becomes a function of

n. In this case,y is now a functiony(n) andF becomes a functionalF [y(n)]. If the

domain of the functiony is defined to be, say, thex axis, thenyn = y(xn), and the

functionalF takes as its input,not the value of the function at a specific pointxn, but

its value at all these points.F therefore depends on the entire functional form ofy(x).

A small change in the underlying functiony(x) is actually a small change in all of the

pointsxn, which make up this function. So the change in the functionalcan be written

as the sum of all these changes.

dF =
N
∑

n=1

∂F

∂yn

∣

∣

∣

y0

dyn (2.5)

Considering the intervalsxn to be small and defining the function to have limitsa and

b, turns the sum into a definite integral.

dF =
∫ b

a
dx

δF

δy(x)

∣

∣

∣

y0(x)
δy(x) (2.6)

This expression gives the definition of a functional derivative, but not a way to calculate

it. However, the left hand side change can be calculated explicitly via

dF = F [y + δy] − F [y] (2.7)

By then equating it with the left hand side, the part that equals the differential can be

found. This is best illustrated with an example as in [37].

TTF[n(r)] = CF

∫

n
5

3 (r)dr (2.8)

TTF [n + δn] = CF

∫

[n
5

3 (r) +
5

3
n

2

3 (r)δn(r) + . . .]dr (2.9)

= TTF [n(r)] +
5

3
CF

∫

n
2

3 (r)δn(r)dr + . . . (2.10)
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Subtracting the two expressions to get the change in the functional and equating this

with equation 2.6, the differential is calculated as:

δTTF

δn(r)
=

5

3
CFn

2

3 (2.11)

2.1.3 Lagrange Multipliers

The differentiation of a function or functional to find its extrema is a common prob-

lem. It is also often necessary to find the extrema, subject tothe function or functional

obeying certain constraints. In this work functionals willhave to be minimized subject

to certain physically motivated constraints. This is done using the method of Lagrange

multipliers. For example, to find the minimum of a functionf(x, y) under the condition

g(x, y) = 0.

f(x, y) = x+ 2y (2.12)

g(x, y) = x2 + y2 − 1 (2.13)

This is the minimum of the intersection between a tilted plane and a unit cylinder. A

new function is written which consists of the old function, plus the constraint function,

multiplied by a number known as the Lagrange multiplier.

h(x, y) = f(x, y) + λg(x, y) (2.14)

h(x, y) = x+ 2y + λ(x2 + y2 − 1) (2.15)

0 =
∂h

∂x
= 1 + 2λx (2.16)

0 =
∂h

∂y
= 2 + 2λy (2.17)

Along with the equation defining the constraint, this gives us three equation for three

unknowns and thus can solve the problem to find the minimum subject to this con-

straint. For functionals the case is similar. SayS[y(x)] needs to be minimized subject

to T [y(x)] = 0. So form:

R[y] = S[y] + λT [y] (2.18)

and proceed in the same way, by performing functional differentiation with respect to

y.
δR

δy
=
δS

δy
+ λ

δT

δy
(2.19)
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2.2 The Schr̈odinger Equation

The properties of matter at the nanoscale are described by the laws of quantum me-

chanics. The behaviour of atoms and electrons is approximately governed according to

the non-relativistic Schrödinger equation (in atomic units):

i
∂

∂t
Ψ(r, t) = ĤΨ(r, t) (2.20)

When considering a static situation, the Hamiltonian is independent of time. The equa-

tion can then be separated into spatial and time dependent parts and two separate equa-

tions for the wave-function evolution written:

Ψ(r, t) = φ(r)ψ(t) (2.21)

i
dψ(t)

dt
= Eψ(t) (2.22)

Ĥφ(r) = Eφ(r) (2.23)

This thesis uses a method known as Density Function Theory (DFT) to solve the second

of these, the time-independent Schrödinger equation (TISE) and find the ground state

wave-function of a system. The interactions within a systemof atoms are described by

a Hamiltonian with the following form.

Ĥ = −1

2

N
∑

i

∇2
i −

1

2mA

M
∑

A

∇2
A −

N
∑

i

M
∑

A

ZA

riA
+

N
∑

i

N
∑

j>i

1

rij
+

M
∑

i

M
∑

B>A

ZAZB

RAB
(2.24)

whereA,B count over the nuclei andi, j count over the electrons. This complicated

expression can be simplified using the Born-Oppenheimer approximation. The nuclei

will move much more slowly than the electrons due to them being so much heavier.

Thus, the nuclear kinetic energy in this expression can be neglected to a first approxi-

mation. The indirect nuclear terms then result in a Hamiltonian with only a parametric

dependence on the positions of the nuclei. Thus the wave-function in the TISE can be

separated into electronic and nuclear components.

Ψ({ri}, {RA}) = Ψ({ri}; {RA})Φ({RA}) (2.25)

The equation to be solved now is that for a set of electrons surrounding a static set of

nuclei which has the following Hamiltonian.

Ĥelec = −1

2

N
∑

i

∇2
i −

N
∑

i

M
∑

A

ZA

riA
+

N
∑

i

N
∑

j>i

1

rij
(2.26)
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DFT is concerned with solving a TISE with a Hamiltonian of this form.

Ĥψ({r}; {RA}) = E({RA})ψ({r}; {RA}) (2.27)

Ĥ|ψ〉 = E|ψ〉 (2.28)

Solving this equation is difficult and only analytically possible in a few select systems,

such as the hydrogen atom. To solve for a general system requires approximate com-

putational methods, such as DFT.

2.2.1 Variational Principle

When considering how to approximately solve the TISE, the variational principle offers

an indication of how to proceed. It states that:

Theorem 2.2.1 The best approximation to the ground state wave-function isobtained

by the wave-function that produces the lowest energy when acted on by the Hamilto-

nian.

Mathematically it is stated as:

Eground = 〈ψ0|Ĥ|ψ0〉 ≤ 〈ψ|Ĥ|ψ〉 (2.29)

This contains the basic idea of most computational methods.Try a great many different

wave-functions and choose the one that gives the lowest energy. This is then the best

approximation to the true wave-function.

2.2.2 Difficulties

The complicated many-body nature of the wave-function and the two electron oper-

ator 1
rij

makes this idea difficult to carry out in practice. Whilst ways of solving the

Coulomb problem exist, doing so whilst ensuring the many-body wave-function is

anti-symmetric is challenging. Mean-field theories get round these problems using

two modifications. Firstly the key point, they assume that each electron moves in an

average potential created by all the other electrons in the system, rather than consider

each electron’s interaction with every other separately. This simplifies the Hamiltonian

greatly and in turn enables the wave-function to be simplified. Now, instead of dealing

with the complicated all-electron wave-function, an approximate simplified form can
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be used, known as a Slater Determinant, that reduces the number of variables the wave-

function depends upon, whilst still being physically sensible. There are a number of

ways to proceed using these ideas. The two methods that follow are two of the most

widely used and share similar concepts. In the first, the Hartree-Fock method, the focus

is on the system’s wave-function. While in the second, density functional theory, the

system’s total electron density takes the primary role. An exposition of density func-

tional theory is clearer with knowledge of the Hartree-Fockmethod and therefore they

are both presented.

2.3 Hartree-Fock

The main difficulty in applying the variational principle tofind the ground state, is

the complicated many-electron multi-dimensional nature of the state vector|ψ〉. The

principle tactic of the Hartree-Fock method is to simplify this wave-function into a

more tractable form. In conjunction with this it uses a mean field representation for the

electron-electron interactions. First, the single and many electron terms in the Hamil-

tonian are put into separate groups.

Ĥ =
∑

i

h(i) +
∑

i<j

v(i, j) + vNN (2.30)

where h(i) = −∇2
i

2
−
∑

A

ZA

riA
(2.31)

If there was no electronic coupling, only the term
∑

i h(i), it would be possible to

separate the complicated many-body state vector into a product of single-electron wave-

functions.

Ψ(r1 . . . rN) = φi(r1)φj(r2) . . . φk(rN) (2.32)

This form of the wave-function is known as a Hartree-Product. Working with a product

of single-electron wave-functions is far simpler than a many body wave-function. The

many-electron wave-function contains information on the probability distribution for

every electron in the system and accounts for how their probabilities depend on each

other. In contrast the terms in a Hartree-Product are the probability distributions for

individual electrons and these distributions do not dependon each other. Probability

densities of single-electron wave-functions are easy to visualize; lobes can be drawn
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around atoms in 3-D space to show where an electron is likely to be found. In contrast,

for an all-electron wave-function this can only be done for the total charge density,

not any individual electron. Only non-interacting electrons will have a wave-function

of the form of a Hartree-Product. Interactions will add new features to the Hartree-

Product wave-function. However, if a Hartree-Product can be modified to incorporate

the effects of these interactions, then it may be possible tocreate a wave-function that

more accurately represents the all-electron|ψ〉 without having to explicitly calculate

the electron-electron interactions.

2.3.1 Slater Determinants

Anti-symmetry arises as a consequence of the indistinguishable and fermionic nature of

electrons and the resulting Pauli Exclusion Principle. TheHartree-Product can be seen

not to satisfy anti-symmetry. To impose anti-symmetry on a Hartree-Product, spatial

orbitalsφ are exchanged for spin-orbitalsψ, which are products of spatial and spin

functions:

ψ(x) = χ(ω)φ(r) (2.33)

whereω can take values for spin upα, and spin downβ, electrons. So

ψ2i−1(x) = φi(r)χ(α) (2.34)

ψ2i(x) = φi(r)χ(β) (2.35)

The single-electron Schrödinger equation then reads

h(i)ψj(xi) = ǫjψj(xi) (2.36)

The Hartree-Product created from these is

ΨHP (x1 . . .xN) = ψi(x1) . . . ψk(xN) (2.37)

However this is not antisymmetric. Using these spin-orbitals ψ, an antisymmetric

wave-function can be created by combining them in a determinant. For example, for a

system with two electronsa andb.

ΨSD(x1,x2) =
1√
2
(ψa(x1)ψb(x2) − ψb(x1)ψa(x2) (2.38)

=
1√
2

∣

∣

∣

∣

∣

∣

∣

ψa(x1) ψb(x1)

ψa(x2) ψb(x2)

∣

∣

∣

∣

∣

∣

∣

(2.39)
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Now the use of the variational principle can now be modified slightly. Instead of search-

ing over all wave-functions, the search is done only over thespace of all Slater Deter-

minant wave-functions.

E = min(〈ΨSD|Ĥ|ΨSD〉) > 〈ΨAE|Ĥ|ΨAE〉 (2.40)

This of course has the effect of reducing the variational freedom and so raising the

energy found to be the minimum. The all electron wave-function is not a single Slater

determinant. Using a Slater determinant is equivalent to saying that an electron moves

independently of all the others, except that it feels the Coulomb repulsion due to the

mean-field position of all the other electrons, and experiences an exchange interaction

due the necessary asymmetry of the wave-function. For a Slater determinant wave-

function, the following expression for the energy can be given after much derivation

[18]:

EHF = 〈ΨSD|Ĥ|ΨSD〉 =
∑

i

〈i|h(i)|i〉 +
1

2

∑

i,j

[ii|jj] − [ij|ji] (2.41)

where

〈i|h(i)|j〉 =
∫

dx1ψ
∗
i (x1)h(r1)ψj(x1) (2.42)

[ij|kl] =
∫

dx1dx2ψ
∗
i (x1)ψj(x2)

1

r12
ψ∗

k(x2)ψl(x1) (2.43)

2.3.2 Minimize the Energy

Having simplified the form of the wave-function and given theenergy expression, the

next step is to minimize the energy of the Slater determinantwave-function, subject to

variations in the single-electron orbitals. This must be done subject to the constraint

that the orbitals are orthogonal〈ψi|ψj〉 = δi,j . That is, the total wave-function will

normalize to give the correct number of electrons
∑

i |ψi|2 = Ne. To do this method of

Lagrange multipliers us used:

L[{ψi}] = EHF [{ψi}] −
∑

i,j

ǫij(〈i|j〉 − δij) (2.44)

whereǫi,j are the set of Lagrange multipliers, which become energy eigenvalues. Min-

imizing this expression yields, again after much algebra [18] the standard orbital form

of the Hartree-Fock equation.


h(x1) +
∑

j 6=i

Ji(x1) −
∑

i6=j

Kj(x1)



ψi(x1) = ǫiψi(x1) (2.45)
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where

Kj(x1)ψi(x1) =
[∫

dx2ψ
∗
j (x2)

1

r12
ψi(x2)

]

ψj(x1) (2.46)

Ji(x1)ψi(x1) =
[∫

dx2ψ
∗
j (x2)

1

r12
ψj(x2)

]

ψi(x1) (2.47)

K is the exchange integral and describes the exchange interaction introduced via the

Slater Determinant wave-function.J is the Coulomb integral and describes the inter-

action of each electron with the mean field produced by all theelectrons. A useful

simplification is possible by noting that the twoi = j terms are the same for both

expressions. Thus the restriction on the summation can be removed to give the set of

coupled integro-differential single-electron equationsas:

f(x1)ψi(x1) = ǫiψi(x1) (2.48)

wheref is named the Fock operator. To solve these equations computationally a basis

must be introduced to represent the spin orbitals. This results in the integro-differential

orbital equations being turned into a set of linear equations that can be represented in

matrix form. Usually in Hartree-Fock, the wave-functions are expanded as a linear

combination of atomic orbitals.

ψi =
K
∑

µ=1

Cµiχµ (2.49)

whereχµ is an atom centred function usually taken to be a product of anangular atomic

orbital partY l
m(θ, φ) and a radial functionRn(r) that is itself usually taken as a Gaus-

sian, as this allows the integrals to be calculated analytically. This leads to the Roothan

equations which are written as:

FC = SCǫ (2.50)

As the Hamiltonian depends on the wave-function, these mustthen be solved in self-

consistent manner to give the ground state wave-function interms of the basis of or-

bitals.

2.4 Density Functional Theory

2.4.1 Introduction

The last section illustrated one way of dealing with the complicated many-particle na-

ture of a system’s state vector. Starting with a non-interacting system, add exchange
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interactions by forcing the wave-function to be a Slater determinant and then treat the

Coulomb interactions in a mean-field way. In this section, another closely related way

of solving the TISE is explained. This method is called density functional theory and

is the method used to produce all the results in the rest of thethesis. The principle idea

is to replace the complicated many body wave-function with the much simpler den-

sity. The theorem of N-representability [39] states that any functionn(r) is a possible

system charge density arising from a many body wave-function, so long as:

n(r) ≥ 0 (2.51)
∫

n(r)dr = N (2.52)

The question is then whether this density is sufficient to determine the ground state

energy and properties of the system. The two Hohenberg-Kohntheorems show that

this is indeed the case.

2.4.2 Hohenberg-Kohn Theorems

The many-electron wave-function is a function of3N variables and is too complicated

to deal with. Hohenberg and Kohn proved two theorems that enable the electron den-

sity to be used instead. This is a far simpler quantity to dealwith as it only depends

on 3 variables, the spatial coordinates. The first Hohenberg-Kohn theorem is as follows:

Theorem 2.4.1 The external potentialVext(r) is, to within a constant, a unique func-

tional of the electronic densityn(r). Since in turnVext(r) fixesĤ, it is seen that the full

many-particle ground state is a unique functional ofn(r).

So the Hamiltonian and hence all the properties of a system are determined uniquely

by the system’s electron density. This suggests that recasting the Hamiltonian in terms

of n(r) would be a good idea.

Proof:

Assume there is an exact ground state densityn(r) and that this ground state is non-

degenerate. Say there are two external potentials which produce two different Hamil-

tonians and hence two different wave-functions and ground state energies.
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Vext(r) → Ĥ → ψ → E0 (2.53)

V ′
ext(r) → Ĥ ′ → ψ′ → E ′

0 (2.54)

Now taking expectation values and using the variational principle:

E0 = 〈ψ|Ĥ|ψ〉 < 〈ψ′|Ĥ|ψ′〉 (2.55)

< 〈ψ′|Ĥ − Ĥ ′ + Ĥ ′|ψ′〉 (2.56)

< 〈ψ′|Ĥ − Ĥ ′|ψ′〉 + 〈ψ′|Ĥ ′|ψ′〉 (2.57)

E0 <

∫

n(r) [Vext(r) − V ′
ext(r)] dr + E ′

0 (2.58)

This calculation can be repeated but with the primes and non-prime quantities inter-

changed giving:

E ′
0 < −

∫

n(r) [Vext(r) − V ′
ext(r)] dr + E0 (2.59)

Adding these two together gives the contradiction:Eo + E ′
0 < E′

0 + E0. Therefore,

there cannot be twoVext which give rise to the same densityn(r), so eachVext must

give a unique densityn(r).

The fact that the density uniquely determines the energy, suggests writing the TISE

in terms of the density instead of the wave-function. This isdone using the Hohenberg-

Kohn functional.

Ĥ = Ĥint + Vext (2.60)

E = 〈ψ|Ĥ|ψ〉 = FHK[n] +
∫

Vext(r)n(r)dr (2.61)

Previously, the variational theorem suggested trying manydifferent wave-functions in

order to find the one with the minimum energy as the best approximation to the true

wave-function. Now that the energy is expressed in terms of the density, an analogous

idea is needed. This comes in the form of the second Hohenberg-Kohn theorem:

Theorem 2.4.2 For a trial ñ(r) that satisfies the boundary conditionsñ(r) ≥ 0 and
∫

ñ(r)d3r = N and is associated with ãVext, the energy it gives is an upper bound to

the true energyE0.
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This theorem states that the energy of the system is variational with respect to the

density,E[n0(r)] ≤ E[ñ(r)]. That is, the lowest energy is for the ground state density

and any other density results in a higher energy.

Proof:

The first Hohenberg-Kohn theorem allows a density to determine its own potential,

Hamiltonian and wave-function uniquely,ñ(r) → Ṽ , H̃, ψ̃. This wave-function can be

used as a trial wave-function for the problem with a different external potentialV .

〈ψ̃|Ĥ|ψ̃〉 =
∫

ñ(r)Vext(r)dr + F [ñ] = E[ñ] ≥ E[n] = E0 (2.62)

Where the last step uses the conventional variational theorem to show that the energy

must be greater thanE0. In summary, the second Hohenberg-Kohn theorem suggests

that instead of searching variationaly over wave-functions, the search can be performed

over densities.

2.4.3 Thomas-Fermi-Dirac (Orbital Free) DFT

Turning back to the energy expression, the energy of a systemis given byE =

〈ψ|Ĥ|ψ〉, with the simplified Hamiltonian.

Eel =
∫

Ψ∗(
Nel
∑

i=1

−1

2
∇2

i )Ψdr +
∫

Ψ∗(
Nel
∑

i=1

Nel
∑

j=i+1

1

|rj − ri|
)Ψdr +

∫

Ψ∗(
Nel
∑

i=1

Vext(ri))Ψdr

(2.63)

The first Hohenberg-Kohn theorem showed that the energy of a system is determined

entirely by the system’s density. The last two terms are easily written in terms of the

electron density. However the kinetic energy is not. An early attempt to write a density

functional for the kinetic energy (1st term), as well as include the quantum effects not

captured by the mean field Coulomb interaction (3rd term), isknown as the Thomas-

Fermi-Dirac (TFD) functional.

ETFD[n] = c1

∫

n(r)
5

3 dr+
1

2

∫ ∫

n(r)n(r′)

|r − r′| drdr′ + c2

∫

n(r)
4

3 dr+
∫

Vext(r)n(r)dr

(2.64)

Attempts could be made to minimize this expression directlyby making a guess at the

density and computing the energy. This approach is known as the TFD approach to

DFT. The problem with the TFD approach is simply that the density expression for
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the kinetic energy is inaccurate and produces very wrong results, failing to produce the

correct shell structure of atoms [40]. Therefore, the many-electron wave-function is

too complicated to use in calculating the kinetic energy andit seems a good expression

in terms of the density can’t be found either. The solution isto make some use of

the wave-function, in the same manner as Hartree-Fock, and some use of the density.

The combination of these two approaches is known as Kohn-Sham density functional

theory.

2.4.4 Kohn-Sham DFT

Use of the wave-function is prohibited by its complicated many body nature. The

process was made easier by considering a non-interacting system of electrons and then

adding the interactions in a mean field manner.

Heff =
Nel
∑

i=1

−∇2
i

2
+

Nel
∑

i=1

Vave(ri) +
Nel
∑

i=1

Veff(ri) (2.65)

=
Nel
∑

i=1

[

−∇2
i

2
+ Veff(ri)

]

=
Nel
∑

i=1

h(ri) (2.66)

If the interactions can be treated in a mean-field way, the Hamiltonian can be written

as a sum on one-electron operators.

h(ri)ψa(ri) = ǫaψa(ri) (2.67)

As seen in the previous section, this means that for a system with two electronsa and

b, one acceptable form of solution to this Schrödinger equation is a Hartree-Product.

The great advantage of Kohn-Sham DFT is that both the densityand the kinetic energy

expression can be rewritten almost exactly in terms of the single-electron orbitals of a

Slater determinant. First, it can be shown that the density of a system can be written in

terms of the single-electron orbitals

n(r) = 2
N/2
∑

i=1

|ψi(r)|2 (2.68)

The approximation this is making is known as the Kohn-Sham ansatz. It says that the

exact density can be replaced by the density from a non-interacting electron system.

Not only does this allow the density to be written as above, but also it gives a way of
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calculating most of the kinetic energy.

〈ΨAE|−∇2

2
|ΨAE〉 ≃ 〈ΨSD|−∇2

2
|ΨSD〉 =

N
∑

i ǫ occ

〈ψi|
−∇2

2
|ψi〉 (2.69)

It is assumed that a single Slater determinant gives a good approximation to the wave-

function and hence that the kinetic energy of a single Slaterdeterminant calculated us-

ing the non-interacting electron orbitals as shown above, gives a good approximation to

the real kinetic energy. By making use of the density and the Slater determinant wave-

function or non-interacting orbitals, it has been possibleto get accurate expressions for

almost all the quantities needed. It is important to note that a Slater determinant is

not the only possible anti-symmetric wave-function and thus using it does not imply

that DFT contains the exchange effects exactly. Neither is the approximation for the

kinetic energy enabled by a Slater determinant, the exact kinetic energy. This and the

other missing many body effects, are included via the exchange-correlation energyExc

described in section 2.4.7.

2.4.5 Minimizing Kohn-Sham Energy

The final expression for the Kohn-Sham energy is:

E[n] =
Nel
∑

i=1

∫

ψ∗
i (r)(

−∇2

2
)ψi(r)dr + EJ [n] + Eext[n] + Exc[n] (2.70)

This expression needs to be minimized subject to the condition that the orbitals re-

main orthogonal, or equivalently that the density integrates to the correct number of

electrons.

ΩKS[n] = EKS[n] − 2
Nel/2
∑

i=1

Nel/2
∑

j=1

ǫij

[∫

φ∗
i (r)φj(r)dr − δij

]

(2.71)

Minimizing each of these terms gives [37]:

HKSψj(r) = ǫjψj(r) (2.72)

HKS =

[

−∇2

2
+ VKS(r)

]

(2.73)

VKS(r) =
∫

n(r′)

|r − r′|dr + Vext(r) + Vxc(r) (2.74)

So this energy expression, when minimized, produces another Schrödinger like equa-

tion. This time however it uses single-electron, instead ofmany-electron, wave-

functions. The following sections will discuss how to solvethis computationally to

and produce accurate ground state energies.
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2.4.6 Self-Consistency Using Single-Electron Orbitals

The equations resulting from the minimization of the energyare another set of single-

particle Schrödinger equations. These define the single-electron orbitals which corre-

spond to the minimum energy for the potential used in the energy expression above.

Finding these orbitals is a simple matter of expressing themin terms of a basis and then

diagonalizing the Hamiltonian, or more often in practice using a conjugate gradient

energy minimization, to find the eigenvectors. This can be done for example by using a

set of atomic centred functions as in the Hartree-Fock method or a linear combination

of plane waves as is the case in some density functional codes. When the wave-function

is represented in a basis, the Schrödinger equation above is turned from a set of linear

equations into a matrix equation. To find the coefficients of the basis functions the

Hamiltonian matrix must be diagonalized to give the eigenvectors and eigenvalues.

However, as the potential above depends on the electronic orbitals via the density,

this is not the end of the process and these are not the ground state orbitals. Instead

self-consistency between the orbitals and the density mustbe achieved. This is done by

using the orbitals to build the new density that they correspond to via the equation:

n(r) = 2
N/2
∑

i=1

|ψi(r)|2 (2.75)

This density will be different to that initially input into the energy expression. A new

input density is got by taking the output density and mixing it with the input density to

create the density used in the next step. For example, a crudeform of mixing scheme

could be:

(α− 1)n0 + αni = nNew (2.76)

Actual mixing schemes, such as Pulay mixing [41], are more complex and there are

often special preconditioning schemes, such as Kerker preconditioning [42], to aid con-

vergence. By scaling the contribution of each wave component by k2

k2

0
+k2 they are able

to reduce the contribution from small wave-vectors and improve convergence of the

conjugate gradient schemes. Eventually the densities willbecome self-consistent with

the Kohn-Sham potential and the output density will correspond to the density created

by the orbitals generated by the minimization.
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2.4.7 Exchange Correlation Functionals

The exchange-correlation termExc is the energy contribution from the quantum effects

not included in the Coulomb repulsion and (single-particle) kinetic energy. The exact

form of this expression is unknown. For one system, the homogeneous electron gas,

the exchange term can be calculated exactly. This is then used as the basis for the

expression in other systems, via the local density approximation [37]

ELDA
xc [n] =

∫

drn(r)ǫhom
xc n(r) (2.77)

For the homogeneous electron gas the exchange energy is given by.

ǫx =
−e2
4πǫ0

3

4
(
3n

π
)1/3 (2.78)

This enables the exchange-correlation potential, needed for the Kohn-Sham Hamilto-

nian, to be calculated by differentiation ofExc with respect to the density. As the ex-

change energy scales asǫ ∼ n1/3, the potential is given in a local density approximation

as:

Vxc =

[

ǫxc + n
∂ǫhom

xc

∂n

]

(2.79)

Vx(r) =
4

3
ǫhom
x (n(r)) (2.80)

There is no exact expression for the correlation energy. An approximation is given

by Wigner [37], but more often values are tabulated using results from exact quantum

Monte Carlo simulations.

The first extension to the local density approximation, is toinclude some form of

non-locality via the gradient of the density. This can improve the functional’s perfor-

mance greatly by helping to account for fast varying changesin the electron density not

well described by the local density approximation.

EGGA
xc =

∫

drǫxc(n, |∇n|) (2.81)

Semi-local approximations, such as PBE [43] and PW91 [44], have been particularly

successful. However, further improvements can be made, although at additional com-

putational cost. So called hybrid-functionals, aim to eliminate some of DFT’s most sig-

nificant problems, such as the self-interaction error. Initial schemes simply averaged the
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Hartree-Fock exchange expressions and DFT exchange-correlation functionals. How-

ever, currently one of the most advanced commonly used work-horse functionals, is the

B3LYP functional [45–47].

EB3LY P
xc = (1 − a)ES

x + aEHF
x + bEB88

x + cELY P
c + (1 − c)EV WN

c (2.82)

These expressions are in effect taking portions of different functionals and mixing them

together. The constantsa, b, c are chosen in an empirical fashion, by altering them

until the functional is able to most accurately reproduce the equilibrium bond lengths

and formation energies of a defined test set of small molecules. With the ability to

accurately reproduce these, the performance for larger more complicated systems is

improved too. These functionals are usually more costly to implement however, as the

exchange term will usually scale asN4.

So far the exchange correlation functional has not considered the spin of the elec-

trons. Electrons can be either spin-up or spin-down:

σ(r) = n↑(r) + n↓(r) (2.83)

The exchange correlation potential will then be different for the two spins. This leads

to a spin dependence for the single-electron wave-functions and Kohn-Sham orbital

eigenvalues.

HKSψσ
i = ǫσi ψ

σ
i (2.84)

2.4.8 Calculating Forces

It has been described how DFT is used to find the ground state energy and density of a

system of atoms. Once this has been found, the forces on the atoms can be calculated

and the minimum energy geometry of the system found by progressive minimization.

Calculation of forces is done formally via the expression

F = −∇RE(R) (2.85)

The energy of the system is the expectation value of the Hamiltonian. The coordinates

of the nuclei are parameters in the energy expression and so the Hellman-Feynman

theorem can be used to calculate an expression for the force.

∂E

∂R
= 〈ψ|∂Ĥ

∂R
|ψ〉 (2.86)
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This equation is only valid when the wave-function is an exact eigenstate of the Hamil-

tonian. If the basis functions are dependent on the atomic positions, then there will be

additional terms from the Pulay forces [48]

2.4.9 Stresses and Strains

As will be seen in section 2.5.3, when simulating a system theconcept of the unit cell

of a periodic system is often employed. The unit cell is defined by the vectorsa1, a2, a3

and is periodically repeated to construct the full system. Consider a strain on the system

ai → a′
i, wherea′

i = ai +
∑

β ǫα,βai,β. Here,ǫα,β is a 3 × 3 matrix called the strain

tensor. Anti-symmetries in this matrix would simply correspond to rotations, therefore

it assumed to be symmetric. The positions of atoms in the strained cell are shifted to

R′
i,α = Ri,α +

∑

β

ǫα,βRi,β (2.87)

and the stress tensor is given by

σα,β =
∂ETot

∂ǫα,β
(2.88)

The system being simulated is only in complete equilibrium when the forces on all

atoms inside the cell are zeroand when all components of the stress on the unit cell

vectors are zero. Therefore, the unit cell vectors must be altered in conjunction with

the atomic positions until this is the case andσα,β = 0.

2.5 Basis Sets

To solve the single-particle Kohn-Sham equations, the single-electron wave-functions

must be expanded in terms of a basis. This transforms the series of integro differen-

tial single-particle Schrödinger equations, into a matrix equation which can be solved

computationally in an efficient fashion.

2.5.1 Atomic Orbitals

Atomic orbital basis sets offer a simple intuitive way to solve the equations of DFT.

They are usually derived from solutions to Schrödinger equation for an isolated atom.

The radial solution gives functions of the form

R(r) = e−r/na0rlLn (2.89)
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whereLn are the Laguerre polynomials. These functions can be used somewhat di-

rectly in the form of Slater orbitals. Often however, Gaussian orbitals are used to

facilitate computation of integrals. As the product of a Gaussian is a Gaussian, four-

centre integrals reduce to just two-centre integrals. These functions differ depending

on the angular momentum channell. They are multiplied by the spherical harmonics,

Yl,ml
(θ, φ).

2.5.2 Plane Waves

The Kohn-Sham wave-functions can also be represented as a linear combination of

plane waves.

ψn,k =
1

Ω

∑

G

cG,n,ke
iG.r (2.90)

Plane waves have been a success for a number of reasons. They are not biased by the

form of the system or the types of atom within it. They enable the use of fast Fourier

transforms, to move between real space and k-space, making some operations much

faster. In addition they allow calculation of the forces to be done straight-forwardly.

As the plane waves do not depend of the position of the atoms, the Hellman Feynman

theorem can be used to calculate the forces directly. The useof plane waves is moti-

vated by the Drude-Sommerfield model. This shows that electrons in a system without

ionic cores, will have plane waves as their eigenfunctions.That is, plane waves are

eigenfunctions of the homogeneous electron gas. Therefore, the real wave-functions

produced when including the effect of the cores, should be somewhat similar to plane

waves, as in the nearly free electron model. The difference is taken into account by

building up the wave-function from many different plane waves using Fourier analysis.

2.5.3 Periodicity

Simulating an isolated system containing few atoms is straightforward. But often it is

required to simulate a bulk solid material, which would require a great many atoms.

However, this can be avoided by simulating a unit-cell of thesolid and periodically

repeating this in all 3 spatial dimensions. Surfaces can be simulated in a similar way,

by leaving a vacuum gap in one of the dimensions. By leaving vacuum gaps in all 3

dimensions, an infinite set of isolated systems is in effect being simulated. As well

as enabling the simulation of bulk solids and surfaces, periodic boundaries also have



2.5. Basis Sets 50

some computational benefits. When a periodic system is beingtreated, Bloch’s theorem

can be applied. This states that the eigenfunctions of the Schrödinger equation with a

periodic potential can be written as

ψn,k = un,ke
ik.r (2.91)

whereun,k has the periodicity of the underlying lattice. These are theeigenfunctions

of the wave equation with a periodic potential. The Bloch function un,k is defined

as having the period of the lattice. Therefore, like any periodic function, it can be

expanded using a Fourier series of terms that are the reciprocal lattice vectors. For

example, as a series of plane waves with wave-vectorsG equal to the reciprocal lattice

vectors of the periodic lattice.

un,k =
∑

G

ũG,n,ke
iG.r (2.92)

There are of course an infinite number of reciprocal lattice vectors defined by an infinite

lattice. However, the higher frequency components of this plane-wave expansion for

the Bloch function, are less important due to their higher curvature. Therefore, to a

good approximation the expansion can be truncated at a certain cut-off. Note, that this

truncation is required and determined by the amount of processing power and memory

available for the calculation. Thus only components with

|k + G|2 h̄2

2me
< ECut (2.93)

are included. The effect of the cut-off is to produce a less accurate wave-function and

hence a higher energy of the system. Systems should be testedfor convergence to

ensure that the effects of the truncation are not affecting the conclusions drawn from

the calculation. Putting the expansion for the periodic Bloch function into the Bloch

theorem expression of equation 2.91, gives:

ψn,k =
1

Ω

∑

G

cG,n,ke
iG.r (2.94)

This expression is simply a linear combination of plane waves. The original wave-

function which was spread over the infinite space of the periodic lattice has been trans-

formed into a wave-function localized inside just one of theperiodic cells. However,
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this wave-function must be calculated at an infinite number of k-points. This need can

be circumvented by imposing Born von Karmen boundary conditions.

ψ(r +Niai) = ψ(r) (2.95)

And using Bloch’s theorem 2.91

ψ(r +Niai) = e(iNiki.ai)ψ(r) (2.96)

The only k-values for which this is true are those which give the argument of the expo-

nential a value of2nπ.

ki =
Integeri

Ni
gi (2.97)

Thus there are an infinite set of infinitely close together k-points, if the number of cells

Ni considered in the calculation is infinite. However, the energy is a smooth function

of the wave-vectork and the Bloch wave solutions are unique only up to a reciprocal

lattice vector. Therefore they can be fully described usingjust their components in the

first Brillouin zone and the wave-function can be approximated by the average of its

value at a finite number of k-points within this. Sometimes itis enough to take the

average of the two equivalent Gamma pointsk = 0, andk = π
a
. This transformation

from real space into k-space is in effect numerical samplingand greatly simplifies the

plane-wave formalism. Care must be taken as k-point sampling is more complex and

important when dealing with systems with highly curved Fermi-surfaces, such as a

nearly metallic system, which will then require more k-points to sample accurately.

2.5.4 Pseudo-potentials

Near an atomic nucleus, the Coulomb potential becomes extremely strong. To balance

this the kinetic energy of the wave-function must also become very large and conse-

quently the wave-function oscillates a great many times andrequires a huge number of

Fourier components to be accurately represented. This problem is avoided by using a

pseudo-potential. In most situations the core electrons donot play an important role

in the bonding of an atom, as they are highly localized aroundthe nucleus. Only the

valence electrons are involved in bonding. It is therefore agood approximation to take

the core electrons in any system to have the same distribution as they would in an iso-

lated atom. That is, solutions of the radial Schrödinger equation multiplied by spherical
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harmonics. The interaction between the core electrons and the valence electrons is then

approximated by what is known as a pseudo-potential, ratherthan being treated exactly.

It is also possible to treat this interaction exactly using the projector augmented wave

method, as discussed in section 2.5.5. But first here, the pseudopotential approximation

is discussed.

There are several advantages to the pseudo-potential approach. First, it results in

less electrons needing to be considered by the calculation and thus reduces the compu-

tational cost, as there are less Kohn-Sham eigenstates and therefore fewer matrix ele-

ments to compute. Another advantage is that the core electrons constitute a large frac-

tion of the total energy. This energy can now be used as the base-line in a calculation

and so the energy minimization can be sensitive to the far smaller energy changes of

the valence electrons. The second advantage is that the creations of a pseudo-potential

that has the same effect on the valence electron wave-functions away from the core, but

allows them to be smooth within the core region, results in a dramatic reduction in the

number of plane waves needed to represent those wave-functions.

The main drawback of using a pseudo-potential in contrast toan all-electron

method, is that it compromises the universality of the method. A pseudopotential must

do its best to accurately reflect the interaction between core and valence electrons, in

all the different possible environments into which an atom could be placed. In a bulk

solid, as part of a molecule, when in a liquid and so forth. This is known as the trans-

ferability of the pseudopotential. In most cases it is not perfect and should be checked.

Transferability is particularly hard to achieve when an atom has many different possi-

ble charge states and therefore different possible numbersof bands. Often the correct

charge state will depend on the coordination of the atom, which changes according to

the environment. Titanium and Manganese are notable examples of important elements

that pseudo-potentials can have difficulty with.

There are various different kinds of pseudopotential. Norm-conserving pseudo

potentials ensure that the charge within the cut-off regionis equal to the charge of the

core electrons. This ensures that the core region of the atomis not greatly effected

by the surrounding environment and so aids transferability. There are ultra-soft pseudo

potentials, which result in smoother Kohn-Sham wave-functions and thus require fewer
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plane waves. Finally there is a method known as the projectoraugmented wave (PAW)

method which will be used in some of the studies in this thesis. This method is outlined

next.

2.5.5 The Projector Augmented Wave Method

The projector augmented wave method [49] is used extensively in the first half of the

thesis. An outline of the basics is given here, but as always the details of implemen-

tation are more complicated, see for example [50]. The advantages of both localized

basis sets and plane wave implementations have been described. The PAW method

however, combines the advantages of both basis sets. The PAWmethod uses plane

waves in the interstitial region between atoms and a localized basis close to the atoms.

This means that the method has access to the full all-electron wave-function and con-

sequently that it can be a more transferable method than a pure plane-wave implemen-

tation. As the PAW method contains all the electrons in the system, it has at least some

variational freedom in the core region that enables it to produce more accurate results

than a frozen core approximation. However, retaining the plane waves for most of the

system helps keep the computational cost down and retains the attractiveness of a sin-

gle convergence parameter, namely the plane wave cut-off. The PAW method also has

the straight-forward force calculation of the plane wave pseudopotential method.

In the PAW method a search is made for a smooth wave-function that is related to

the exact all-electron wave-function via a linear transformation:

|ψn〉 = τ |ψ̃n〉 (2.98)

Here, |ψn〉 is the fast oscillating all-electron wave-function that ishard to represent,

while |ψ̃n〉 is the smooth pseudo-wave-function that can be easily builtusing plane

waves. A transformation is searched for such that

τ = 1 +
∑

R

SR (2.99)

where the functionSR is defined in non-overlapping spheres centred around the atoms,

that is, the core region. Within this region, a partial-wavebasis|φR
i 〉 is constructed from

solutions of the Schrödinger equation for an isolated atom. For each of these functions,
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there is also a corresponding ‘soft’ partial wave|φ̃R
i 〉. These are chosen to match at the

edge of the regionR. A form for the wave-function can be derived:

|ψn〉 = |ψ̃n〉 +
∑

R,i

(|φ̃R
i 〉 − |φR

i 〉)〈p̃R
i |ψ̃R

i 〉 (2.100)

Which gives the linear transform as

τ = 1 +
∑

I

(|φI〉 − |φ̃I〉)〈p̃I | where I = (R, n, l,m) (2.101)

The transformation above is used to create a basis in which plane waves represent

the wave-function between the atoms and local functions (projectors), derived from

the plane waves, represent the wave-function close to the atoms. The PAW method

currently provides one of the best mixes of transferable accuracy and speed in density

functional calculations.

2.6 The DFT+U Method

2.6.1 A problem with semi-local DFT

The pseudo-potential approximation struggles in situations where the valence electron

wave-functions do not contain a node, 2p noble metals and 3d transition metals for

example. In these cases, the pseudo wave-functions are verysimilar to the all electron

wave-functions and since these wave-functions are strongly localized in the core region,

a large number of plane waves is required to represent them. In addition, due to the

approximate nature of the exchange-correlation functional, DFT has some systematic

failings. Although these do not often cause the ground stateenergy or geometry of a

system to be hugely incorrect, they do often greatly change the spin state energetics.

The problem in DFT arises from the self-interaction error introduced by the mean-

field treatment of the Coulomb potential. This results in every electron in the system

repelling not only all the other electrons, but also itself.This results in the charge

density being overly delocalized across a system. In HF, theexact exchange cancels

this. But in DFTExc is approximate and therefore some self-interaction error remains.

In effect, the on-site repulsion is not accounted for accurately. Thus electrons are able

to delocalize themselves across multiple atomic sites moreeasily. DFT is unable to

reproduce the characteristics of a Mott insulator, for example. The main aim of DFT+U
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method is to improve DFT’s physical description of some systems, without increasing

the computational cost too greatly.

2.6.2 A Basic Way to Correct

The most serious problem to correct is the lack of correlation between unpairedd and

f electrons. A correction therefore needs to be added to theseelectrons. As the over

delocalization of electrons is equivalent to the lack of an on-site Coulomb repulsion,

inspiration is taken from the Hubbard model and an on-site term is added to the Hamil-

tonian to correct this. The Hubbard model is:

H = T
∑

<i,j>

∑

σ

c
†
iσcjσ + U

∑

i

ni↑nj↓ (2.102)

The first term is the hopping integral and the second is the on-site Coulomb repulsion.

In effectT gives the chance of making a hop from one site to another andU mimics

the screened Coulomb repulsion between electrons. The sum〈i, j〉 is taken over just

nearest neighbour lattice sites.ci,σ are the creation operators for putting an electron of

spinσ into an electronic orbital at the ith lattice site (each orbital can hold two elec-

trons). The sum is only over thed-electrons of the system, which are the only ones for

which this correction is added. It is theU term, which localizes electrons, that is used

to correct DFT. By including a term of this form in the Hamiltonian, an extra ener-

getic penalty can be added to discourage electrons delocalizing across multiple atomic

sites in the system. In addition a second term must be included which is essentially

the mean-field interaction of DFT for thed electrons, put into a Hubbard-like form, to

remove the double counting of the interaction.

ELDA+U [n] = ELDA[n] + EU [nσ
i ] − EDC [nσ

i ] (2.103)

ELDA+U [n] = ELDA[n] +
U

2

∑

i6=j

ninj − U
N(N − 1)

2
(2.104)

(2.105)

This expression can be differentiated [51] to give the eigenvalues of the orbitals.

ǫi =
∂ELDA+U

∂ni
(2.106)

= ǫLDA
i + U

∑

j 6=i

nj −
U(N − 1)

2
− UN

2
(2.107)
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= ǫLDA
i + U(N − ni) − UN +

U

2
(2.108)

= ǫLDA
i + U(

1

2
− ni) (2.109)

whereN =
∑

i ni has been used. Note that this expression does not yet includethe

exchange contribution. With this included, the double counting term is actually

Edc =
UN(N − 1)

2
− J

2
(N↑(N↑ − 1) +N↓(N↓ − 1)) (2.110)

However the DFT+U formulation used in this thesis, from Dudarev [52], is simplified

such that only the difference(U − J) is meaningful. Therefore the role ofJ is not

discussed further.

The equations above show that the energy will be lowered if anorbital is less

than half occupied, and raised if it is more than half occupied. This results in the less-

than-half-occupied orbitals being favoured. As more-than-half-occupied orbitals would

require electrons to have opposite spin, favouring less-than-half-occupied orbitals also

results in higher magnetic moments in most cases. It often has the effect of opening up a

gap at the Fermi level to give an insulator, where DFT has incorrectly predicted a metal.

Another way to think of the correction is as follows; when an electron is delocalized

across a system, it comes close to electrons on other atomic sites, and will have to adopt

the opposite spin direction in order to occupy the same orbital as them. This results in

the overall magnetic moment dropping. When electrons are localized to their own site,

they all have their own orbital and so can all point in the samedirection increasing the

magnetic moment. Parallel magnetic moments are favoured asthey give a symmetric

spin wave-function. As the overall wave-function must be antisymmetric, this results

in an antisymmetric spatial wave-function. For this wave-function the electrons are

further apart on average and therefore, lower in energy. It is important to note that

the parameterU must be fitted to ensure that the system matches certain experimental

results, for its spin state energetics for example. Once a value for U has been found

for one specific system, it can then also be used as a correction in similar situations

with reasonable confidence. In particular it must be checkedthat the description of a

system provided by the DFT+U method, is not overly sensitiveon the parameterU . It

should also be noted that the parameterU suitable for a given system, will vary with

the particular implementation of DFT used.
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There are many other ways to reduce the effects of the self-interaction error and

improve the results given by DFT methods. Functionals that include portions of exact

Hartree-Fock exchange will have reduced self-interactionerrors. Similarly there are

fully self-interaction corrected implementations of DFT,though these can be signifi-

cantly more costly computationally. Another method, that will form part of the work

in this thesis is constrained DFT. This method can force electrons within a system to

localize in specific places. In all systems it is a case of picking the method that best

provides a route to the answers sought about the system, for amanageable cost.

2.7 Theoretical STM Imaging

2.7.1 Electron Tunneling

The scanning tunneling microscope (STM) discussed in chapter 1, functions by apply-

ing a voltage, of2 − 3V in the case of the semi-conductor, or50 meV in the case of a

metal, across a tip and a sample surface separated by a small vacuum region. Electrons

from the tip can quantum mechanically tunnel through this vacuum region into the sam-

ple, or vice versa, creating a current that can be measured. The tunneling probability

depends exponentially on the separation between the tip andthe sample and therefore

this setup gives excellent topographic resolution. The main limitation of STM imaging

is that it does not produce a map of either the atomic charge density, or of the height

of the sample. Instead it gives a picture that is a combination of the structural and

electronic properties of the sample. Consequently it is notalways straight forward to

identify the underlying structure from an experimental STMimage. Theoretical meth-

ods which can model possible structures and then produce a simulated STM image to

compare with experiment are desirable. Density functionalcalculations can be used to

produce simulated STM images [27, 28]. This technique will be used extensively in

the first half of the thesis and an understanding of it will be useful. First, an assumption

is made that the tip and the sample can be treated as two weaklycoupled systems. The

total Hamiltonian is then:

Ĥ = Ĥ1 + Ĥ2 + V = Ĥ0 + V (2.111)
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whereĤ0 is the Hamiltonian of the two sub-systems andV is the perturbation that

describes their coupling. Unless a tight binding model is used, whereĤ1 andĤ2 are

localized entirely on the surface or tip, then there is a problem. The kinetic energy term

in this equation is effectively included twice.

2.7.2 Bardeen and the Transfer Hamiltonian

Instead the problem must be solved using two sets of states which are eigenfunctions

of the isolated tip or sample. Each of these states only solves the Schrödinger equation

in a certain area of space (the two could overlap). This meansthat between the two

there is a surface along which we can take the potential to be zero, that is, a vacuum.

Bardeen then proposed that:

Mi,j =
∫

drψ∗
i (Ĥ − E0)ψj (2.112)

The rate of tunnelling can then be got using Fermi’s golden rule

Γi,j =
2π

h̄
|Mi,j|2δ(Ei −Ej) (2.113)

In order to evaluate the actualMi,j Bardeen [53] used integration by parts to give:

Mi,j =
h̄

2me

∫

S
d2r[ψ∗

i (r)∇ψj(r) − ψ∗
i (r)∇ψj(r)] (2.114)

S is a surface between the surface and the tip. In effect the DFT calculation generates

theψi and then integral is used to give the value ofM .

2.7.3 Tersoff-Hamann

Tersoff and Hamann transformed the unwieldy equation aboveinto a simpler expres-

sion that can be more readily calculated. They made some assumptions in the process

which are as follows [54]: First that it is sensible to use perturbation theory to model the

tip-sample interaction. Then that there is a region betweenthe tip and the sample where

the tip-sample potentials cancel and the potential becomeszero. Also that the main tip

state is an s-state. Then the asymptotic form of the surface wave-function and the tip

s-state can be used to perform the integration. Together these led to the expressions for

the matrix element and tunneling current [55].

→Mi,j =
h̄2

me
2πΩ

−1

2

tipReκRψj(r0) (2.115)

I = A
∑

sample states j

|ψj(r0)|2 (2.116)
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whereκ is the decay length of the tunneling electron,R is the radius of the s-state of the

tip andΩ is its solid angle. The Tersoff-Hamann expression essentially states that the

current is proportional to the local density of states in thesample. This is determined by

the the presence of an atom and the electron charge distribution around it. Thus again

it is emphasized that the image contains both topographic and electronic features.



Chapter 3

Haem on the Si(111):H Surface

3.1 Introduction

Chapter 1 described the importance and potential benefits ofstudying molecules on

surfaces for use in surface science and nanotechnology. Porphyrin molecules and the

silicon surface were highlighted as particularly important systems. In this chapter, a

study of the functionalized iron porphyrin haem(b) on the hydrogen terminated Sili-

con (111) [Si(111):H] surface is performed in order to investigate and understand the

interaction between molecule and surface, interpret how this may affect the molecules

potential for different applications and provide guidanceto experimental work currently

being performed on this system.

3.1.1 Haem and Iron Porphyrins

The biological molecule haem(b) consists of an iron porphyrin with a number of side

chains. Haem acts as an electron transfer co-factor in the respiratory protein cy-

tochrome(c) [56]. It is also involved in regulating the release and uptake of oxygen from

the bloodstream as part of the protein haemoglobin [22, 57].The role played by the

molecule in these important biological functions has led tomuch computational work

being performed on haem, and iron porphyrins in general, partly to assess their poten-

tial for use in technological analogues of these systems [58–60]. The magnetic moment

of the central atom and its complicated spin state energetics, have resulted in iron por-

phyrins being explored as potential switches or molecular memory devices [14, 61]

as well as conducting nanowires [62, 63]. In turn, this resulted in the molecule’s sur-

face properties being characterized on a number of surfaces, such as Ag(111) [64] and
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Au(111) [65].

In addition, recent experimental work has proposed decorating amyloid fibrils with

haem molecules in the hope of creating a conducting nanostructure [66]. Whilst it was

possible to decorate the fibrils with haem, it was found that the haem molecules are

no longer able to support charge transport once attached. Tofurther understand the

electronic structure of the haem molecule while on a surfaceand to look for ways past

this problem, it is desirable to carry out STM investigations of haem on a surface.

Experimental collaborators have performed work that attempted to image haem on the

Si(111):H surface. However, this has also proved difficult,as it has a high mobility

when on a passivated surface such as Si(111):H [67].

3.1.2 The Si(111):H Surface

The Si(111):H surface is chosen in particular to facilitateexperimental collaboration.

It is inert and easy to handle experimentally, as the hydrogen layer prevents impuri-

ties from binding to the surface. It is also easy to prepare, only requiring the clean

Si(111) surface to be immersed in a Hydrogen Fluoride solution, to provide the surface

Hydrogen layer. Its relation to the much used Si(001) surface also makes it somewhat

relevant. Si(111):H is also a good choice from a computational perspective as it has a

simple (1×1) reconstruction, unlike the clean Si(111) surface which has a complicated

(7×7) reconstruction that requires a large computational cellto capture.

Most importantly, the presence of the hydrogen layer also offers a way to tune

the interaction with the surface, via the removal of individual hydrogen atoms from the

surface allowing the haem to interact with the resulting dangling bond. A number of

recent experimental works have shown that porphyrin and phthalocyanine molecules

can be tethered to a passivated surface by creating defects in the surface’s hydrogen

layer [68, 69]. The dangling bond created by the removal of a hydrogen atom from

a passivated surface, can form a bond with an atom of the porphyrin. This results in

the molecule being pinned to the surface, which is potentially useful for a number of

reasons. First, it could hold a molecule in place and facilitate STM imaging. Second,

if a series of defects were created at desired positions using an STM tip, a pattern of

porphyrins could be built up to suit a particular application, for example a nanoline. In
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this chapter a density functional theory study of haem on theSi(111):H surface is per-

formed, both to study the electronic structure of the molecule whilst it is on the surface

and to investigate whether creating defects in the surface’s hydrogen layer allows the

molecule to be pinned in position.

3.2 Methods

3.2.1 Haem Molecule

Here the computational method used, calculation parameters and the degree of calcula-

tion convergence are discussed. The calculations in this chapter are performed using the

plane-wave code VASP [70, 71], working with the projector augmented wave (PAW)

method [49]. The calculations use a plane-wave cut-off of 325eV and a GGA-PW91

[44] exchange-correlation functional. A cell size of23Å×20Å×38Å, is used. This

gives at a16Å vacuum gap between the adsorbed haem and the next periodic slab im-

age. The Brillouin zone is sampled at just the Gamma point, enabling a halving of the

memory and doubling the speed of calculation for tolerable loss of accuracy in such a

large cell. The electronic minimization procedure had a tolerance of1 × 10−6 eV and

the ionic force minimization a tolerance of0.01 eVÅ−1. The unpairedd-electrons of

the iron atom in a haem or iron porphyrins molecule, often make DFT produce incor-

rect spin state energetics for these systems [58, 72]. As described in chapter 2, this can

be partially remedied by using the DFT+U method [51, 73] which in VASP is imple-

mented using the Dudarev formalism [52]. Calculations hereillustrate the effect of the

DFT+U method and then go on to use it in the rest of the calculations. The method was

used with parametersU = 4eV andJ = 1eV, which were found to be accurate for iron

porphyrins in [58].

Convergence tests were carried out to ensure that calculations are performed ac-

curately without using wastefully large parameters that would be a great hindrance in

such a large (384 atom) system. As stated in chapter 2, one of the most important con-

vergence parameters in a plane wave density functional codeis the largest reciprocal

lattice vector that is included in the expansion of the periodic Bloch wave-function, or

equivalently the energy cut-off. In DFT, convergence of absolute energies is extremely

slow, usually requiring a very high cut-off and many plane waves. However conver-
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gence of energy differences is rapid. As this is the important factor in many studies,

for example binding energies and such like, most calculations look to converge energy

differences. Figure 3.1, shows a graph of the energy difference∆Eµ=0,2 between the

µ = 2µB state and theµ = 0µB state of the haem molecule. This is important to get

accurate to ensure the correct state is identified as the ground state.∆Eµ=0,2 was found

to change by30 meV between performing the calculation with325 eV and400 eV

cut-offs. This is certainly enough to identify the correct ground state and sufficient for

the purposes of the study here, which will investigate the broad features of the binding

regime.

3.2.2 Silicon Surface

To model the Si(111):H surface, a 6-lattice-plane (1 × 1) reconstructed slab was used.

The bottom two layers of silicon atoms were fixed in their bulkpositions. Both the

upper and lower surface were passivated with hydrogen. To study molecular adsorption

onto the surface, the separation between the molecule and the next periodic slab image

must be sufficiently large and as stated, this was at least16Å. The change in energy

with vacuum gap is plotted in figure 3.1 and shows that this is sufficiently converged.

The surface was sampled at the gamma point. Again, while total energies are slow

to converge, energy differences between a normal Si(111):Hsurface and one with a

defect were found to be converged to within30 meV of those from a4× 4 × 1 k-point

sampling calculation, which is sufficient to capture the broad adsorption features in this

investigation.

Throughout, binding energies between the molecule and surface were calculated

using the following formula, which equates a positive∆Ebind with an attractive inter-

action.

∆EBind = EIsolatedHaem + ECleanSurface − EComplex (3.1)

When simulating a surface, it is important to ensure that themodel used is able to

accurately capture the structural relaxations of a real surface. Yet at the same time,

it is beneficial to have the surface as thin as possible, as this reduces the number of

atoms needed in the simulation dramatically. With the thin layer under consideration

surface energies are converged to within0.05 eV of a 12-lattice plane slab, which will
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be sufficient for this investigation. As described in chapter 2, the creation of theoretical

STM images is an important aspect of computational surface science. Here the program

bSkan [27, 28] was used in the Tersoff-Hamann [54] approximation, with bias voltages

of ±1.5V to produce images of empty and filled states respectively. All images were

produced using the OPENDX visualization program, atWWW.OPENDX.ORG.

Figure 3.1: Left: Change in the energy difference between haem statesµ = 2µB and

µ = 0µB, with plane wave cut-off. Right: Change in the total energy with vacuum gap,

of the Si(111):H surface.

3.3 Results

3.3.1 Isolated Haem

Before adsorbing the haem onto the surface, an accurate gas phase structure for the

molecule must be produced. This can then be used to correctlysimulate how a gas

phase molecule will act when approaching the substrate. Theequilibrium structure

produced by a gas phase DFT+U calculation is shown in figure 3.2. The central ring

of the haem remains planar, kept so by the de-localizedπ-electrons, while the oxygen

legs tilt slightly out of plane. Even if initially displaced, the iron atom relaxed back

into the plane of the porphyrin. The Fe-N bond length was2.01Å, in agreement with a

previous study using the DFT+U method and this exchange-correlation functional [60].

This gives confidence that the geometric features of the haemare not adversely affected

by the smaller cut-off chosen to facilitate the larger on-surface simulations later. The

haem molecule was found to have a magnetic moment of2µB, which arises from two

unpaired electrons in thed-orbitals. Figure 3.2 shows that the spin distribution is cen-



3.3. Results 65

tred on the central iron atom. This again agrees with calculations on iron-porphyrins

performed using semi-local DFT functionals (PW91 and PBE) in [60]. This is expected

as the iron atom in haem is still 4-fold coordinated. Changesin the magnetic moment

usually only arise through the coordination of extra ligands to the central metal atom.

When considering binding of the haem to the surface, the orbitals closest to the

Fermi level will play the most important role. These are plotted in figure 3.3. They

are conjugated across the molecule with a component also on the central iron atom.

The central atom appears to havedyz anddxz orbitals. None of the orbitals in figure

3.3 contain thedz2, which has a large out of plane component and is therefore most

likely to be able to interact with the surface below. In some porphyrins this orbital has

been found to be close to the Fermi energy [72] and therefore likely to interact with the

surface.

Figure 3.2: Left: Equilibrium structure of isolated haem molecule. Right: Charge

(green) and spin (red=up, blue=down) isosurfaces. All isosurfaces are plotted at 0.01

e− Å−3 and use the DFT+U method.

Density of states plots for both the DFT+U and conventional DFT methods are

shown in figure 3.4. There is a clear shifting of the occupiedd-orbitals to a lower

energy and of the un-occupied to a higher energy, when using the DFT+U method.

This phenomenon was explained in chapter 2 and follows from the expression for the

energy eigenvalue in a DFT+U method

ǫi = ǫGGA + U(
1

2
− ni) (3.2)

The main effect of this is to change the minority spin component from a metallic distri-
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Figure 3.3: From left to right, the HOMO-1, HOMO, LUMO and LUMO+1 orbitals

for the haem molecule simulated with the DFT+U method. Isosurfaces are plotted at

0.01 e− Å−3.

bution to a gapped one. Although the density of states changes significantly, both the

magnetic moment of the system and the geometry remain relatively un-affected.

The gas phase structure and properties of the haem molecule have been thoroughly

characterized. Haem was found to be similar both structurally and magnetically to an

un-ligated iron porphyrin studied by other groups. The effect of the DFT+U method

was investigated and found to produce marked changes in the density of states; though

in this case conventional DFT produces the correct magneticmoment of the ground

state as well. Previous work has looked at the effect of the DFT+U correction in more

detail, and ascertained that it better reproduces the ordering of spin orbitals observed

in experiments on iron porphyrins [58, 72]. Therefore the DFT+U method will be used

for the remainder of the chapter.

3.3.2 Perfect H Surface

Next the adsorption of the haem molecule upon the surface is investigated. There have

been a number of studies of similar porphyrin based molecules on surfaces, for example

[64, 65]. These find the molecule to be adsorbed in a planar geometry, particularly

when in isolation as opposed to high coverages. The haem was therefore adsorbed on

the surface in a planar manner as shown in figure 3.5, with the iron atom in turn centred

over each the three different adsorption sites shown in figure 3.6. The binding energies

are shown in the table 3.1. The largest is0.424 eV with the haem centred over a surface

hydrogen atom, site A. The haem was then adsorbed in a standing configuration as

shown in figure 3.6. This time was haem was found to have a binding energy0.114
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Figure 3.4: Density of states for thed-orbitals of the isolated haem molecule, shown

for DFT and DFT+U simulations. The DFT+U method is clearly seen to shift the filled

/ empty states down / up in energy. In the DFT+U case the presence of 4 occupied

spin-up orbitals and 2 occupied spin-down orbitals, can be seen clearly. These give the

molecule its overallµ = 2µB magnetic moment.

eV. By tilting the haem towards the surface by an angle of45◦, the binding energy

could be increased to0.159 eV. This indicates that when the haem does not prefer to

bind in a standing configuration. When it approaches the surface it should collapse into

a planar adsorption conformation. The situation may becomemore complex if there

is a high coverage of molecules on the surface. Then, there may be some benefit to

standing up cooperatively [74], or forming tilted stackingphases, as seen for copper

phthalocyanines [23]. The experiments on haem performed bycollaborators use low

coverages and therefore the molecule is likely to be adsorbed flat in this case.

As stated, the strongest binding for planar adsorption was over site A (0.42 eV)

with adsorption over sites B (0.32 eV) and C (0.36 eV) being slightly less well bound.

The equilibrium distance from the plane of the porphyrin to the hydrogen plane of the

surface was found to be3.25Å for site A, which is consistent with a previous work
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Figure 3.5: Here the planar adsorption configuration for haem on the Si(111):H surface

is shown. Left: From above. Right: Side view

[65]. To ensure that the haem had not adsorbed to a poorly bound precursor, a binding

curve was created and is shown in figure 3.7. To produce this, the iron atom was fixed

at various heights above site A and all other atoms were allowed to relax. The graph

shows that there is one shallow minimum at3.25Å. The molecule was found to have

rotational freedom on the surface. Rotations of45◦ about an axis through the iron atom

and perpendicular to the surface cost less than10 meV. From this it appears that, even

if it provides the majority of the binding energy, the C-N macrocycle of the porphyrin

does not have a preferred site on the surface. Only the central iron atom has a site-

specific interaction.

For all adsorption sites, the interaction between the molecule and the surface was

minimal. The density of states and spin distribution aroundthe molecule remained sim-

ilar and still produced a magnetic moment of2µB. These observations, together with

the low binding energy, are indicative of a weak interactionbetween the molecule and

surface with no covalent bonding component. This is the binding regime typically seen

in these systems. DFT is not able to capture the dispersive van-der-Waals interactions

thought to be important here [75]. The failure for dispersive interactions arises due to

the absence of long range correlation in the exchange-correlation functional and there

are a number of groups working on functionals to try and improve DFT’s description

of dispersive binding interactions [76, 77]. Nevertheless, as the haem repels the sur-

face very strongly when pushed close, it is probable that thebinding here is a different

regime compared to the strong adsorption of aromatic molecules onto clean silicon sur-
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Figure 3.6: Left: There are three distinct surface sites. (Band C differ due to the

differing depth of the underlying silicon atom. Site A has a hydrogen bound to the

silicon atom.) In some simulations this hydrogen atom was removed as shown. Right:

Simulations with the haem in a standing configuration were also performed.

faces, such as the adsorption of Benzene on Si(001) [78, 79].One way to investigate

the interaction with the surface is to look at the change in the haem molecule’s charge

distribution created by the nearby surface. A plot of the charge difference between the

on-surface haem and an isolated haem at the same geometry, isshown in the left panel

of figure 3.8. In this case there is little interaction and only the orbitals of the central

metal atom are slightly perturbed.

As described in the methods chapter, collaboration betweentheory and experiment

is extremely important in surface science. The principle tool for experimental investi-

gation is the STM and so here, theoretical STM images are generated as described in

the methods chapter, in order to guide future experimental work. Figure 3.9 shows sim-

ulated STM images of the haem on the Si(111):H surface taken at ±1.5V. The images

broadly reflect that shape of the isolated molecule’s HOMO and LUMO. There is a no-

ticeable symmetry change between filled and empty states, which mimics that between

the HOMO and LUMO. The contrast of the image is constant around the carbon ring

of the molecule, particularly in the case of the filled states. This indicates that the haem

has maintained itsπ−conjugated charge distribution when on the surface; electrons are

still de-localized around the molecule and not in definite double or single bonds. This
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Figure 3.7: Graph showing the change in binding energy with height from surface for

planar adsorption of haem on a perfect and defective Si(111):H surface. Line through

points is a cubic spline intended only as a guide to the eye.

keeps the molecule planar while on the surface.

The results in this section show that the haem should be visible in STM experi-

ments and distinguishable from the substrate. However, theweak binding with the sur-

face results in the haem having a very high mobility and explains why recent attempts

to image haem on Si(111):H have failed. As described in the introduction, some studies

have been able to tether molecules to dangling bonds on a surface thereby holding the

molecules in place. In the next section this phenomena is investigated theoretically. A

hydrogen atom is removed from the Si(111):H surface and the change in interaction

between the molecule and surface that this defect causes is investigated.

3.3.3 Defect Surface

The haem was adsorbed with the iron atom centred over the hydrogen defect above site

A, shown in figure 3.6. The overall magnetic moment of the cellincreased to3µB due

to the polarization of the dangling bond beneath the iron atom. The binding energy was

found to increase to0.54eV and the molecule-substrate separation decreased by 0.25Å

to 3.06Å. Again a binding energy curve was created, figure 3.7, by fixing the iron atom
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Figure 3.8: Charge difference plots for the perfect and defect surfaces. Left: Perfect

Surface. Right: Defect Surface. Green indicates areas where the isolated haem had

excess charge over the on-surface haem. Red indicates areaswhere the haem-surface

complex has excess charge. Isosurfaces are 0.1 e−Å3.

Figure 3.9: Simulated STM image of haem on the perfect Si(111):H surface. Bias

voltage±1.5V. Left, filled states. Right, empty states. Isosurface of 0.003 e− Å−3.

at various heights and this exhibited another shallow energy profile with a minimum at

3.00Å. The removal of the hydrogen atom has allowed the molecule to move closer to

the surface, but this has not dramatically increased the binding energy.

Previous experimental work has found that as well as the central metal atom, other

parts of a phthalocyanine molecule can bind to dangling bonds on a silicon surface [80].

Specifically, the dangling bond was able to hybridize with the de-localized electrons of

one of the benzene rings within a phthalocyanine. This tethered the molecule to the

surface, but allowed it to pivot around the bond. Simulations were also performed

with the defect centred under other haem atoms and beneath one of the 5 membered

carbon-nitrogen rings (referred to as R centred). However,these were found to produce

less strongly bound structures at larger separations from the surface. The results are
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summarized in table 3.1. From this point on, the study concentrates on adsorption of

the haem with the iron atom centred over the defect.

The important properties of a metaloporphyrin often originate from the electronic

configuration and geometric coordination of the central metal atom [22]. When on the

clean surface this was essentially unchanged from the gas phase case. While the inter-

action on the defect surface is still weak, the dangling bondof the surface does have

some effect, First, via the hybridization of the2p
z

orbitals of the underlying silicon

atom with the3dr2−z2 of the iron atom. A similar phenomena was observed in, for ex-

ample, Nitrogen atoms on Cu(100) surfaces [81]. The interaction between the molecule

and the surface has changed the spin distribution around thecentral iron atom. This can

be seen in figure 3.10, which also illustrates the polarization of the silicon’s2p
z

dan-

gling bond. Secondly, the surface has affected the charge distribution of the molecule.

The effect of this is also evidenced by the charge differenceplot of the right panel in

figure 3.8. The defect has allowed the molecule to sink closerto the surface. However,

the iron atom has had its charge pushed away from the danglingbond on the surface,

evidenced by the red lobe above and green lobe below, the ironatom. The situation is

reversed for the conjugated carbon ring of the molecule. Thegreen charge distribution

above the haem indicates that in isolation the molecule has more charge above its plane

than when on the surface. The red charge below the plane indicates that the presence

of the surface pulls charge of the molecule downwards. Both these points are further

indication that the binding seen in these cases if due primarily to the carbon-nitrogen

macro-cycle rather than a strong bond between the iron atom and the dangling bond.

Again STM images were created of the molecule on the surface and these are shown

in figure 3.11. The interaction with the dangling bond creates an observable change in

the appearance of the central iron atom. The rest of the appearance remains broadly

similar indicating that this change is not having a large effect on electronic structure of

rest of the molecule.

The binding of haem to the Si(111):H surface can be increasedby creating a de-

fect in the surface hydrogen layer. This allows the haem to sink slightly closer to the

surface when over this site. However, this causes only a negligible change in interac-

tion. The haem remained far enough away to prevent strong covalent bonding between
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Figure 3.10: Left: Spin distribution for haem on the perfectSi(111):H surface. Right:

For haem on defect Si(111):H surface. There is a clear difference in the spin distribution

around the iron atom, although both have a magnetic moment of2µB.

the iron atom and the underlying silicon and was still only weakly physisorbed. The

iron atom, even when pushed down to meet the dangling bond, returned to the plane

of the porphyrin ring. It is unclear whether the weak bindingis due to the iron atom

and silicon atom not being able to hybridize, or simply because the surface hydrogen

atoms prevent the molecule getting close enough. These force the molecule to distort

in an unfavourable way if it approaches too close to the surface. This would break the

aromatic de-localized structure of the pi-electrons around the porphyrin ring, costing

more energy than would be gained from the covalent bond. In the next section, the in-

teraction of a SiH3 complex with the haem molecule is investigated, in order to answer

these questions.

3.3.4 SiH3-Haem Complex

DFT+U simulations were performed on the SiH3-[Haem] complex shown in figure

3.12. The silicon bound to the iron atom with an energy of 1.24eV and bond length

2.33Å. The iron atom was displaced out of the plane of the haem to check if this was a

stable configuration, but it always relaxed back into the plane, regardless of the Si atom
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Figure 3.11: Simulated STM image of haem on the defective Si(111):H surface. Bias

voltage±1.5V. Left filled states, right empty states. Isosurface of 0.002 e− Å−3.

Figure 3.12: The optimized geometry for a SiH3-[Haem] complex.

position. The magnetic moment of the total system was found to reduce to1µB. Charge

transfer from the silicon atom to the iron atom created an extra spin down occupation

on the iron atom at−2eV as shown in the density of states figure 3.13. It is likely that

when on the surface the iron atom did not get close enough for this hybridization to

occur.

3.4 Conclusion

A density functional study of the iron porphyrin derivativehaem(b) on the Si(111):H

surface has been performed to investigate the effect of a surface on this molecules

electronic structure and to provide guidance to current experimental work involving

room temperature STM imaging of the molecule. This is done with a view to the

potential technological applications of haem in areas suchas molecular wires or nano-

storage, akin to recent applications demonstrated for ironporphyrins.

The molecule was found to physisorb onto the Si(111):H surface with a binding

energy of0.42eV and minimal disturbance to its electronic structure. Themolecule was
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Table 3.1: Summary of results for the binding energies, magnetic moments and sepa-

rations for different haem-substrate adsorption conformations.

Configuration Separationa Moment Binding

Surface Site (̊A) (µB) (eV)

Perfect

Site A 3.246 2.000 0.424

Site B 3.504 2.000 0.317

Site C 3.438 2.000 0.361

Standing 8.679 2.000 0.114

Tilted 8.421 2.000 0.159

Defect

Fe Centred 3.056 3.001 0.543

N Centred 3.089 2.275 0.418

C Centred 3.200 2.292 0.367

R Centred 3.153 3.000 0.457

a Distance from the central iron atom to upper hydrogen plane of surface.

visible on the surface in simulated STM images. It was found that creating a defect in

the hydrogen layer directly beneath the haem, increased itsbinding to the surface to

0.54eV and allowed it to move0.25Å close to the surface. Although there was some

electronic interaction between the surface dangling bond and the iron atom, no strong

covalent bonding was observed. This was not the case for an SiH3 molecule, which

bound to the haem strongly. This indicates that the interaction of the silicon surface

hydrogen atoms with the porphyrin macro-cycle is hinderingthe adsorption.

3.4.1 Future Directions

The removal of a hydrogen atom from the surface created a favourable binding site

for the haem on the surface, which is useful for two reasons. First, it may be that this

defect tethering can hold the molecule in position and enable room temperature STM

imaging. Second, there is great potential for using these sites to create useful patterns

of molecules. Using voltage pulses from an STM tip, Hydrogenatoms can be removed

from specific sites of semi-conductor surfaces. This technique has been demonstrated

for organic molecules on two silicon surfaces Si(111):H [80] and Si(001):H [69]. By
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Figure 3.13: Density of states of the iron atom and the silicon atom for an SiH3-[Haem]

complex.

removing hydrogen atoms from the surface in a line for example, porphyrins can be

adsorbed to the surface in long chains which may then act as a nanowire. A detailed

look at the electron interaction between the orbitals of theiron atom and those of the

dangling bond below would be useful. Higher accuracy quantum chemistry methods,

performed using smaller sub-units of the surface and haem molecule, may be better

suited to studying the exact spin state energetics in these systems.

3.4.2 Assembly techniques and Interaction Strengths

Creating patterns by removing hydrogen atoms from the surface and adsorbing

molecules can be considered as part of a factory assembly paradigm. Molecules are

chosen because in other situations, for example the gas phase or when in a bio-system,

they are known to have the right desirable electron transferproperties. They are then

encouraged to assemble into a useful structure such as a line. In the next section a

different case is looked at. The formation of nanolines is found to occur spontaneously

under certain conditions for some deposited materials. It is then a case of searching for

ones which exhibit useful electronic properties when assembled. This is coming at the

issue from a different direction. Lines of porphyrin molecules would be weakly bound,
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made by active construction and possess similar propertiesto the gas phase. Deposited

magnetic atoms would be strongly bound, be constructed via agrowth process, with

properties determined by the interaction with the surface.

Differing interaction strengths will also be contrasted. In this chapter there was

only a weak physisorption interaction between the haem and the surface. This has

the benefit of not disturbing the electronic structure, but of course makes assembly

challenging. In the next two chapters, systems are adsorbedonto clean surfaces and

much stronger chemisorption interactions are observed. These stronger interactions

result in more interesting and complex reconstructions of the surface and adsorbate, and

also alter the electronic structure more profoundly. This means that less information

about the electronic properties of the on-surface system can be gleaned from the gas

phase, but assembly should be more robust.



Chapter 4

Manganese on the Si(001) Surface

4.1 Introduction

4.1.1 Magnetic Atoms on Surfaces

Depositing magnetic atoms onto surfaces has been an area of active research for many

years. More recently, these ideas have been applied to nanoscale systems, looking at

the behaviour of individual and small groups of atoms on a surface [1]. These systems

are interesting partly as they often exhibit novel physicalphenomena that can shed

light on the basic nature of many-body interactions. For example, the study of the force

required to move an individual atom while on a surface [5]. However the main driver

for research is the potential application of these system asnano-technological devices.

In the field of spintronics [82], attempts are made to build systems which can perform

computations or store information using not only the chargeof an electron, but also

its spin. This would allow many devices which currently do these tasks to be scaled

down greatly in size. One of the most important steps towardsa spintronic device is

the creation of a spin polarized current. One potential method for producing this is to

create a ferromagnetic semi-conductor [83]. This can be done by injecting magnetic

atoms into a semi-conducting substrate, or by creating a magnetic thin film on top of its

surface. The deposition of transition metal atoms onto the silicon surface is the subject

of this chapter.

When atoms are adsorbed onto surfaces, potentially useful morphologies can form

at sub-monolayer coverages. Some of the most studied are thevarious forms of nano-

line. These are 1-dimensional structures on a surface and have the potential to operate
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as wires or interconnects in nano-scale electronic devices[84]. Alternatively, magnet-

ically coupled chains of atoms or spins could act as information or signal propagating

systems [85]. Nanowires have been observed to grow in a number of different surface-

adsorbate systems. Their primary advantage over other methods of nanostructure for-

mation is that they are self-assembling. That is, they form during the growth process

under specific conditions, rather than having to be assembled piece by piece. Although

conditions must be carefully controlled, this is much more straightforward than as-

sembling the structure atom by atom and could greatly facilitate them being produced

in large numbers. However, to date there have been no wires found which have both

desirable electronic properties and the ability to form in sufficient lengths and with suf-

ficient ease via self-assembly. Some nanoline systems of note include the extremely

long Bi lines which grow on Si(001) [86], while shorter nanolines have been observed

in a number of other systems [84]. Functional lines may have to be isolated from the

substrate to prevent current or signal travelling via the substrate. Therefore, the lin-

ear 1-D structures formed by atoms deposited on semi-conductor surfaces are of great

interest also from the point of view of acting as a template for a more electronically

useful structure to be built on top.

4.1.2 Manganese Atoms on the Silicon (001) Surface

In all of the areas outlined above, manganese atoms deposited on semi-conducting sur-

faces have been a particularly fruitful research area. While they have been the subject

of studies on spin flipping and the Kondo effect [87], there has also been great interest

in Mn atoms on the silicon surface for spintronic applications. Kratzer and Scheffler

were able to demonstrate that a ferromagnetic layer of Mn atoms on the Si(001) surface

would act as a half-metal [88]. This would be a possible way tobuild a spin injector

to create a polarized current. Subsequently much work was performed, analysing the

growth and morphology of Mn thin films on the Si(001) surface and the effect of sub-

surface atoms on these films [89, 90].

More recent experimental work has found that in addition to previously studied

nano-structures, Mn atoms can form into nanolines of around10-15 atoms in length

when deposited on the Si(001) surface under certain conditions [91]. However, in this
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Figure 4.1: Left: Mn nanoline on the Si(001) surface. Right:Clean Si(001) surface.

These STM images show unoccupied states at a bias of 3V and arereproduced from

[91] with permission of Petra Reinke.

experimental work the exact structure of the lines was not entirely clear. In particular,

the question of whether each bright sub-unit seen in the STM image, reproduced in

figure 4.1, is made from one or more Mn atoms, or even Si atoms, is hard to answer.

The electronic properties of the wire are also of great interest and have not yet been

fully characterized. There are also open questions regarding the maximum length of the

lines. 15 sub-units may be an upper limit, but perhaps defects or adjacent adsorbates

could act to relieve strain and lengthen the lines, as in [92]. Performing numerous

STM experiments to answer these questions can be very time intensive, and theoretical

calculations offer a way to help identify the structure morerapidly. This is motivation

for performing a computational study to ascertain the structure of the lines and explain

the observed STM images and then to go on and look at the electronic and magnetic

properties of the system. The lines seen in experiment ran perpendicular to the silicon

dimer rows. They appear to consist of bright spots centred ata site between dimer rows,

though the spots appear slightly smeared or elongated in theimage, figure 4.1. When

performing density functional calculations and building up a structure, attention will be

paid both to the total energy and a structure’s ability to reproduce the features of this

image.
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4.1.3 Outline of Chapter

First, the energetics of individual Mn atoms on the surface will be investigated and

compared to previous works [93]. These sites will then be used as a basis for more com-

plicated structures. Then, line-like structures will be created from Mn atoms placed on

the surface. Simulated STM images will be created of the mostenergetically favorable

line structures and compared to experimental images. Then the electronic and magnetic

properties of the line thought most likely to be the observedstructure will be investi-

gated. Throughout, the effect of using the DFT+U method to study the system will also

be studied, as in some Mn based compounds this can better reproduce the spin state

energetics [65, 94]. The effect of the Coulomb screening on binding energies has not

yet been investigated for the Mn nanoline system and its effect will be interesting to

observe.

4.2 Methods

The methods used here are similar to those in chapter 3. Density functional calcu-

lations are performed using VASP with the projector augmented wave method. The

manganese projector has been used in previous works such as [95, 96] where is was

seen to reproduce experimental data accurately and can thusbe considered suitable for

use here. The smaller computational cell and lower number ofatoms in this study en-

ables some of the parameters to be run at more accurate levels. This will be important in

this study as various structures are likely to have only small energetic differences. The

plane wave cut-off is400eV. The Si(001) surface was modelled using a 6-layer p(2×2)

reconstructed slab that contains 8 silicon dimers. The image of figure 4.1 appears to

show the atomic lines cause the Si surface dimers in the vicinity to buckle into a p(2×2)

configuration as opposed to the c(4×2) configuration. The size of the computational

cell is 15.36 × 15.36 × 16.29Å3, which left at least an 8̊A gap between the adsorbed

atoms and the next periodic surface, sufficient to prevent interaction for these strongly

adsorbed structures. The Brillouin zone is sampled using a2 × 2 × 1 Monkhorst-Pack

k-point mesh.

Conventional DFT can successfully describe the electronicstructure of many types

of surface systems. However, as discussed in chapters 2 and 3, it can be less accurate in
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some magnetic transition metal systems, due to its poor description of highly localized

d-electrons. It is possible that when Mn atoms are at high coverages on the surface they

may be highly coordinated and thus the effect of correcting the delocalizedd-electrons

may be important and interesting to investigate. DFT+U is for example, important for

the highly coordinated Mn atoms in Mn Porphyrins, especially when these are ligated

[65]. Therefore adsorption energies are also calculated using the DFT+U method.

4.3 Results

4.3.1 Isolated Mn Atoms on Si(001)

A common mode of nanoline growth is for atoms to aggregate around other atoms

already adsorbed on the surface. A clean surface may have a well defined potential

energy landscape that determines where adsorbed atoms willprefer to sit. However

once the surface is decorated with adatoms, this landscape will change. To develop a

candidate structure for the nanoline it is therefore important to consider the growth of

nanolines as a process. In addition, line structures must have a greater binding energy

per atom than individually adsorbed atoms on the surface. Otherwise, it would be

preferable for atoms to adsorb at other locations on the surface, rather than joining the

line structure.

The series of adsorption sites investigated is shown in figure 4.2. Where possible

the nomenclature used is the same as that in [93]. The bindingenergy and magnetic

moment for each site is given in table 4.1. Note that at this stage nothing is said about

the direction of the magnetic moment. The calculations spins are simply being divided

into up or down, not given specified directions. The results for the conventional DFT

method have similar absolute and relative binding energiesto those from [93]. The

two sitesD andDSub stand out as the most well bound. These are the replacement ofa

silicon dimer with a Mn atom and the placement of an Mn atom beneath a silicon dimer

respectively. Of immediate relevance at the start of the growth process will be the most

stable on-surface site, that does not involve removal of Silicon atoms from the surface,

or diffusion to a subsurface site. The most stable such location is siteH, with sitesH ′

andM also being similarly well bound.

Binding energies using the DFT+U method are also shown in table 4.1. The rela-
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Figure 4.2: The adsorption sites investigated for isolatedMn atoms on Si(001) p(2×2).

tive stabilities of the sites are mostly unchanged althoughthere is a trend for the relative

binding energies of highly coordinated sites like siteH and siteDSub to change by a

greater amount. The DFT+U correction may be more important when the surface has

a greater coverage of Mn atoms as in this case Mn atoms may interact with each other.

The only site with a dramatic relative change is siteDSub which becomes markedly less

well bound. When an atom reaches the sub-dimer site, it will cause the silicon dimer

above to flatten [90]. This is because the Mn atom pulls in charge away from dimer in

order to form a bond with it. This also results in the bond length of the dimer above

increasing to a value greater than the buckled dimer bond length, going from 2.68̊A to

2.73Å. When using the DFT+U method, the Mnd orbitals are contracted and so can

interact less easily with the silicon atoms around and abovethem. This results in the

reduced binding energy for this highly coordinated site when using this method.

4.3.2 Single Adsorption Site Lines

Having identified the most stable sites that are likely to be involved in the line structure,

models for the observed lines are created using the experimental image as a guide. As

a first step, lines consisting of just one adsorption site, repeated across the surface, are

investigated. In figure 4.3, a number of these different single-site line structures are

shown. Their binding energies and magnetic moments are shown in table 4.2. The

energetic ordering of these lines is very similar to the isolated atoms of the previous

section from which they are composed. In addition, there is very little change in the
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binding energy per atom in each case. This indicates that theatoms in these lines are not

interacting with each other. Once one of them has been deposited, there is no energetic

benefit to another atom occupying the next site in the line, asopposed to a similar site

elsewhere on the surface. There would therefore be no driving force for the formation

of these morphologies. It is likely that the coverage of Mn onthe surface needs to be

increased to account for the propensity to form lines.

The only structure with a significant increase in binding is the lineM structure,

figure 4.3(a). The Mn atoms in this structure bind to the adjacent Si dimer atoms and

cause the dimer to flatten out. This is a common occurrence when metal atoms bind

to Si dimers [97, 98]. This flattening of dimers across the cell allows a small coopera-

tive interaction between the Mn atoms. This will be born in mind when increasing the

manganese coverage in the next section. Although it is a verypoor candidate energeti-

cally, the structure of figure 4.3(b) is also important. It contains Mn atoms at siteC the

location of the bright spots of the experimental STM image. Asimulated STM image

of this structure is shown in figure 4.4 and indeed produces elongated bright spots pre-

dominantly in the trench between dimer rows. This indicatesthat the structures seen in

Table 4.1: The binding energies and magnetic moments of Mn atoms on the Si(001)-

p(2 × 2) surface at various adsorption sites. The more positive thebinding energy, the

stronger the atom is bound to the surface.

DFT DFT+U K&S [93]

Site m (µB) ∆ E (eV) m (µB) ∆ E (eV) ∆ E (eV)

H 1.00 2.72 3.00 1.88 2.91

H′ 5.00 2.71 5.00 2.07 -

B 5.00 2.69 5.00 1.79 2.72

B′ 5.00 2.38 5.00 2.03 -

M 5.00 2.65 5.00 1.84 2.63

C 3.00 1.76 5.00 1.23 -

S 3.00 2.59 3.00 1.66 2.86

D 3.00 3.74 5.00 3.21 4.29

DSub 3.00 3.70 3.00 1.58 3.80
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experiment might be built around this site.

(a) (b) (c)

(d) (e) (f)

Figure 4.3: Atomic lines built from just one type of isolatedatom adsorption site in

each case.

Table 4.2: Binding energyper Mn atomand magnetic momenttotal of cellfor a number

of atomic line structures. Each line consists of Mn atoms at only one particular type of

adsorption site. These are the structures shown in figure 4.3.

DFT DFT+U

Site Figure ∆E (eV ) m (µB) ∆E (eV ) m (µB)

LineM 4.3(a) 2.80 10.00 2.20 10.00

LineC 4.3(b) 1.76 8.00 1.31 10.00

LineDSub 4.3(c) 3.69 0.00 1.56 6.00

LineB 4.3(d) 2.43 10.00 1.81 10.00

LineD 4.3(e) 3.90 4.00 2.35 6.00

LineH 4.3(f) 2.85 6.00 1.87 6.00
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Figure 4.4: STM image of Structure 4.3 (b), a line of site C atoms, with binding en-

ergy 1.31 eV per Mn atom. Although not energetically very favorable, this structure

produced an STM image similar to experimental ones. Images are for filled (left panel)

and empty (right panel) states at±1.5V.

4.3.3 Many Adsorption Site Lines

Lines consisting of just one type of adsorption site possessed minimal interaction be-

tween the Mn atoms. This indicated that a higher coverage of Mn atoms is needed on

the surface for there to be a cooperative driving force for line formation. One structure

was found that produced a similar STM image to the experiments, while another struc-

ture showed at least a little cooperative behaviour. Using these two sites as inspiration

structures consisting of Mn atoms at more than one type of binding site are studied.

Where the structures in the last section had two Mn atoms per cell, the structures here

have four, doubling the coverage of Mn. Three multi-site line structures are shown in

figure 4.5 and their binding energies are given in table 4.3. These structures all have a

greater binding energyper Mn atomthan the single site structures of the previous sec-

tion. This indicates that there is now some cooperative interaction between the atoms.

Atoms will prefer to form these line structures, rather thanadsorb on similar sites ran-

domly over the surface; there is a driving force for line formation. However all three

line structures are similar energetically, using both DFT and DFT+U methods. There

is no clear indication of which structure is likely to be the experimentally observed

nanoline.

To assess which line is the most likely structure, simulatedSTM images were

created of all three multi-site line structures. The imagesproduced by a line of site

H and M atoms, shown in figure 4.6 is clearly not line-like and so this structure is
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(a) (b) (c)

Figure 4.5: ‘Multi-site’ adsorption lines, consisting of atoms positioned on the most

promising adsorption sites identified in the previous sections.

disregarded. Of the other two structures, the STM of LineH′2, shown in figure 4.8, is

most akin to the elongated bright spot seen in experimental images. This structure is

therefore proposed as being responsible for the experimentally observed image. It is

also the most stable of the structures using the DFT+U method. This image is promising

as it exhibits the elongated nature of the bright spot, by containing two atoms, but

at the same time remains as one continuous bright spot in the image, similar to the

experimental work. In particular, when imaged at±3V as in the lower panels of figure

4.8, a continuous bright line across the surface seen, with the contrast brightest in the

trench between dimer rows, as in experiment.

As a final check on potential adsorption geometries, a DFT+U calculation was per-

formed with the Mn atoms aligned parallel to the dimer rows asin figure 4.9. Although

each Mn atom is still coordinated to two silicon surface dimer atoms, they no longer

Table 4.3: Binding energyper Mn atomand magnetic momenttotal of cell for three

atomic line structures. This time the lines consist of Mn atoms at more than one type

of adsorption site.

DFT DFT+U

Site Figure ∆E (eV ) m (µB) ∆E (eV ) m (µB)

LineHM 4.5(a) 3.11 12.00 2.00 16.00

LineH′2 4.5(b) 3.07 0.00 2.31 0.00

LineHC 4.5(c) 3.24 15.77 2.22 17.86
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Figure 4.6: STM image of structure 4.5 (a) LineHM with binding energy 2.00 eV per

Mn atom, using the DFT+U method. Images are for filled (left panel) and empty (right

panel) states at±1.5V.

Figure 4.7: STM image of structure 4.5 (c) LineHC with binding energy 2.22 eV per

Mn atom, using the DFT+U method. STM Images are for filled (left panel) and empty

(right panel) states at±1.5V.

move towards each other to form Mn-Mn bonds. The binding energy of this structure is

2.02 eV per Mn atom, less than that for the proposed structure. Themagnetic moment

remained0.00 indicating the atoms were still anti-ferromagnetically coupled. Along

with the experimental image, this indicates that line formation parallel to dimer rows is

less favourable than line formation across them.

4.3.4 Properties of Proposed Structure

The promising features identified in some single site lines are contained in the proposed

structure. The flattening of the dimers, seen in the line of siteM atoms, is also seen

in the proposed structure. This allows some cooperative interaction between the man-

ganese atoms across dimer rows, which remain uncovered. Again the mechanism for

this flattening is common to many metal elements placed on theSi(001) surface. The
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Figure 4.8: STM image of structure 4.5 (b) LineH′2 with binding energy 2.31 eV per

Mn atom, using the DFT+U method. STM Images are for filled (left panels) and empty

(right panels) states at±1.5V (top panels) and±3.0V (bottom panels).

metal pulls charge away from the atoms of the silicon dimer thus giving them equal

charge and causing them to flatten. Their bond length also increases, indicating a de-

creased amount of charge. The placing of two Mn atoms at this location breaks thatπ

bonding between 4 different Si dimers. This then affects theenergy greatly.

Having seen increased coverage result in stronger binding,it is natural to consider

adding further additional atoms to this line. Adding at siteH is a potential way to

complete the line, although there appear to be no bright spots in this position in the

experimental STM images. DFT simulations found that atoms at these sites had no

greater a binding energy than when at an isolated H site and there is therefore no reason

for atoms to bind there specifically. Although it could be that the large number of Mn

atoms in this small cell, is causing too much strain. Also tried were atoms atDSub

in this line. This was not found to be energetically favourable. With the charge from

the dimers already being taken by Mn atoms on the surface, there is not much easily

available for atoms in the subsurface. Whilst more detailedmodelling using larger unit

cells is important, from the work here the candidate structure of figure 4.5(b) can be
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Figure 4.9: Structure of a line of Mn atoms grown parallel to the dimer rows. The

binding energy was 2.01 eV per Mn atom, using the DFT+U method.

proposed with some confidence.

The electronic structure of the proposed nanoline structure is now outlined. One

point of interest is the HOMO and LUMO of the structure. States within0.5eV of the

Fermi level are projected out and shown in figure 4.10. These reflect the nature of the

occupied and unoccupied states STM images. The HOMO is predominantly located on

the up-buckled silicon atoms of the un-flattened dimers awayfrom the Mn atoms, as

would be expected on the clean Si(001) surface. The LUMO is spread across the entire

line complex having large lobes on the bond between the two Mnatoms in each sub-unit

and also on the flattened silicon dimers. Projecting out states further from the Fermi

level shows a more uniform charge distribution across the surface and wire atoms. It

is hard to assess whether this type of distribution of homo-lumo states would facilitate

signal transport through these structures. There is no clear conjugated pathway across

the whole system due to the gap between the two atoms of a silicon dimer. However,

the bridging Mn atoms do enable some link between dimer rows.The strength of the

coupling between the two atoms is investigated next.

Spin active nanoline could have potential to act as information transfer or stor-

age systems. The individual Mn atoms in the nanoline have magnetic moments of

4µB. This contrasts with the isolated Mn atom, which in a DFT calculation will have a

magnetic moment of5µB. However, each pair of Mn atoms in a sub-unit are coupled

anti-ferromagnetically (AFM), which give the cell an overall moment of0µB. When

forcing the atoms in the line to ferromagnetically (FM) couple, the binding energy0.19

less well bound. This is indicative of an exchange interaction between the two coupled
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Figure 4.10: The HOMO and LUMO charge densities of the anitferromagnetic state of

the lineH ′2 in figure 4.5 (b). They illustrate the presence of unoccupiedstates near the

fermi level centred on the nanowire atoms. Simulations performed with the DFT+U

method.

Mn atoms. Upon switching from AFM to FM alignment, the band gap decreases from

0.46 eV to0.37 eV. The Mn atoms are also pushed away from each other by0.57 Å, see

figure 4.12 as the electrons are now of the same spin and therefore prefer not to occupy

the same region of space.

Figure 4.11: The spin distribution for the antiferromagnetic state of the structure of

line H ′2. Red = spin-up, blue = spin-down, green = charge isosurface.Simulations

performed with the DFT+U method.

4.3.5 Non-Collinear Spin Calculations

One final aspect worthy of investigation, is the potential existence of non-collinear spin

structures. In the previous calculations, spins have simply been divided into up and
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Figure 4.12: The structural change occurring when the lineH ′2 is switched from an

anti-ferromagnetic state, to a ferromagnetic state. The bonded Mn atoms are pushed

further apart by 0.57̊A. Simulations performed with the DFT+U method.

down components, with no reference made to the direction of magnetic moment. Now

spins are free to adopt a spatial direction and the magnetic moment projected along

thex, y andz axes can be calculated. By allowing non-collinear spins, any directional

preference for the magnetic moments of the Mn atoms can be found. In addition, more

complex spin structures within the wires, such rotations orspirals may be discovered.

Calculations were performed with the anti-ferromagnetic LineH′2 structure identified

above, figure 4.5 (b). The Mn atoms’ magnetic moments were initialized to couple

anti-ferromagnetically along the+x,−x or +y,−y or +z,−z axes, in three separate

calculations. Then in each case, the spins were allowed to relax in any direction.

Table 4.4: Magnetic moments for non-collinear spin calculations on the LineH′2 struc-

ture. The table shows the magnetic moments found on each Mn atom in the cell. These

are± values to indicate that the atoms couple anti-ferromagnetically.

Configuration mx (µB) my (µB) mz (µB)

AFM(x) ±4.716 0 ±0.546

AFM(y) 0 ±4.716 ±0.546

AFM(z) 0 0 ±4.747

For each calculation the binding energy of the system was unchanged. However,

there appears to be a preference for the magnetic moment to align perpendicular to the

surface in the±z direction. Table 4.4 shows that when calculations were started with

the magnetic moments in the±x or±y directions, though these remained the dominant
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magnetic direction, there was some leakage of moment into the ±z direction. When

started in the±z direction, the moments remained in this direction only. These calcu-

lations were also performed for the ferromagnetic configuration of this line structure.

The same pattern was observed, with the binding energies remaining unchanged, but

there being tendency for the magnetism to prefer to align along thez axis, no matter

which direction it was aligned to initially.

Finally some more complicated spin structures were investigated. In particular,

allowing the magnetic moments to rotate from one Mn atom the next, rather than be-

ing forced to couple in rigid anti-ferromagnetism. These complex spin structures again

exhibited little energetic change and had a tendency to relax back to either a ferromag-

netic or anti-ferromagnetic structure aligned along thez-axis. Non-collinear spin is a

complicated area and one in which much further work on this system could be per-

formed. Both further theoretical calculations, but also experimental work to ascertain

some magnetic information about the lines.

4.4 Summary

4.4.1 Summary of Findings

Nanolines are a potentially useful systems that may enable nanoscale signal transmis-

sion or other applications. The deposition of magnetic atoms on a surface is interesting

to study both from the point of view of spintronics, by being used as a surface film to

create a spin polarized current and fundamental physics. Manganese atoms on semi-

conducting surfaces have shown promise in all three of theseareas. In this chapter the

adsorption of Mn atoms of the Si(001) surface has been investigated, in order to de-

termine the exact structure of experimentally observed Mn nanolines. Based on total

energy calculations and simulated STM images, a candidate structure has been pro-

posed, that explains experimentally observed nanolines and is energetically favourable.

The electronic and magnetic structure of the line structurewas then investigated. They

were found to be anti-ferromagnetically coupled with each atom having a moment of

4µB.
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4.4.2 Future Directions

The observation of nanolines on the surface provides many opportunities for future

work. First it would be interesting the further experimentally investigate the spin struc-

ture of the nanolines. A number of methods can do this to some extent though often

have some difficulties. Inelastic tunneling spectroscopy cannot currently be performed

on semi-conductor surfaces. While spin-polarised STM and STS experiments are also

very new techniques. Magnetic circular dichromism or usinga vibrating sample mag-

netometer could be used to investigate the system studied here [99], however they both

address a macroscopic scale area of the surface and so cannoteasily address the exact

spin structure of the nanoline. Another important extension is to investigate the possi-

bility to increase the length of these nanolines. At 10-15 sub-units in length they are

significantly shorter than some systems. This could be due a build up of strain in the

sample and the effect of silicon dimer vacancies in the surface will therefore be impor-

tant to look at. These can relieve strain in the sample and possibly increase the line

length. However, recent experimental work has revealed that if the defect concentra-

tion increases above 4% then line formation stops and cluster formation becomes the

prevalent growth mode [99].

4.4.3 Assembly Techniques and Interaction Strengths

The lines observed here are said to self-assemble. That is their structure will form

when grown under the correct conditions. Self-assembly is an extremely attractive

property for potential nano-devices to have. Scaling up structures created using brute

force methods, such as positioning atoms using an STM, is unrealistic in many cases.

While being possible in individual experimental studies, it is too intensive for use as

a production method. Self-assembly offers some automationof the process that can

result in the same structure being grown repeatably.

Mn lines can be contrasted with the haem seen in chapter 3. Theeffect of Mn

atoms on the clean surface was much more dramatic thanks to the absence of hydrogen

termination. This allowed complicated reconstructions, cooperation between the atoms

deposited onto the surface and very strongly bound structures to form. It is interesting

to find out to what extent this differing interaction paradigm from chapter 3 is due to the
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difference in adsorbate, the absence of a passivating surface or both. In the next chapter

an intermediary system of an Mn porphyrin on the Si(001) surface is studied. This is

somewhat similar to the adsorption of a benzene ring on the Si(001) surface, which is

known to bind strongly to the surface. Comparisons can be made that may illustrate

how the metal is affecting the binding of the system. A binding regime somewhere

between those of haem on Si(111):H and Mn atoms on Si(001) maybe found.



Chapter 5

Manganese porphyrin on Si(001)

5.1 Introduction

In this chapter, elements of the previous two studies are combined and the adsorption

of a Manganese porphyrin (MnPor) onto a clean silicon Si(001) surface is investigated.

The aim is to see whether a porphyrin will bind strongly to a clean silicon surface and

whether or not this binding is dependent upon the central metal atom. This will give an

indication of whether the central Mn atom, or the outer macro-cycle, is mainly respon-

sible for the binding to the surface. As well as combining elements of the previous two

studies to answer these questions, MnPor are also of strong technological relevance

in their own right. Experimental work is currently being performed on manganese

phthalocyanines, the man-made porphyrin analogue of this system, for a number of

specific applications such as catalysis [100, 101]. In particular, there is interest in the

ordered monolayers the molecules that can form on the surface, and the different elec-

tronic and optical properties of these morphologies [23]. In addition, once monolayers

have formed UV light can be used to remove the organic portionof the molecule, and

implant the remaining Mn atoms into the surface [102]. The implanted ions have poten-

tial for use in spintronics and can also provide a way of doping a substrate to a specific

concentration depending on the thickness of the films grown.

A study of Mn porphyrins on the clean Au(111) surface [65] found that the bind-

ing between the molecule and the surface was0.74 eV. Another study on a cobalt sur-

face found two separate binding regimes, one of weak physisorption at 3.5̊A and one

of strong chemisorption at 2.1Å from the surface [103]. These however are different
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surfaces to the non-magnetic semiconductor silicon surface and so very different be-

haviour on this surface may well be expected. As isolated Mn atoms bind so strongly

to the Si(001) surface, it is possible that the Mn atoms will be able to take a more active

role in binding of the MnPor to this surface, perhaps by beingdisplaced out of the plane

of the porphyrin ring. This is often seen when ligands are bound to the central metal

atom of porphyrins. The Si(001) surface also has the potential to undergo structural

rearrangements, for example flattening of the surface dimers. These may be induced

by the porphyrin adsorption, and this may further aid the binding.

5.2 Method

Parameters are kept similar to those in the chapter 4, in order to facilitate comparisons.

Calculations were performed using the plane wave pseudopotential code VASP, with

the projector augmented wave method. The PW91 exchange correlation functional was

used with a plane wave cut-off of 400 eV. The unit cell was sampled with a Monkhorst

Pack2 × 2 × 1 k-point mesh. A cell size of16 × 16 × 22 Å3 was used, which ensured

a vertical separation of at least 10Å between the adsorbed porphyrin and the next pe-

riodic repetition of the surface. The surface was modelled using a six lattice plane slab

with a hydrogen terminated base, as in chapter 4. Calculations were again performed

using the DFT+U method as this is known from a previous work [65] to be essential

for reproducing the correct ground state spin state of MnPor. There, values ofU = 4.2

eV andJ = 1 eV were found to be optimal and so are used here.

5.3 Results

5.3.1 Isolated Mn Porphyrin

Previous work [65] has found that the ground state of MnPor isincorrectly described

by semi-local DFT functional such as PBE or PW91. Experimentally the ground state

is known to be a high spin 5µB state, however these DFT methods produce an interme-

diate 3µB value for the magnetic moment. Using the DFT+U method corrects this and

produces the correct high spin value for the magnetic moment. This is in contrast to the

haem molecule case where DFT+U did not change the magnetic moment. The charge

and spin isosurface from a DFT+U calculation is shown in figure 5.1 and illustrates the
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Figure 5.1: Left: Final structure of an isolated MnP molecule. Right: Charge (green)

and spin(red) isosurfaces, at 0.05 e− Å−3.

magnetic moment centred around the manganese atom. The Mn-Nbond length was

2.09Å only 4% longer than the value 2.01Å found in [65].

5.3.2 Site H Adsorption

The most stable on-surface site for a Mn atom on the Si(001) surface, was the site

H between two silicon dimers. The gas phase MnPor structure was therefore first

adsorbed onto the clean Si(001) surface, with the Mn atom centred at this site. The

final equilibrium structure is shown in figure 5.2. The binding energy for this structure

was0.90 eV. This is far stronger than the interaction seen for haem onSi(111):H and

indicates probable chemisorption of the molecule onto the surface. There are some

striking features to this adsorption geometry. Firstly there is significant non-planarity,

with the majority of the molecule bending up away from the surface. The exception

to this is the four central nitrogen atoms, which form bonds to the four silicon dimer

atoms underlying the molecule. A simulated STM image of the adsorbed molecule is

also shown in figure 5.2. There is a change in direction of the bright lobes around the

porphyrin ring when imaging occupied and unoccupied states. This appears to indicate

that there is an alternation of the single-double bonds around the ring once adsorbed.

These images provide a guide to show what MnPor will look like, once it has been

adsorbed on the surface at this site. This can help experimentalists identify whether

they are producing a structure with the porphyrin at this site.

To assess the extent to which the interaction with the clean surface is due to the

Mn atom, the binding energy of a free base porphyrin (FbPor) at the same site with
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Figure 5.2: Structure of MnPor with Mn atom centred over siteH, the most stable

on-surface site for an isolated Mn atom. STM images below show occupied (left) and

un-occupied (right) states imaged at±1.5V .

the silicon surface is investigated. The binding energy is found to be 1.307eV which

is larger than for the MnPor. This suggests that the binding is determined almost ex-

clusively by the nitrogen-carbon macrocycle. The presenceof the Mn atom may have

hindered charge transfer between the molecule and surface by keeping hold of some

charge.

5.3.3 Over Dimer Atom

Another site with potentially good registry between the surface and the porphyrin ring

occurs when the porphyrin is placed with the Mn atom directlyover the raised atom

of a silicon dimer. This site may also increase interaction between the Mn atom of the

porphyrin and the surface. This structure for this adsorbtion site is shown in figure 5.3.

This was the most well-bound site for this MnPor on the surface. There is both a good

registry between the carbon nitrogen macrocycle and the silicon dimer row below, and

an interaction between the Mn atom and the silicon dimer atomdirectly beneath it.

These combine to give a very strong binding energy for this site of 3.07 eV. The STM

image shown in figure 5.3 is brighter to the right hand side of the porphyrin. This shows
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Figure 5.3: Structure of MnPor with Mn atom centred over siteD. This is the most

stable adsorption site for a MnPor on Si(001). STM images below show occupied (left)

and un-occupied (right) states imaged at±1.5V .

that the molecule has been buckled upward by the surface on this side and that there is

a resulting difference in the bonding. The left side is boundto the surface, while the

right is not.

The binding energy here, compares with a binding energy of1.42 eV for a ben-

zene ring on this surface [79]. Again it is important to find whether the metal atom is

contributing a great deal to the binding and therefore a free-base porphyrin is simulated

over the same site. This structure had a binding of2.46 eV. In this case the Mn atom

appears to be playing a role in the binding of the molecule, although the majority of

the binding still comes from the C-N macrocycle. A point to note is that these struc-

tures both result in 3 silicon dimers beneath the ring being buckled. In the case of a

benzene ring, calculations find that the ring straddles two dimers. Although a slightly

naive interpretation, it is therefore not so surprising that the binding energy of a free-

base porphyrin on this surface is around1.5 times that of a benzene ring on the same

surface, which is1.42 eV for the bridge site [78, 79].
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Figure 5.4: Structure of MnPor with Mn atom centred over the dimer vacancy, the most

stable adsorption site for an isolated Mn atom on Si(001). STM images below show

occupied (left) and un-occupied (right) states imaged at±1.5V .

5.3.4 Adsorption Over Dimer Vacancy

The most favourable site for adsorption for a single Mn atom on the surface, was in

a dimer vacancy. Therefore the MnPor is adsorbed with the Mn atom centred over a

dimer vacancy. However, when over this site, the molecule was found to not bind to

the surface at all and had a repulsive energy of0.197 eV. Porphyrins are extremely

stable molecules and placing the MnPor close to a dimer vacancy may have disturbed

their electronic structure which results in dissociation of the molecule-surface complex

being more favourable. The defect site is good for an isolated Mn atom due to the

4 bonds that it can form to the surrounding silicons. In a porphyrin the Mn atom is

already 4-coordinated and so there is less benefit to formingnew bonds with the silicon

surface. The adsorption geometry and STM image are shown in figure 5.4. The central

Mn atom does not appear as bright compared to when centered over the siteH. If a free

base porphyrin is more stable than a MnPor when over the vacancy, then it is possible

that the Mn atom could fall out of the molecule in to the vacancy. Dimer vacancies

could then potentially be sites for Mn atom deposition from MnPor molecules. Future
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Table 5.1: Summary of results for the different MnPor-substrate adsorption conforma-

tions. Positive adsorption energy is defined as a binding to the surface.

Surface Binding (eV) Moment (µB)

MnPor Site H 0.904 5.00

FbPor Site H 1.307 0.00

MnPor Site D 3.075 5.00

FbPor Site D 2.455 0.00

MnPor DV -0.197 5.00

work could investigate the barrier to this process occurring.

5.4 Discussion

5.4.1 MnPor on Si(001) Summary

The work in this section has demonstrated first that porphyrins bind more strongly

to silicon surfaces in the absence of hydrogen termination.Second that the strong

binding is mainly due to bonds forming between the carbon-nitrogen macrocycle and

underlying silicon atoms although at specific sites, binding does involve the Mn atom.

The excellent match in spacing between the macrocycle atomsand underlying silicon

dimers facilitates the binding of these molecules in certain specific sites. There are also

significant similarities between the binding of these molecules to the surface and the

binding of a benzene ring. In particular, the flattening of dimers and slight buckling of

the adsorbate are common features.

5.4.2 Conclusion To Silicon Surface Studies

Chapters 3,4 and 5 have exhibited the different ways in whichfunctional surface struc-

tures could be assembled and have assessed the benefits of thedifferent methods. They

have also illustrated how the interaction strength betweensystem and surface can vary

greatly between systems and have demonstrated a potential way to tune this interaction

strength in certain cases via hydrogen desorption. In chapter 3, DFT calculations were

used to illustrate that the binding of a haem molecule to a passivated silicon surface

could be increased by desorbing a hydrogen atom from the surface to create a dangling
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bond that acted as a favourable binding site. This techniquehas already been observed

experimentally for other systems. However, the lack of a significant structural change

in the surface or the molecule in this case meant that the interaction between haem and

surface remained weak. Chapter 4 looked at the strong binding of a Mn atom on the

clean Si(001) surface. Using total energy calculations andsimulated STM images a

candidate structure was proposed to explain the line-like structures observed in exper-

imental STM images. The candidate structure has a greater binding energy per atom

than adsorption of separate isolated atoms. This shows thatwhen Mn atoms interact

strongly with a surface, cooperative effects are possible that lead to interesting new

structures.

This chapter has drawn these two themes together, by lookingat the binding of

a MnPor to a clean silicon substrate. First this was comparedto the haem Si(111):H

binding. For MnPor on Si(001), reorganization of the surface results in a far stronger

binding regime, than is present for the haem tethered to a passivated surface. Which

one of the two binding regimes is more suitable may depend on the intended appli-

cation. Tethered porphyrins will not change the de-localized electron structure of the

macrocycle and so may be ideal if transport based systems areto be made out of the

porphyrins. On the other hand if the central atom of the porphyrin is central to the

intended use, such as in information storage for example, then using this atom to tether

to the surface may be undesirable and it may be preferable to have it take no part in the

binding.

Second MnPor on Si(001) is compared to the Mn nanoline of chapter 4. Unlike

for the isolated Mn atoms and Mn nanolines on the Si(001) surface, the Mn atom of the

porphyrin does not play the primary role in the binding to thesurface. In fact, a free

base porphyrin bound more strongly to the surface over some sites. The relatively minor

interaction between the porphyrin’s Mn atom and the surfacemay be advantageous.

It may be that molecules with desirable properties can be found and then bound to a

surface without overly disturbing the electronic structure of the metal atom. This would

make searching for useful systems easier, as molecules in the gas phase are often more

easily characterized. Of course, in many cases the binding to the substrate can be

advantageous as seen for example in the ferromagnetic coupling of some porphyrins to
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magnetic surfaces.

For these porphyrins on semi-conductor surfaces, the macro-cycle is more impor-

tant in determining the binding, whereas the central metal atom is more important in

determining the electronic properties. The strong adsorption of MnPor on this surface

should be contrasted with the weak adsorption seen for MnPoron Gold surfaces. The

key to the strong adsorption here is the ability of the Si(001) surface to buckle and

accommodate the molecule when it is deposited, coming aboutdue to its reactivity,

particularly of the dangling created when Silicon dimers are broken.



Chapter 6

Theory of Electron Transfer

6.1 Introduction

Up until now the thesis has focused on the structural aspectsof surface systems. Now

the attention will shift to investigating the electron transfer properties of molecules.

As outlined in chapter 1, understanding both of these aspects will enable important

electron transfer calculations on surface systems to be performed. Before carrying out

calculations on molecules, this chapter outlines Marcus Theory, an important theoret-

ical framework within which electron transfer processes can be understood. Marcus

theory allows links to be made between the computer simulations of an electron trans-

fer system, and the relevant physical quantities that characterize a transfer process. In

doing so, it enables conclusions to be drawn on the potentialapplications of various

systems.

Electron transfer is a fundamental chemical process and along with the substitu-

tion of atom or ligands, is one of the two processes that can occur during a chemical

reaction. For example, the transfer of electrons is involved in the change of an atom’s

valence and the breaking and formation of bonds. Unsurprisingly for such a funda-

mental process, electron transfer plays an important role in a number of biological and

technological systems, some examples of which are given below.

6.1.1 Biological Importance

During aerobic respiration electrons are transferred fromelectron rich NADH

molecules, to oxygen atoms. This is done via a number of electron transfer steps

and is accompanied by the release of energy, which is used to create a proton gradient
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across a mitochondrial membrane. This gradient is then usedto perform work and

synthesize ATP, the body’s energy currency. The careful tuning of the geometry and

electronic structure of the molecules in order to maximize the energy gained from

the electron transfer process is remarkable. The protein cytochrome(c) is one of the

intermediary molecules involved in transferring electrons from NADH to oxygen and

contains a variant of the haem molecule studied in chapter 3.

In photosynthesis, the adsorption of a photon creates an excited state in a chloro-

phyll molecule. This excited state decays rapidly to a charge separated electron-hole

pair. This pair could recombine within the chlorophyll, releasing energy as heat which

would be wasteful. To prevent this, the electron is rapidly transferred away from the

hole to other nearby molecules via an electron transfer chain. Meanwhile a separate

electron from a nearby Magnesium atom, is used to neutralizethe hole. The whole pro-

cess creates a source of electrons that are subsequently used for phosphorylation and

converting ADP to ATP. The competition between the charge recombination and the

transfer of the electron away from the hole, is important in determining the efficiency

of the photosynthetic process. In the photosynthetic reaction centre, the system is su-

perbly tuned for great efficiency. Man-made dye sensitized photovoltaic cells are able

to convert light into electrical energy but so far it has not been possible to reproduce

this kind of process with the same high efficiency of plants.

6.1.2 Molecular Electronics

The transfer of electrons between redox centres forms the basis of the idea to use

molecules as nanoscale systems for signal propagation. Thecoupling between sub-

units within, and charge conjugation across a molecular wire for example, affects how

easily an electron can transfer down the system. The interplay between the electronic

structure of oxidized and reduced molecules is therefore important to understand.

Electron transfer also influences the geometry of a system and this effect has been

put to use in sensing and switching applications. When molecules bind onto a system,

the structure of the system may be altered. This changes the transport properties and

can thus be detected. This is most commonly seen in gas sensordevices which alter

their transport properties according the amount of a certain gas molecule that has bound
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to the detector. Similarly, if a system is excited by light a charge separated state may

form, which in turn changes the geometry of the system [104, 105]. Examples of

photo-switches such as these, will be discussed in chapter 8.

6.2 Overview of ET Concepts

6.2.1 Donor and Acceptor

The atom or ligand from which an electron leaves in a reactionis referred to as the

donor,D. That which receives the electron is known as the acceptor,A. It will be

useful to consider two types of electron transfer reaction.Those where an un-paired, or

extra, electron is transferred fromD to A. And those where the system is neutral but

there is a formation or recombination of a charge separated pair.

D− + A → D + A− (6.1)

D + A → D+ + A− (6.2)

These both consist of an original state, the reactantsR and a final state, the productsP ,

in which the electronic charge distribution is different. The concepts behind how the

transformations between the reactant and product states occur, is now discussed.

6.2.2 Electron Transfer As A Reaction - Arrhenius

The Arrhenius expression is an empirical expression that describes the observed tem-

perature dependence of reaction rates. Arrhenius observedthat some ET events be-

haved with a similar dependence. Thus he framed the transferprocess as a reaction

with a ratek, dependent on some important parameters, namely the activation energy

Ea and temperature,T andA is the frequency factor.

k = Ae
−Ea
RT (6.3)

6.2.3 Geometric Motion During ET - Taube

Henry Taube subsequently performed a series of experimentslooking at electron trans-

fer in detail [106]. In particular he looked at the structural changes occurring during

an electron transfer reaction that involved the ‘Creutz-Taube ion’. His important real-

ization was that the position of the atoms in the system was contingent on how far the
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reaction had progressed. He saw that a bridging chlorine atom was passed from one

side of the molecule to the other as an electron was transferred. This was the first time

that the coupling of geometric motion to an electron transfer event observed, and the

idea that hindrance to this motion may hinder the transfer, was fully appreciated.

6.2.4 Harmonic Approximation - Marcus

Marcus took the ideas of a chemical reaction coupled to geometric motion and put them

together in a coherent framework now referred to as Marcus Theory [107]. One of its

main developments, was to approximate the interactions between nuclei as harmonic.

This enables them to be amalgamated into a single reaction coordinate. The electronic

state curves can then be represented as single parabolas, figure 6.1. These are the dia-

batic state curves of the molecule. They illustrate how the energy of the molecule in a

given electronic state changes as the reaction coordinate varies. The reaction coordinate

can then be used to measure the progress of the reaction. Using this figure, Marcus was

able to extract expressions for the activation energy that the Arrhenius reaction rate de-

pended on. Finally he used a Landau-Zener type coupling element to model the chance

of making a jump from one state curve to the other at the crossing point. Together

these gave the correct observed temperature dependence forthe reaction rate at high

temperatures. The great vindication of Marcus theory was the discovery that its predic-

tion of the ‘Marcus inverted region’ was indeed correct. This states that if the driving

force is increased beyond a certain point, the reaction rateis found to decrease, rather

than increase any further. This prediction is unintuitive and does not arise from simple

reaction rate theories.

6.3 Marcus Theory

6.3.1 Transition State Theory

As noted, the picture of two curves in figure 6.1 describing the two electron transfer

states, is not dissimilar to the picture of a conventional reaction. A finite temperature

will cause thermal fluctuations in the reaction coordinate that allow the system to travel

up the curve defining its electronic state. When the system fluctuates far enough from

the bottom of the reactants curve to reach the crossing point, there is a chance that it
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Figure 6.1: The state curves for the initial state and final state of an electron transfer

reaction are shown, along with the important electron transfer parameters.

will change state to the product state. That is, that the electron will be transferred.

6.3.2 Harmonic Approximation

To progress beyond the Arrhenius expression, Marcus assumed that all the atoms in

the system were coupled together with harmonic oscillator-like springs. Increasing the

thermal energy of the system makes the two atoms vibrate backand forth with greater

amplitude. If all the interactions are treated as harmonic,then even when they are

aggregated together into the reaction coordinate, the curve drawn will be a parabola.

This enables some parameters to be extracted. The two curveson the diagram 6.1 can

be written as:

y = x2 (6.4)

(y − b) = (x− a)2 (6.5)

→ y = x2 − 2ax+ a2 + b (6.6)

Combining these two equations gives:

x2 = x2 − 2ax+ a2 + b2 (6.7)
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= −2ax− a2 + b2 (6.8)

x =
(b− a2)

2a
(6.9)

y = x2 =
(b− a2)2

4a2
(6.10)

If the energy zero is placed at the bottom of the first parabola, then this expression

gives they value of the intersection, which is the activation energyEa, from now called

∆E. The reorganization energy can also then be defined asλ = −a2. This is the

energy needed to deform the molecule from the geometry of thereactants, to that of the

products, without allowing the electron transfer event to occur. That is while remaining

on the same state curve. Large reorganization energies willthen serve to hinder a

reaction, whilst small ones will see reactions proceed withlittle difficulty, other factors

being equal. The driving force, that is the difference in ground state energy between

the reactants and the products, is defined as∆G = b to give the energy change as:

∆E =
(∆G+ λ)2

4λ
(6.11)

This equation gives the energy barrier in terms of the changein energy released and

can be put into Arrhenius-like expression to yield

k = A exp(
−(∆G+ λ)2

4λRT
) (6.12)

6.3.3 The Quantum Jump

The Arrhenius rate equation and a harmonic approximation give a qualitative descrip-

tion of the reaction rate. Marcus also required an expression for the exponential pre-

factor, that is, how likely is the system to transition into the product state once it has

fluctuated up to the crossing point. This term also contains atemperature dependence,

which is important to include. For this term, a quantum Landau-Zener expression was

used [108]. This describes the probability of making a quantum jump from the reactant

state surface to the product one at the crossing point. Because energy must be con-

served, the transition must be horizontal in the diagram. Inaddition, the electron is

assumed to transfer far faster than the motion of the heaviernuclei. Thus the transition

occurs at a constant{Ri}. Consequently, the transition can only occur at the cross-

ing point. This is more strict than the Franck-Condon approximation which states that
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the transition must be vertical [109]. Landau and Zener derived an expression for the

probability of a transition, given that the probability is small and therefore diabatic.

PRP =
2π

h̄
|HRP |2

1

ν∆F
(6.13)

Here∆F is the difference in slopes of the two curves at the crossing point. |HRP |
is the coupling element between the reactant and product states, explained in the next

section. The rate at which the system fluctuates up the state curve and passes through

the crossing point must be calculated. Then, this is used together with the Landau-

Zener transition expression to calculate the rate at which transitions from reactant curve

to product curve will occur. This procedure is outlined in [108] and gives the expression

for the ET rate as:

W =
2π

h̄
|HRP |2

1√
4πλkBT

exp

[

−(λ− ∆E)2

4λkBT

]

(6.14)

This expression was derived by treating the nuclear vibrational modes as classical har-

monic oscillators. Therefore it is only valid at high temperatures when the majority

of the vibrational energy levels are excited. An expressionfor the rate which yields

the correct low temperature behavior and gives the same expression as above at high

temperatures, can be derived using a quantum theory. The derivation is far more com-

plicated and is also covered in [108]. The expression derived here is effectively Fermi’s

Golden Rule, with a more explicit form for the density of states.

6.3.4 Electronic Coupling

An expression for the electron transfer rate has been derived using a classical harmonic

oscillator approximation for the nuclei and a Landau-Zenertype quantum jump for the

transfer of an electron from the reactant electronic state to the product. So far, the re-

actant and product have been treated as independent. However, this is not always the

case, particularly when the donor and acceptor are close together. When nearby, the

molecular orbitals of the donor and the acceptor can overlapsignificantly and the two

states of the system will interact. This gives an electron a small chance to quantum me-

chanically tunnel through the potential barrier from the donor to the acceptor, without

climbing up the reaction curve. The probability of tunneling, as opposed to climbing

and making a Landau-Zener jump, is accounted for by the coupling matrix element
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|HRP | out in front of the rate expression. The tunneling probability has the effect of

lowering the energy barrier needed for a reaction to take place. A gap of2HRP opens

up at the crossing point where

HRP = 〈ψR|Ĥ|ψP 〉 (6.15)

6.4 Adiabatic Representation

In the absence of coupling, the electron transfer process issaid to be diabatic and that

states used to represent the reactant and product|ψR〉 and|ψP 〉 are orthogonal to each

other. When the reactant and product states are coupled however, they are by definition

no longer orthogonal and no longer diabatic states of the system. Instead of consider-

ing two statesR andP with the electron localized on either donor or acceptor, it can

be more convenient to think of a ground state and an excited state which are linear

combinations ofR andP

|ψG〉 = c1|ψR〉 + c2|ψP 〉 (6.16)

|ψE〉 = c1|ψR〉 − c2|ψP 〉 (6.17)

The coefficientsc1 and c2 for these states are found by diagonalizing the following

matrix to give a measure of how much of each|ψR〉 and|ψP 〉 is present in each adiabatic

state:

H =







〈ψR|H|ψR〉 〈ψR|H|ψP 〉
〈ψP |H|ψR〉 〈ψP |H|ψP 〉





 (6.18)

These states produce two separated smooth curves. Now the electron transfer process

can be viewed as one in which the electron gradually transfers from donor to acceptor

as the geometry is changed fromR toP . In this case the electronic state isn’t changing

during the course of the reaction. Electron transfer can be modelled using both diabatic

and adiabatic curves in different approaches. Either as a discrete reaction, or a con-

tinuous process. It is important to note that the two adiabatic and diabatic models are

describing the same process and are simply different ways ofthinking of the problem

in order to bring to the fore the most important aspects of particular situations.

The work here is mainly concerned with hopping type events and discrete transfers

of electrons, the frameworks usually taken as most representative of biological electron
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transfer. The coupling matrix element will not play a central role in the work at this

stage and therefore the diabatic treatment of electron transfer is most appropriate.



Chapter 7

O(N ) Implementation of constrained

DFT

7.1 Introduction

In the previous chapter the importance of electron transfer(ET) to a number chemical

and biological processes was described. Then Marcus theory, the theoretical framework

built to study ET, was outlined. Chapters 1 and 6, described why there is great moti-

vation for studying electron transfer in large surface systems. The next two chapters of

the thesis aim to provide a method with which the electron transfer characteristics of

these large molecular systems can be studied. First, in thischapter, the implementation

of the method is described. Then in the next chapter, some initial results are presented.

Chapters 3, 4, and 5 illustrated that DFT is an excellent method for studying the

properties of molecules and other systems on surfaces. Its combination of speed and

accuracy, along with the large body of previous work and expertise which provide a

guide as to how well certain systems can be treated, make it a good choice in these

cases. Using DFT as the basis for studying electron transferin surfaces systems is

therefore very appealing. In this section the problems encountered when trying to use

DFT for electron transfer are outlined and an implementation that partially overcomes

them is described.
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7.1.1 Problems With DFT

Chapter 6 illustrated two types of electron transfer process that are of interest. They

were the transfer of an unpaired or excess electron from a donor to an acceptor, and

the charge separation and recombination in a neutral system. Both of these have rele-

vance in potential on-surface systems. However, there are certain limitations to DFT

which prevent it from being able to study electron transfer very easily in either of these

situations. In addition, when trying to study these situations in large molecule-surface

complexes problems are further exacerbated.

The first significant error limiting DFT’s use for electron transfer, is known as

the self-interaction error (SIE). It is particularly apparent when looking at localized

un-paired electrons. The SIE arises from the mean-field treatment of the Coulomb

interaction. This results in every electron interacting with the charge due to every

electron in the system - including itself.

EH [n(r)] =
∫

n(r)n(r′)

|r− r′| dr (7.1)

Strictly the integral should only count contributions of density that arise from different

electrons. Instead electrons effectively repel themselves as well as each other. This

results in the over delocalization of electrons. DFT will naturally produce overly delo-

calized charge distributions in system. In Hartree-Fock this error is not present due to

its cancellation by the exact exchange interaction. In DFT,exchange effects are only

included approximately and therefore do not cancel the self-interaction completely.

Whilst the SIE error may seem severe, it does not prevent DFT from providing

accurate ground state energies and geometries in the majority of cases. Overly de-

localized charge distributions do however cause a number ofimportant problems. The

most commonly cited problem is the under-estimation of bandgaps in materials [110].

There are also situations where the energy and geometry of the system are very sensitive

to the density, for example when bonds in the system are stretched or broken [111]. The

SIE can also be responsible for incorrectly identified ground states in molecules with

unpaired electrons [112].

DFT’s second limitation is simply that it is a ground state theory. The second

Hohenberg-Kohn theorem states that the density which produces the lowest energy, is
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the one most like the true ground state density. It does not specify how to search for

the densities of excited states. This usually makes it impossible to look at the charge

separated states of a molecule, as these will often not be theground state of the system.

That is to say that even if a calculation is fixed at the charge separated geometry, the

charge separated distribution will not be the one produced by DFT. Both these effects

will be illustrated in studies in chapter 8.

The above issues make standard DFT unsuited for electron transfer. Addition-

ally, the eventual goal is to study the electron transfer processes occurring in large

biological molecules and surface systems, in order to assess their potential for use in

nano-technological devices. Including a surface in the calculation increases the system

size greatly. Sometimes the system may be a biological derivative and in these systems,

solvents will play an important role. Including this solvent in simulations also greatly

increases number of atoms in the simulation. The exact scaling of a DFT calculation

depends on the specific implementation used. The most commonand straight-forward

schemes scale cubicly with the number of atoms in the system and this provides a sharp

cut-off to the number of atoms that can be included in a simulation. Consequently, stud-

ies of large systems are often prohibitively costly to perform.

7.1.2 Fixing the Problems

Much work has been performed finding ways to address the issues above and each

of the problems described above has at least a partial solution. To reduce the self-

interaction error, it is possible to use the hybrid functionals [45] [46] [47], that were

briefly described in chapter 2. By modifying the exchange correlation functional to

include a portion of Hartree-Fock exchange, they partiallycancel the self-interaction

error in the Coulomb term of the energy expression. Full Hartree-Fock theory is self-

interaction free, but does not include correlation effectsand is therefore inaccurate in

other ways. Hybrid functionals are seen to improve band-gaps for many systems [113].

There are also more complicated methods to treat the self-interaction error. Fully self-

interaction corrected methods are amongst the most complexof current DFT extensions

and can provide an accurate solution to the error at somewhathigher computational

cost [110]. There are also extensions to DFT that enable the study of excited states
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and thus provide ways to access some of the charge separated density distributions

not produced by conventional DFT. Time-dependent density functional theory [32],

particularly in linear response mode, is one method that hasbeen able to successfully

calculate excited state energies and charge distributions. However, even this method

still has problems, such as incorrectly accounting for electron-hole interaction in charge

separated states [114]. It is also more computationally demanding than DFT, although

there is scope for future developments. Another popular method for studying transport

processes is the Non-Equilibrium Green’s Function (NEGF) method [33]. This models

a transport process by treating the transport of charge as a scattering problem and is

able to produce the steady state current distribution present in the molecule under a

bias voltage. Various otherab-initio methods have been used to investigate electron

transfer for example, the work of Sprik [115, 116] and Marzari [117]. Furthermore

there are also implementations of DFT that are able to scale linearly with the number

of atoms in the system [36]. Although they require careful use and are inefficient for

small systems, they can be used to overcome the cubic scalingof conventional DFT. It

would be advantageous if the modifications to DFT allowing ETto be performed could

fit easily into a linear scaling code. It would then be possible to perform ET simulations

on large complex surface-molecule based systems.

However, many of the corrections outlined above can be challenging to fit within a

linear scaling framework. They will often destroy the O(N) behaviour of the system and

thus would not be ideal to study large systems. Instead of these, a method is desired that

addresses the specific problems DFT faces when studying electron transfer, and does

so in such a way that will not preclude use in a linear scaling DFT code. Constrained

DFT (cDFT) [34] is one such extension that has recently been developed and does

not affect the scaling of a code. In this chapter, the formalisms ofO(N) DFT and

cDFT are described. Then, an implementation of cDFT into anO(N) code is described

and some initial benchmarking results presented. This willallow large scale electron

transfer simulations on relevant biological and surface systems to be performed with the

potential to make useful contributions to molecular electronics and nanotechnology.
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7.2 Linear Scaling DFT

A number of linear scaling DFT codes that have been developed. These include,

SIESTA [118], ONETEP [119] , OPENMX [120], and CONQUEST [121]. Though the

actual implementations in each code are different, the basic principles behind them are

similar. Linear scaling codes take advantage of the near-sightedness of electronic mat-

ter [122]. The principle of near-sightedness states that the effect of the electron density

at one point of the system, on that at another point of the system, decays exponentially

with distance in a large bandgap system. In principle therefore, the properties of a sys-

tem at a certain point, should only depend on the environmentimmediately around that

point. Thus the amount of information to be stored and computed only grows linearly

with the system size, not cubicly. This phenomenon manifests itself computationally

through the locality of the density matrix. The number of non-zero elements in the

density matrix will grow linearly with size, rather than cubicly, as many off-diagonal

elements will be approximately zero. The work here implements the constrained DFT

formalism into a linear scaling code. Whilst no developmentof linear scaling algo-

rithms is performed, an understanding of their workings is useful to help implement

the constraint effectively. A brief outlined of linear scaling DFT is therefore given

here.

7.2.1 Mathematics of Implementation

In conventional DFT, the energy is minimized subject to variations in the electron den-

sity and implicitly, the single electron Kohn-Sham orbitals. In a linear scaling code,

density matrix minimization, which can scale linearly, takes the place of matrix diago-

nalization, which scales cubicly. The Kohn-Sham equationsare re-written in terms of

the density matrix and density. The energy is then minimizedsubject to variations in

these, thus forgoing direct use of the Kohn Sham orbitals. The density matrix is defined

formally as:

ρ(r, r′) =
∑

i

fiψi(r)ψi(r
′)⋆ (7.2)

The total energy expression can then be written with each term depending explicitly on

either the density or the density matrix. With the kinetic energy term in terms of the
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density matrix, this means that there is no role for the Kohn-Sham orbitals.

E[n, ρ] = EKE[ρ(r, r′)] + Ehar+xc+LocPP[n(r)] + (7.3)

EKE =
−h̄2

2m

∫

drdr′(∇2
rρ(r, r

′))δ(r − r′) (7.4)

ENLPP = 2
∫

dr dr′ VNLPP(r′, r)ρ(r′, r) (7.5)

n(r) = 2ρ(r, r) (7.6)

The near-sightedness of electronic matter is then used to impose the spatial cut-off on

the density matrix. The use of sparse matrix multiplicationroutines and efficient load

distribution of the calculation across processors [123] allows the required multiplica-

tions and energy minimization to be performed in a linear scaling manner. The result

of anO(N) calculation gradually approaches that of a diagonalization calculation as

the density matrix cut-off is increased.

The key point of linear scaling DFT is that at no point is a matrix diagonalized, as

this is an operation that scales cubicly with matrix dimensions. To see how the density

matrix is used to minimize the energy without diagonalization, it is first noted that it

is computationally very difficult to work with a 6-dimensional object likeρ(r, r′), no

matter how local it is made. As in conventional DFT a basis must be introduced and

used to represent the density matrix. Doing so assumes that the density matrix is sep-

arable. In CONQUEST the density matrix is expanded in terms of ‘support functions’

defined within atomic centred spheres, which themselves areexpanded in a basis. Two

possible basis sets can be used in CONQUEST. These are B-Splines (BLIPS) [124] and

Pseudo-Atomic-Orbitals (PAO) [125]. Both basis sets can beused to perform linear

scaling calculations. However, to create population schemes needed in a cDFT calcula-

tion, an atom centred basis is required and therefore the PAOs are used in the work here.

Atomic orbitals, are functions that mimic the solutions to the Schrödinger equation for

an isolated atom. These consists of radial functions, multiplied by spherical harmonics.

Details of how CONQUESTcreates similar functions to these and uses them to perform

integrals and create matrices can be found in [125]. The other basis set available is

B-splines [126, 127]. These allow better performance in linear scaling calculations, but

will not be used here. Note that although a basis is used, the wave-functions are never

built from it, only the density matrix elements directly. Formally the following can be
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written:

ψi =
∑

α

ciαφα (7.7)

ρ(r, r′) =
∑

αβ

φα(r)Kαβφβ(r′) (7.8)

Kα,β =
∑

i

ficiαciβ (7.9)

ρ(r, r′) → 0 as |r − r′| → ∞ (7.10)

Locality is imposed by making these support functions only non-zero inside spherical

regions around each atom. The density matrix then has a cut-off imposed meaning

that elements describing interactions between support functions separated by distances

greater than this will be zero. To perform a calculation, an approximate density is

generated. A minimum energy for this density is found by varying the density matrix.

This procedure takes the place of diagonalization in conventional DFT codes. The

minimum energy density matrix will not correspond to the input density and therefore

the process must be iterated to self-consistency using a suitable density mixing scheme.

During each minimization, certain constraints must be imposed on the density ma-

trix to ensure physically reasonable results are produced.The most important of these

is that the density matrix must be idempotent. That is that itmust be a projector, in

order to correspond to a real physical observable [36]. Idempotency requires that its

eigenvalues must be exactly 0 and 1. CONQUEST imposes idempotency by enforcing

weak idempotency, where eigenvalues are between 0 and 1, using the LNV implemen-

tation [128] of the McWeeny method [129]. This method recasts the density matrix

using the following polynomial

f = 3x2 − 2x3 (7.11)

This polynomial has the important property that its gradient anywhere between 0 and

1 will drive the values to either 0 and 1. The density matrix iswritten in terms of an

auxiliary density matrixL and the overlap matrixS and real density matrixK. This

matrix is varied at each step using a conjugate gradient scheme, until the energy is

minimized. By minimizing the energy with respect to changesin L, but usingK in

all the energy expression equations, the energy is minimized whilst drivingK towards
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idempotency.

K = 3LSL− 2LSLSL (7.12)
∂E

∂Lij
= 3(HLS + SLH) − 2(HLSLS + SLHLS + SLSLH) (7.13)

L → L+ λS−1 ∂E

∂Lij
S−1 (7.14)

Note that the matrices used in these multiplications must besparse to enable the process

to scale linearly.

7.3 Constrained DFT Formalism

7.3.1 Introduction

Having seen the workings of linear scaling code, in this section, the cDFT method is

outlined. In cDFT, the density is forced to satisfy some physically or experimentally

motivated constraint and then a search made for the lowest energy density that exhibits

this property. Imposing charge constraints such as this is an idea that dates back to

1970 [34]. Indeed there are already constraints in conventional DFT, such as the den-

sity being forced to integrate to the correct number of electrons via the orthogonality of

the Kohn-Sham orbitals. Until recently, cDFT implementations were rather inefficient.

However recently, a new way of implementing cDFT was formulated by Wu and Van

Voorhis that enables the calculations to be performed with only moderate extra compu-

tational cost and the same scaling compared to conventionalDFT [35, 114, 130, 131].

By using this method to impose constraints on the charge densities produced by DFT,

it will be possible to study both the case of localized individual electrons and charge

separated states of the system. Furthermore, cDFT can be implemented into a linear

scaling code, without affecting theO(N) behaviour. It will therefore provide a scheme

within which ET simulations of larger systems can be performed.

7.3.2 Phenomenological Description

Stated simply, constrained DFT involves searching for an extra potential which, when

added to the Kohn-Sham Hamiltonian, results in the density distribution possessing a

desired property. To illustrate, consider the case of an unpaired electron being added

to a symmetric molecule. As stated, often DFT will prefer to de-localize this elec-
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tron across the whole molecule and create a symmetric geometry. The cDFT method

aims to search for the additional potentialVc which produces the lowest energy whilst

having the electron localized on one part of the molecule. Adding a potential to the

Hamiltonian in this way can seem somewhat heavy handed, especially as the form of

the potential appears arbitrary. A tall thin potential could be used. Or a short wide one,

which may have the same effect. The role of cDFT is to formulate this extra potential

in a physically reasonable way and to then locate the size, ordepth, of the potential

needed to impose the constraint, in a self-consistent manner. In the original imple-

mentations of cDFT this was done by selecting different potentials and performing a

fully self-consistent calculation for each one, until one was found that imposed the de-

sired constraint. This results in many fully self-consistent calculations being required

to locate the desired constraining potential. The method was recently reformulated in

a more efficient way by Wu and Van-Voorhis [35, 114, 130, 131] and this formalism is

described in the next section.

7.3.3 Mathematical Formalism

A spatial functionwc(r), is used to delineate the area within which the number of

electrons must equal a certain valueNc. Constraints can be applied to specific types

of electron in the system, such as those of a certain spin, or of a certain angular mo-

mentum. In this work it is only ever the total charge density that is constrained. The

constraint can then be written as an integral of this spatialfunction, multiplied by the

charge density, over all space:

∫

wc(r)n(r)dr = Nc (7.15)

To minimize the Kohn-Sham energy whilst ensuring the chargesatisfies this constraint,

the method of Lagrange multipliers for constrained minimization is used, as outlined

in chapter 2. A new functional is written that is the sum of theKohn-Sham energy and

the constraint term, multiplied by a variable, the Lagrangemultiplier.

W [n(r), Vc] = EKS[n] + Vc(
∫

wc(r)n(r)dr −Nc) (7.16)

This functional is now minimized with respect to the densityandVc to give the lowest

energy subject to the constraint. The terms produced by differentiating the energyEKS
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are the same as those of conventional DFT. Differentiating the constraint simply gives

Vcwc(r), resulting in:

[

−1

2
∇2 + vn(r) +

∫

n(r)

|r − r′|dr
′ + vxc(r) + Vcwc(r)

]

φi = ǫiφi (7.17)

(HKS + Vcwc)φi = ǫiφi (7.18)

This is a new single-particle Schrödinger equation containing an extra potential that

ensures there are a certain number of electrons reside in theareawc(r). The form of

the constraintwc(r), that is the shape of the potential mentioned earlier, is constant

throughout the calculation and the definition of this shape will be discussed in the next

section. However, the height of the extra potential,Vc, can be varied and needs to be

determined.

Wu and Van-Voorhis showed that the functionalW is convex with respect to

changes inVc and therefore it has just one stationary point and that this is guaran-

teed to be a maximum. The first differential is easily calculated and the second can be

obtained using perturbation theory if desired.

∂W

∂Vc

=
∫

wc(r)n(r)dr−Nc (7.19)

Their availability provides a new way of formulating the calculation. At each step in

the overall Kohn-Sham self-consistent cycle, the Lagrangemultiplier is varied until the

constraint is satisfied for the current density. When this isthe case, the output density

is used to create the input for the next Kohn-Sham self-consistent step. In this next

step, the density has changed, and soVc will need to be updated again to reinforce the

constraint. The process continues in this loop within a loopstructure. The convexity of

the functionalW guarantees, that this process will lead to the minimum energy, with

the constraint satisfied. The availability of the first and second derivatives ofW mean

that updating the Lagrange multiplier in the inner loops canbe done efficiently. It is

noted that the second derivative is actually unavailable ina linear scaling code which

does not have immediate access to the system’s wave-function, though this is not a

significant issue here.
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7.3.4 Population Schemes

Now the form of the constraining potential is considered anda comparison between a

number of different ways to formulate the constraining potential is presented. So far

the weight potential has been treated as a spatial functionw(r). Building a physically

reasonable spatial potential would be challenging. However with a basis this spatial

function becomes a matrix

〈φi(r)|wc(r)|φj(r)〉 = wc
ij (7.20)

Therefore instead of consideringwc(r) as a spatial function, it is possible to formulate it

directly in terms of a matrix. This is done using atomic population schemes, discussed

in the next section. Some of these have been demonstrated as being an accurate measure

for the number of electrons associated with an atom. There isno un-ambiguous way to

apportion electron density to atoms and so of course, the useof population schemes is

an approximation.

The construction of the constraining potential via a population scheme is the lim-

iting approximation of cDFT. A constraint will not reproduce the experimentally ob-

served localized or charge separated state exactly. While at short ranges the energies

can vary greatly between schemes, it has been found that for long ranges, the energies

produced are not overly dependent on the exact form of the constraint [114]. Fortu-

nately one of the principle areas to which these calculations will be applied, is large

systems and long range electron transfer. When studying a system it is important to

test different population schemes to ensure that results are not dependent on the type

of constraint used to the point where the physical or chemical conclusions drawn are

determined only by the form of the constraint used. For example, different population

schemes should produce similar estimations for parameterssuch as the reorganization

energy. There of course could also be different constraintsentirely. For example, fixing

the bias voltage across a sample in a NEGF calculation to givethe steady state current

distribution. Constrained DFT should not produce conclusions contradictory to those

drawn accurately from experiments. Collaboration is therefore once again important.
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7.4 Implementation of cDFT in CONQUEST

Having seen how cDFT can be implemented in a conventional DFTcode, the slight

changes needed for implementation into a linear scaling code that uses the density

matrix, are outlined. This implementation has been done in such as way as to enable

calculations can be performed both in linear scaling mode and in parallel. In a linear

scaling implementation the expression

W = EKS + 2VcTr[Kwc] (7.21)

is used directly, rather than the coupled set of Schrödinger equations. The density

matrix is varied until the energy is minimized for a givenn(r). The Lagrange multiplier

is then altered to impose the constraint. The density matrixis then minimized again and

the process continued. As stated, minimizing the density matrix has the same effect as

diagonalization. It therefore has to be done a number of times to get self-consistent

charge density. There is a possibility that the updating of the Lagrange multiplier,

could be incorporated within the density matrix minimization process, which would

further speed up the process. However, this will not be explored for the moment.

7.4.1 Brent Minimization

Finding the Lagrange multiplier which imposes the constraint is equivalent to finding

where the function|Tr[Kwc]−Nc| is zero. This is simply a 1-dimensional line search.

In CONQUEST this is done using the Brent algorithm for 1-dimensional minimization

[132]. The first step is bracket the minimum using the simplest possible method. Once

bounds forVc have been established, its value is located using a golden-ratio search

line minimization. Convergence is found to be rapid and stable for all systems tested,

as it should be for this simple procedure.

7.4.2 Mullikan Population

The Mullikan population scheme is one of the simplest population schemes. It involves

just the overlap matrix, which is easily available in a DFT code. It can be summarized

as:

wc
λν = Sλν if λ and ν ∈ C (7.22)
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=
1

2
Sλν if λ or ν ∈ C (7.23)

= 0 else (7.24)

whereSλ,µ is the overlap matrix between atomic basis functions given by Sλ,µ =

〈φλ|φν〉. λ andµ and basis function indexes andC is the set of constrained atoms.

Unfortunately this scheme does not produced a well defined constraint [114]. This is

because it is not a projector and therefore cannot correspond to a physical observable,

such as the density attached to a number of atoms. This results in the Mullikan scheme

giving qualitatively incorrect energies for the constrained systems as seen in figure 7.2.

7.4.3 Löwdin Population

The Löwdin population is more complicated to implement as it involves the use of the

square root of the overlap matrix. It is written in matrix form as:

wc
λν =

∑

µǫC

S
1/2
λµ S

1/2
µν

whereC runs over the atoms in the constrained set. The Löwdin weight matrix is a

projector and therefore corresponds to a physical observable [114]. It gives realistic

energy changes when the constraint is imposed, as in figure 7.2. TheS1/2 matrix is not

routinely available in CONQUESTand moreover, creating it is not immediately a linear

scaling operation as conventionally it requires diagonalization of the overlap matrix.

As diagonalizations are to be avoided in a linear scaling code, in CONQUEST the

S1/2 matrix is obtained via a linear scaling iterative decomposition, recently devised by

Jansiket al [133]. This method is able to produce the square root of the overlap and

the inverse square root. Thus it then also provides a way to create the inverseS matrix

required by linear scaling codes to minimize the density matrix in the conjugate gradi-

ent scheme, see equation 7.14. There are other recursive methods which can be used

to build the inverse overlap matrix such as Hotelling’s method [134] or that of [135],

however these can find inversion difficult for some systems. Therefore investigating

other potential inversion schemes is a useful side benefit.

The iterative method used to create the square-root overlapmatrix is outlined be-

low, following [133]. The method does not involve diagonalization, only matrix multi-

plications, which with care can be performed in a linear scaling manner.
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Z0 = I Y0 = S (7.25)

Xk = λYkZk Zk+1 = ZkT
(m)
k Yk+1 = T

(m)
k Yk (7.26)

S1/2 = λ1/2 lim
k→∞

Zk S1/2 = λ1/2 lim
k→∞

Yk (7.27)

for

||λS− I||2 < 1 (7.28)

The operatorT is used in its third-order form:

T
(3)
k =

1

8
(15I − 10Xk + 3X2

k) (7.29)

And the scaling factor lambda coming from the Gershgorin circular theorem is given

by

λ
2

ǫmax + ǫmin
(7.30)

whereǫ are the limits to the minimum and maximum eigenvalues of the overlap ma-

trix, which can be determined without diagonalization. Continuing iterations of this

scheme produces the square-root and inverse square-root ofthe overlap matrix. Whilst

an iterative procedure is somewhat time-consuming, this only needs to be performed

each time the overlap matrix is updated. That is only once every atomic step. Steps

in the electronic minimization use the same square-roots and therefore this procedure

does not strongly affect the speed of the calculation. Note that this is only the case

if the basis is not varied during the calculation step. CONQUEST is able to vary the

support functions throughout the calculation in order to find a basis which produces the

lowest energy minimum. However, varying of the basis will beavoided in the cDFT

implementation here.

As stated, there is much interest in being able to accuratelyproduce the dense

S−1 matrices that come from the poorly conditioned overlap matrices often found in

molecular systems. Inaccurate inversion limits the class of systems for which linear

scaling schemes can perform well. The accuracy of the overlap matrix decomposi-

tion used here is investigated for two different system. An8 atom bulk silicon cell
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Figure 7.1: Graph showing the accuracy with which the basis function overlap matrix of

a system can be decomposed into its square root, using the scheme outlined in section

7.4.3. SZ lines are calculations with a single-zeta basis, DZ+P with a double-zeta +

polarization basis.

and small molecule known as tetrathiafulvalene diquinone (QTTFQ). The effect of the

matrix multiplication ranges, which are in effect are determined by the density matrix

cut-off, on the accuracy of the decomposition are shown in figure 7.1. The decomposi-

tion is less accurate for more poorly conditioned overlap matrices, such as those from

double-zeta basis sets as opposed to simpler single-zeta. An interesting point is that it

appears far harder to decompose the overlap matrix of a condensed phase system than

an isolated molecule. This is because the the bulk silicon solid has a very dense inverse

S matrix. While studying condensed phase systems will be challenging with this popu-

lation scheme, for isolated molecules the method performs well. Care should be taken

when using the Löwdin scheme, and iterative decompositions in general, to ensure the

decomposition is performing accurately.

7.4.4 Becke Weight Population

The Becke weight population scheme involves partitioning the system into fuzzy

spheres centred around each atom. These are similar, thoughmore complicated, than

the support function regions. By integrating the charge density on the grid points within

these regions, a value for the electron population of each atom can be obtained. The cre-
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ation of the spheres is described in detail in [136] and originates from methods which

partition integrals into atomic spheres. The essential point is that the total charge of

the Becke weights is equal to the total charge of the system. The partition radii and

parameters can be adjusted to give the correct bond polaritymaking this scheme phys-

ically appealing. The weight matrix is then found by integrating across multiple atoms

as follows:

wc
λν =

∑

nǫC

∫

drφλ(r)wn(r)φν(r) (7.31)

The Becke system is considered to be the most accurate of the three population schemes

over long ranges [114] and shows similar results to the Löwdin method in figure 7.2.

Another advantage is that the constraint does not depend as strongly on the basis used

as it does in for example the Löwdin scheme, where direct useis made of the overlap

matrix elements.

A final point is that the Becke scheme allows analytic calculation of the force

components in a far easier manner for anO(N) code than the other schemes. Finding

the gradient of the Löwdin population involves finding the gradient of theS1/2 matrix.

This is only obtained straight-forwardly by diagonalizingthe overlap matrix, which

must be avoided in a linear scaling code. The gradient of the Becke population scheme

has a simpler analytic expression to calculate the forces with. Calculations in the thesis

will use the Becke scheme primarily. However, it is important to have more than one

scheme available to check that results do not overly depend on the population scheme

used.

7.4.5 O(N) Calculation Convergence

CONQUEST can perform DFT using either a conventional diagonalization method or

linear scaling density matrix minimization. It remains to be shown that the code is

able to perform cDFT accurately when running inO(N) mode as well as when using

the diagonalization procedure. It is particularly important to show that limiting the

range of the density matrix, does not adversely effect the application of a constraint. To

illustrate this, a constraint is applied to alter the chargestate of the central metal atom

in a Magnesium porphyrin molecule. In figure 7.3, the energy for the constrained state

is plotted as the density matrix range is increased for anO(N) and a diagonalization
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Figure 7.2: The change in energy as charge is separated in thenitrogen molecule. En-

ergy cost is similar for both LDA and GGA exchange correlation functionals. Mullikan

scheme energy change un-physically low.

run. The energy converges towards that of a diagonalizationcalculation. Once the

range of the density matrix is larger than the maximum distance between two atoms,

the energies are converged, to within the accuracy to which the constraint is applied,

which is10−4 Hartrees here.

7.5 Electron Transfer Parameters

Having outlined the methodology of linear scaling DFT and constrained DFT, the ways

of extracting the important electron transfer parameters from a calculation, are now

described. The electron transfer rate as in chapter 6 is given by:

kET =
2π

h̄
|VRP |2

1√
4πλkBT

exp

(

−(λ− ∆E)2

4λkBT

)

(7.32)

The first parameter to consider is the change in energy∆E. Strictly, in a system at

a finite temperature and including both a molecule and a solvent, the free energy∆G

should be used. Some implementations of cDFT have been designed specifically with

this in mind [137]. However, the simulations in this thesis will be of just isolated

molecules, and effectively at zero temperature. Thereforeit will be sufficient to con-

sider just the total energy∆E and this can be read of as the difference between energy

minimums of different constrained states.
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Figure 7.3: Graph showing the convergence of energy from aO(N) run to that of a

diagonalization run, as the density matrix cut-off is increased. Once the range is larger

than the greatest separation between atoms in the system, the energies should be the

same to within the accuracy with which the constraint is imposed.

7.5.1 Reorganization Energy

The reorganization energy is the energy needed to distort a molecule from the geometry

of one state to another, while not allowing the electronic distribution to change. The

closer the donor and acceptor are to each other, the larger the reorganization that must

occur when the electronic distribution around them changes. This serves to inhibit

electron transfer. The reorganization energy can be calculated straightforwardly from

the expression:

λ = E(RD, n
D(r)) − E(RA, n

D(r)) (7.33)

Here,nD refers to the charge density distribution when the electronis localized on the

donor. WhileRD means the minimum energy geometry when the electron is localized

on the donor.RA is the minimum energy geometry when the electron is localized on the

acceptor. Therefore the second term is the energy with the structure in the acceptor’s

geometry, but the charge distribution held in the donor state configuration.

7.5.2 Coupling Matrix Element

The electronic coupling describes the probability of an electron tunneling through a

potential barrier across to the other side of the molecule. It was defined as:

VRP = 〈ΨR|H|ΨP 〉 ≈ 〈ΦSD
R |H|ΦSD

P 〉 (7.34)
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where the replacement ofΨ, the many-body all-electron wave-function, withΦSD the

Slater determinants on single-electron wave-functions, is an approximation. Calculat-

ing this quantity is far harder. In a conventional DFT code, the single electron wave-

functions are readily available. These can then be combinedinto a Slater Determi-

nant and used to calculate the expression above via matrix multiplication. Van Voorhis

showed that by re-writing this expression in a ‘suggestive form’, the coupling between

two states with a different Hamiltonian can be calculated [131]. It was then shown that

this can be used be used to shift to an adiabatic frame of reference and that this then

gives the actual electronic coupling as outlined in chapter6.

〈φSD
R |H|φSD

P 〉 = 〈φSD
R |H + wcVc|φSD

P 〉 − 〈φSD
R |wcVc|φSD

P 〉 (7.35)

However in a linear scaling code the energy is formulated purely in terms of the density

and density matrix and the wave-functions are not readily available. Therefore this

approach cannot be easily used. There are a number of possible ways to work around

this. Whilst the wave-functions are not readily available,there is a basis set being

used - the support functions - that could be used to project out the wave-function and

then build a Slater Determinant at the end of the calculation. This is a somewhat brute

force method. A more interesting problem is whether the coupling matrix element can

be extracted using only single-particle density matrices.However, the linear scaling

DFT formalism uses the single-particle density matrix, notthe full many-body density

matrix and so cannot be used in this formula. Work on this aspect is currently being

continued.

VRP = |〈ΨR|H|ΨP 〉|2 = 〈ΨR|H|ΨP 〉(〈ΨR|H|ΨP 〉)† (7.36)

= 〈ΨR|H|ΨP 〉〈ΨP |H|ΨR〉 (7.37)

= Tr[ρRHρPH ] (7.38)

This chapter has outlined the methodology of linear scalingDFT and constrained

DFT. The aspects particular to the implementation of constrained DFT within the linear

scaling DFT code CONQUEST have been described and some initial benchmarking

presented. In the following chapter some studies using thismethodology are carried

out on small molecules as preparation for larger scale studies.



Chapter 8

Constrained DFT Results

8.1 Introduction

In this chapter cDFT is used to perform electron transfer calculations on some phys-

ically interesting systems. Two types of electron transferprocess were identified in

chapter 6. Those involving an unpaired electron transferring from one sub-unit to an-

other and those involving charge separation and recombination in a neutral system. For

both of these cases, this chapter will consider the transferas a discrete hop. A different

system illustrating each case will be investigated with a final section showing calcu-

lations performed on porphyrin molecules similar, to thosein chapters 3 and 5. The

ultimate aim of a linear scaling implementation is to perform large scale electron trans-

fer calculations on interesting biological or technologically relevant surface-molecule

systems. However the application of linear scaling calculations is not straightforward

and calculations on large systems are challenging to perform. Care must be taken

choosing the system to be studied and it is important to identify the relevant physical

and chemical questions to be answered, in order to assess what a linear scaling cDFT

calculation can contribute. Therefore, due to the limited time available, as a first step

the calculations here are performed on small molecules which make up some large scale

systems that are ultimately of interest. Calculations on large systems will be performed

in future work.
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8.2 Methods

Calculations are performed using CONQUEST and the implementation of cDFT out-

lined in the previous chapter. The Becke weight method is used to determined the

atomic populations for the constraint. In all calculationsa double-zeta+polarization

pseudo atomic orbital (PAO) basis set used with one PAO to each support function. A

PBE exchange-correlation functional [138] is used. As the molecules are small, cal-

culations are performed using exact diagonalization, rather thanO(N) minimization,

as this is more efficient for small systems. The geometries were allowed to relax until

forces were less than 0.01 eVÅ−1.

8.3 DNA Base Pairs

8.3.1 Introduction

DNA is one of the most important molecules in nature and the discovery of its double

helix structure [139] is one of science’s most celebrated achievements. Recently, DNA

molecules have begun to attract attention from the perspective of molecular electronics

and electron transfer [140, 141]. The reasons for the interest in DNA is two-fold. The

first is from a structural standpoint. DNA is able to self-assemble into a number of

structures, the most prominent of which is the double helix.Thanks to DNA’s molec-

ular selectivity, these helices could act as templates around which 1-D charge carrying

structures could be built [142, 143]. Secondly, it is possible that DNA itself could in-

trinsically act as a very good charge transporter. Theπ-stacking of DNA base pairs

down the backbone of the helix is potentially a pathway through which electrons can

transfer down the molecule [144, 145]. This is evidenced by the observation of oxida-

tive damage to DNA occurring via the transfer of holes up to 200 Å along the strand

[146]. Both templating and intrinsic transport have something in common with the Mn

nanolines investigated in chapter 4.

Consequently there has been a much work investigating the transport properties

of DNA, both experimentally and theoretically. However, experimental estimates for

the resistivity of long range charge transport in DNA have varied hugely and there is

no definitive consensus on DNA’s charge transport properties [147]. This is primarily
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due to the challenges in the experimental set-up of these measurements [148, 149]. If

experiments are performed on dry DNA, it is possible that theabsence of surrounding

solvent greatly influences the results. When experiments are performed in solution,

technical issues can often result in DNA strands being stretched or deformed during

measurement. This results in the overlap of the base pairs inthe stack widening and

thus the transfer being made less efficient. There is consensus on some aspects of DNA

charge transport. It is usually agreed that charge transferis primarily hole based and

that the hole is likely to traverse through the strand via theHOMO of the guanine bases

which have a particularly low ionization potential [150]. It has also been found that

transfer in DNA is dependent on the concentration of guaninemolecules [151].

8.3.2 This Study

As experiments are challenging to perform, there has been a push to study charge trans-

port in DNA using theoretical and computational methods. However studying these

systems computationally is also challenging, due to the large number of atoms which

constitute DNA strands. As guanine molecules have the lowest ionization potential of

the bases in a DNA strand, charge transfer is often mediated primarily by transfer be-

tween these bases. Electron transfer involving guanine molecules is therefore pertinent

to the study of the DNA charge transport and is a good small scale starting point that

can provide insight into the overall process.

Recent work by Parrinelloet al [152], looked at hole localization within guanine

dimers for this reason. The simulations studied positively-charged co-facial guanine

dimers, as in figure 8.1 and calculated the binding energies using DFT. They found that

the hole delocalized across both molecules. Then calculations were performed again

with a fully self-interaction corrected (SIC) DFT implementation and the change in

binding energy investigated. In this section similar simulations are performed, however

instead of a SIC method, cDFT is used to impose localization of the hole within the

charged dimers. By imposing a constraint, the hole wave-function is forced to localize

on one of the bases and the change in binding energy from the unconstrained case cal-

culated. This is repeated for dimers of each of the four DNA bases. This system serves

as an example of charge localization in an approximately symmetric system. The con-
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straint imposed simply asks there to be one fewer charge on one dimer than the other.

Other types of constraint could have been chosen, such as forcing the electron onto a

specific atom or part of the molecule. However, apart from at very small separations,

this should not effect the trend of the binding greatly, which is likely to be dependent

simply on whether the charge is shared equally or not. Using aconstraint of this form

also allows better comparison with the SIC results of [152].

In the study here, DFT calculations were performed of both a neutral and posi-

tively charged isolated guanine molecule, to find the equilibrium geometry of each one.

These two molecules were then put together in a co-facial dimer, separated by either 2.5

Å, as shown in figure 8.1, or 6̊A. The simulations were performed in box with a20Å

z dimension, so that the separation between periodic images of the guanine molecules

was always at least 14̊A. The dimers’ geometries were kept constant during the calcu-

lations and binding energies was calculated for both the DFTand cDFT methods at the

two different separations, using the following formula. This gives a positive energy as

a binding interaction and a negative energy as a repulsive interaction.

∆EBind = EDFT
cation + EDFT

neutral − E
DFT\cDFT
dimer (8.1)

Figure 8.1: Geometry of positively charge guanine dimer.

8.3.3 Results

The binding energy for a positively charged guanine dimer separated by2.5Å calculated

using the DFT method is shown in table 8.1 as−2.321eV, a repulsive interaction. The

charge difference between a neutral guanine dimer and this positively charged dimer,

calculated using the DFT method, is plotted in figure 8.2(a).It shows that the hole is

distributed symmetrically across the whole dimer and does not localize on the molecule
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with the cation geometry when using this method. The cDFT method was then used

to force the hole to localize on the cation guanine base within the dimer. The binding

energy was then recalculated and is also shown in table 8.1 as−3.410eV. A plot of

the charge difference between the neutral dimer and the constrained system is shown

in figure 8.2(b). It clearly illustrates that the hole has been localized by the constraint.

Calculations were repeated with other base dimers and at different separations. Binding

energies for all the different cases are shown in table 8.1.

(a) DFT case

(b) cDFT case

Figure 8.2: (Negative) Charge difference density plot showing distribution of positive

hole in a) DFT and b) when constrained to be on the upper guanine. In the figure, these

molecules are 2.5̊A apart.

8.3.4 Discussion

These results show that when cDFT is used to localize a hole inDNA base dimers it

produces energy changes which are often similar to those from fully self-interaction

corrected methods. Although cDFT does not always give a similar binding energy, it

always move the result in the correct direction. In general at short separations, the cDFT

method moves results closer to those from the B3LYP method. At large separations,
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cDFT produces results more like those of a SIC corrected method. Overall the results

indicate that some of the important physical characteristics of a system can be corrected

or captured by correcting the charge distribution in this way. These calculations were

performed without allowing the structures to relax, in order to compare with a previous

work. It is possible that exact nature of the binding dependson the geometric changes

that occur when the electron is localized, particularly when the molecules are closer

together. Furthermore, the two guanine molecules, particularly at small separations

may interact and this too may affect the geometry. In future the effect of geometry

relaxation could be investigated. However, for the well-separated dimers, where the

delocalization error is greatest, this should be small. cDFT is not as useful for finding

the actual electronic state of a system. In effect the state would have to be known for

cDFT to be able to specify it exactly. It is unlikely that a general constraint can be

applied and then cDFT used to find the exact electronic state from this reduced charge

configuration space. However, as described in chapter 6, it is hoped that many of the

important physical and chemical characteristics can be captured using just a general

constraint and this study gives an indication to that effect. Extending this study to look

at a larger strand of DNA is another avenue to be explored. Seeing how the change

Table 8.1: Binding energies for positively charged DNA basedimers. Application of a

constraining potential is found to bring the energies closer to the SIC values. B3LYP

and SIC values are from ref [152].

Binding Energy (eV)

Molecule Separation (̊A) DFT(PBE) cDFT DFT(B3LYP) SIC

Adenine
2.50 -1.084 -2.019 -3.533 -3.450

6.00 0.848 0.094 0.677 -0.182

Guanine
2.50 -2.321 -3.410 -3.936 -4.418

6.00 0.691 -0.082 0.538 0.030

Cytosine
2.50 -0.308 -1.558 -2.348 -6.440

6.00 1.001 0.015 0.812 0.017

Thymine
2.50 -3.421 -4.564 -5.477 -6.302

6.00 0.955 0.102 0.625 0.013
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in binding energy brought on by the localization of the hole is affected by other bases

and surrounding solvent, is relevant to understanding how the charge is transferred in

reality. CONQUESThas been used previously to investigate DNA molecules [153]and

adding a constraint to these types of calculations would be interesting.

8.4 Charge Separated Biphenyls

8.4.1 Introduction

As outlined in chapters 1 and 6, the field of molecular electronics [30] is becoming

increasingly important. Owing to the ever decreasing size of electronic devices, a fun-

damental limit will soon be reached beyond which conventional silicon devices cannot

be miniaturized any further [16]. Molecular electronics has attempted to create many

analogues of conventional electronic components, such as transistors [154], wires [155]

and switches [29] in a bid to overcome the eventual limits of conventional silicon elec-

tronics. The ultimate aim is to construct functional information processing and storage

devices on a molecular scale.

One of the most sought after components is a molecular switch[29]. Switches are

used in many electronic systems to process or store information. The principle idea is to

find a system that can be quickly and reversibly switched between two bi-stable states,

which have different conductive or transport properties. Many attempts have been made

to produce such devices, for example [156–158]. These molecular switches can operate

in many different ways. They can utilize electric fields, mechanical force, (for exam-

ple STM) or chemical changes, to change the transport properties of the molecule. As

when studying DNA there are particular experimental difficulties. One of these is that

the properties of the molecule are determined not only by itsown electronic structure,

but also that of the leads to which it is coupled and any surrounding solvent or envi-

ronment. The interplay between the structural and electronic properties of the system

is extremely complicated and difficult to understand in manyexperimental situations.

Theoretical modelling and computational simulation therefore have a large role to play

in helping to identify or design suitable systems.
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8.4.2 This Study

One way of switching molecular devices is via the application of light. So called photo-

switches, in which there is a ‘reversible photo-induced transformation between two

molecular states’ are extremely sought after [159] and manyprototype devices have

been reported, for example [160, 161]. One recent study [162] looked at three bi-phenyl

molecules, shown in figure 8.3, and the conformational changes that occur in them

upon photo-excitation. It was experimentally observed that upon photo excitation, the

molecules became charge separated. The right hand end, the benzonitrile, was found

to act as an electron acceptor, while the left hand end, the dimethylaniline, became

a positive electron donor. This charge separation induced astructural change in the

molecule’s dihedral angleφ. The experiments investigated the twist potential of the

three molecules. That is, the change in energy as a function of the dihedral angle.

Molecule I is rotationally restricted, but the others are free to rotate and have a clear

twist potential. In [162], the ground state twist potentialof molecule II was found to

have a minimum at39◦ while molecule III had a minimum at78◦. When the molecules

were photo-excited to a charge separated state, the equilibrium angles were found to

change to0◦ for molecule II and40◦ for molecule III. This change in geometry caused

by photo-excitation could effect the transport propertiesof these molecules. The ideas

of a change in conformation upon application of light, give the molecules potential to

act as the molecular photo-switches outlined above.

In the work here, the ground state twist potentials are calculated using DFT. Then

the cDFT method is used to create the charge separated state in these molecules II

and III, and the geometry changes occurring inφ are investigated. This enables the

assessment of whether the structural changes occurring upon charge separation in these

systems can be accurately captured using constrained density functional methods. The

constraint imposed here, splits the molecules in half between the two benzene rings.

Then it imposes that there is one net negative charge on the right hand side and one net

positive charge on the left hand side. Thus a charge separated state akin to that seen in

the experiment is created. Other constraint could have beenchosen, such as choosing to

constrain the electron to specific atoms at either end of the molecule. However, it is not

clear which atom the electron and hole should be localized onand this simple left-right
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charge separation across the centre of the molecule, ought to capture the main effects

in any case. However, the changes caused by using different constraints or population

schemes could also be investigated in future work.

Figure 8.3: The structure of the three biphenyls used in the simulations here and ref.

The first compound (I) is rotationally restricted. CompoundII has a ground state equi-

librium twist angle of 39◦ and compound III a twist angle of 78◦.

8.4.3 Results

Twist potentials were created by fixing the atoms defining thedihedral angleφ at 10◦

intervals and allowing the other atoms in the molecule to relax. Figure 8.4 shows

the ground state twist potentials calculated using standard DFT. They are extremely

shallow, agreeing in magnitude with AM2 calculations of [162], but the results are well

enough converged to provide at least a qualitative indication of the ground state angle

and agree well with the calculations of [162]. It is clear that DFT can produce accurate

ground state geometries for these compounds, as would be expected.

cDFT was then used to create the charge separated distribution. The twist potential

for this state is shown in figure 8.5. The potential is now muchdeeper, which again
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Figure 8.4: The twist potential for the ground state of biphenyl II (Red Line) and

biphenyl III (Blue Line). Produced using standard DFT.

agrees with the experimental results of [162]. However moreimportantly, there is a

clear change in the equilibrium angle in both the cases. These equilibrium angles have

reduced to values approximately in agreement with the experimental work. This is an

encouraging result that demonstrates that even though the electronic state of a system

cannot be specified exactly by cDFT, important geometrical changes of the system

are reproduced, using just the general constraint of a positive charge on one half of

the molecule and a negative charge on the other. The difference in charge between

the DFT and cDFT charge distributions are plotted in figures 8.6 for BiII and 8.7 for

BiIII. These illustrate where the constraint adds and removes charge as compared to the

ground state.

Table 8.2: Change in twist angle when charge is separated in 3different biphenyl com-

plexes.

Twist Angle (φ)

Molecule AM2(G.st) Expt (CS.St) DFT(G.St) cDFT(CS.St)

I 0◦ 0◦ 0◦ 0◦

II 39◦ 0◦ 35◦ 8◦

III 79◦ 36◦ 75◦ 41◦
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Figure 8.5: The twist potentials for charge separated stateof biphenyl II (Red Line) and

biphenyl III (Blue Line). Produced using constrained DFT.

The structural changes found upon upon charge separation can be used to cal-

culate the reorganization of this electron transfer event.The reorganization energy is

calculated from the following expression, as outlined in chapter 7.

λ = E(RD, nD) − E(RA, nD) (8.2)

The energy differences between ground different electronic states at the different ge-

ometries are shown in table 8.3.

Table 8.3: Change in energy for ground state and excited state for the two compounds.

This enables calculation of the reorganization energy.

Energy Relative To Compounds’ Ground State (kJ mol−1)

Molecule φEq φ = 0◦ φ = 90◦ φ = 0◦ φ = 40◦

II 40◦ 6.50 13.90 6.50 -

III 70◦ 88.95 0.79 - 11.55

Energy Relative To Compounds’ Excited State (kJ mol−1)

Molecule φEq φ = 0◦ φ = 90◦ φ = 40◦ φ = 70◦

II 0◦ 0 101.32 15.74 -

III 40◦ 154.29 74.52 - 22.99

From the two right-most columns in table 8.3, the reorganization energies of the
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charge separation in the two molecules can be calculated. These are,11.12kJmol−1

for molecule II and17.27kJmol−1 for molecule III. The larger reorganization energy

for molecule III is expected due to the larger number of atomsin the system. Here the

reorganization energy for the separation event and recombination event have been aver-

aged. That isλII = 6.50+15.74
2

= 11.12kJmol−1 andλIII = 11.55+22.99
2

= 17.27kJmol−1.

The separation and recombination reorganizations differ by around10kJmol−1 in each

case, as the two states are not exact diabatic states of the system, as described in chap-

ter 6. In both cases the cDFT results give the reorganizationfrom the charge separated

state as larger than that from the neutral state. This arisesfrom the sharper diabatic

surface produced by cDFT for the charge separated state of the biphenyl molecule.

These cDFT values are similar in magnitude to those found by [162]. There,

adsorption and fluorescence measurements gave values of 1000cm−1 (11.96kJmol−1)

and 2000cm−1 (23.93kJmol−1) for molecules II and III respectively. Alternatively, fig-

ures can be calculated from their graphs, figures 6 and 9 in [162], which give values

of approximately8.6kJmol−1 and16.0kJmol−1 for molecules II and III. It would be

interesting to investigate what effect the absence of a solvent has on the cDFT calcula-

tion. A solvent may well damp the energetic penalty to changing the geometry without

transferring the electron. This is indeed the case when comparing the results in the

experimental paper for the molecule III in different solvents.

8.4.4 Discussion

This study has shown that the straight forward constraints used in a cDFT calculation

can enable some important structural properties of charge separated systems to be re-

produced. The good reproduction of the structural changes for this system, indicates

that in this case these are determined by ‘broad’ features, such as orbitals of charge in-

teracting with each other resulting in a certain equilibrium angle. These orbitals clearly

interact differently when charge is separated across the molecule. Again, it should

be emphasized that the electronic state is not necessarily reproduced accurately. The

excited states for small molecules can actually be written down in some cases and de-

termined by symmetry arguments. Although unable to do this,cDFT can still capture

the essential features and geometric results and this will prove very useful.
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Figure 8.6: Charge difference plots for biphenyl II at the excited state equilibrium twist

angle. Created by taking the difference (cDFT - DFT) betweenthe charge distributions.

Yellow shows areas of excess charge, blue shows areas of charge depletion.

Figure 8.7: Charge difference plots for biphenyl III at the excited state equilibrium twist

angle. Created by taking the difference (cDFT - DFT) betweenthe charge distributions.

Yellow shows areas of excess charge, blue shows areas of charge depletion.

There are some interesting avenues down which to extend thiswork. In particu-

lar, experimental results were performed with the moleculein a variety of solutions as

well as in vacuum (the results compared with are those from invacuum experiments).

The solvent appeared to have an effect on the equilibrium dihedral angle of the charge

separated molecule. It would be interesting to perform a large scale constrained molec-

ular dynamics calculation of the biphenyl surrounded by thesolvent and to see if the

effects of the solvent could be accurately investigated. This would be a great aid in

determining whether DFT and cDFT are accurate in these cases. This is important as

many interesting biological systems are surrounded by solvent and this can often have

a crucial role in the ET properties. If cDFT can capture this then these systems can be

investigated more thoroughly and whether or not the solventis crucial for mediating

ET in certain cases, determined. When including solvents, free energies become very

important and other cDFT implementations focus primarily on this aspect [137].
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8.5 Electron Transfer In Porphyrin Molecules

8.5.1 Introduction

The final section of this chapter draws different elements ofthe thesis together by ap-

plying constraints to porphyrin molecules similar to thosestudied in chapters 3 and 5.

The aim is to demonstrate the different types of calculationthat may be useful when

investigating electron transfer in porphyrin molecules onsurfaces. The principle sys-

tem studied in this chapter is the Magnesium porphyrin. These molecules, along with

the similar Zinc porphyrins, have attracted interest due tothe important role they play

in the process of photosynthesis within both bacteria and plants [163, 164]. They have

been considered as promising for use as the active componentin artificial solar cells

[8] or charge transport devices [26]. The photosynthetic systems that contain these

porphyrins are large complicated systems, which a linear scaling application of cDFT

would be suited to studying. Here, Magnesium porphyrins arestudied under a variety

of physically motivated constraints and the changes in energetics investigated.

8.5.2 Charge Separation in MgPor-Por

Charge separation is an important process in the photosynthetic reaction centre of plants

and bacteria [164]. Zinc and Magnesium porphyrins are important constituents of these

biological systems and therefore charge separated porphyrin dimers are of interest. The

potential for them to be used in artificial solar cells, has resulted in much investigation

of these systems. In this section the charge separated MgPor+-FbPor− dimer, is created

using constrained DFT and its energy calculated at various separationsR, the distance

between the nearest Carbon atoms of the two rings, shown as the equilibrium value

5.87Åin figure 8.8. The correct1
R

dependence is observed as the distance between

the two molecules is varied, figure 8.8. The difference in energy between the ground

state and charge separated state is∆E = 5.133(3.75) eV for MgPor+-FbPor− and

∆E = 5.579(3.94) eV for MgPor−-FbPor+. Bracketed values indicate the energy dif-

ferences found in [35] for a charge separated ZnBC-BC (whereBC is a Bacteriochlorin)

complex. The charge difference plots figure 8.9, for the lower energy state MgPor−-

FbPor+ , show where the charge has been lost and gained in the two cases. This is not

symmetric due to the difference of a FbPor and a MgPor. These results show that the
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electron-hole interaction is being described correctly inthe system. This is something

that methods such as TDDFT fail to capture correctly [35].

Figure 8.8: Top: Structure of the MgPor-Por compound studied. Equilibrium separa-

tion was found to be 6̊A. Bottom: Graph showing the change in energy as the distance

between the charge separated compounds is changed. The correct 1
R

dependence is

observed.

The porphyrins in these dimers are sometimes joined together by a bridge, for

example a benzene ring or other conjugated molecule. The conjugated electrons of

the bridge are then expected to mediate charge transfer between the two molecules. In

other cases, some systems have porphyrins bound directly toeach other. Porphyrins are

bonded into tape structures with the aim of creating a systemthat will support charge

transfer over long distances [24]. These tape-porphyrin systems are considered in the

next section.
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Figure 8.9: Charge difference plots for MgPor+-Por−(top) and MgPor−-Por+ (bottom).

These are obtained by subtracting the charge separated charge distribution from the

neutral molecule charge distribution. Yellow shows areas of excess charge and blue

areas of charge depletion.

8.5.3 Charge Localization in Tape Porphyrins

Tape porphyrins have been studied recently as they possess anumber of potential uses,

both as transport devices [24] and as molecular sensors [165]. Transport along a tape

porphyrin requires excess charge to be present and travelling through the system. The

transport of this excess charge may be band-like or hopping.Constrained DFT simu-

lations could give some indication as to which mode is more prevalent by looking at

whether there are large energetic barriers or structural changes, required for the charge

transfer. When adding an extra electron to a tape structure,it will delocalize across the

whole system when treated with conventional DFT, as in the guanine dimer. It is in-

teresting to see the effect of the charge localizing onto oneof the porphyrin molecules.

First the bound porphyrin dimer of figure 8.10 was simulated in isolation. Figure

8.11(a) shows the charge difference between a neutral and negatively charged bound

dimer, calculated using DFT. This illustrates the delocalization of the electron across

both molecules. There is some charge on the central of the three bonds joining the

porphyrin, however most is pushed to the opposite ends of themolecule, reflecting
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Figure 8.10: The structure of two molecules of a tape porphyrin. This molecule was

simulated in isolation first and then periodically repeatedto create a full tape porphyrin.

(a) Location of extra electron in negatively

charged dimer, using DFT.

(b) Location of extra electron in negatively

charged dimer using cDFT

Figure 8.11: Plots showing the location of the excess electron in a tape-porphyrin dimer.

the electrostatic repulsion between the electrons. In figure 8.11(b) a constraint has

been applied to force the extra electron onto the left hand porphyrin. The adjacent

neutral porphyrin clearly has an effect on the negatively charge porphyrin, as the charge

distribution across it is not symmetric, as it would be for a negatively charged isolated

porphyrin. The electron on the left hand porphyrin has also repelled charge repelled

charge on the neutral porphyrin and forced some to move over to the far side of the

molecule. Again this illustrates electrostatic repulsion. Periodic cells have long range

electrostatic interactions as they are infinitely repeated. Excessive charge is neutralized

using a positive background charge, however this does leavedipoles. There should

not be a too large an effect, as a cell size was chosen to leave at least a 15Å gap

between this bound dimer and the next periodic image in each direction. Having seen

that adjacent porphyrins affect each other and change the charge distribution from that

of an isolated negative porphyrin, the question of an infinite chain of tape porphyrin
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with a larger spacing between the donor and acceptor is investigated.

For this study a chain of three bound porphyrins is used and then a periodic cell

is used to repeat the structure infinitely, as shown in figure 8.12. This three porphyrin

periodic structure now has two neutral porphyrins between each negatively charged

porphyrin. The neutral porphyrins of figure 8.12 are now not so strongly influenced by

the adjacent charged porphyrin as those of figure 8.11(b) arecompared. It is noted that

in both the tape dimer and the full tape porphyrin, none of theadditional electron is

ever present on the central metal atom. This indicates that for the purposes of transport

the macro-cycle is the important feature.

These calculations have all been performed statically. In the future it would be

revealing to look at the structural relaxation occurring when the electron is localized.

Self trapping can be an important feature of some conjugatedsystems such as polymers

and may also play a role here.

Figure 8.12: Upper panel: Structure of an infinitely repeated tape porphyrin. Lower

panel: Charge difference between a DFT calculation and cDFTcalculation of the neg-

atively charged periodically repeated porphyrin chain. The excess electron is localized

onto the central porphyrin.

8.5.4 Summary

This final section has illustrated the use of cDFT on porphyrin molecules. The charge

separation in a separated porphyrin dimer was studied and shown to give a1
R

potential
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energy curve between the two molecules, illustrating correct electron-hole interaction.

Then a negatively charged bound porphyrin pair was studied and cDFT used to localize

the extra electron onto one of the two porphyrins. The chargedistribution this produced

was not simply the same as a negatively charged porphyrin anda neutral porphyrin, due

to the interaction between the two molecules. The localization of an electron within an

infinite tape porphyrin was studied, and demonstrated that when the charged porphyrin

was well-separated the electron constrained on it distributes as it would in an isolated

porphyrin. In each case, the central atom played only a smallrole, never taking extra

charge. This again indicates that the macrocycle is the mostimportant conduit for

charge transport in these systems. In the future the structural changes in these systems

could be studied, in particular the self-trapping of electrons in tape porphyrins. Going

further, studying tape porphyrins whilst they are on a surface and investigating the

effect of the porphyrin constraint on the surface geometry would also be interesting.

These are the kinds of large systems that a linear scaling implementation of cDFT is

suited to studying.

8.6 Conclusions Electron Transfer Studies

In the second half of the thesis, constrained DFT has been implemented into a linear

scaling DFT code. The code has been bench-marked and found tooperate accurately

in O(N) mode, using two different populations schemes. Using this implementation,

some electron transfer calculations on small molecules were performed and illustrated

accurate reproduction of some experimental and theoretical charge transfer and electron

localization properties. Finally, some cDFT calculationson porphyrins were performed

to demonstrate how these methods might be applied to the systems studied in the first

half of the thesis. Together these results provide the ground work to enable electron

transfer calculations to be performed on large systems withpotential applications.

The implementation of cDFT into a linear scaling code is useful and important, as

many interesting long-range electron transfer situationstake place in large biological

systems. In addition, many biological systems are surrounded by solvent and including

this requires extra computational overhead. Large scale simulation of these systems

will be important in identifying desirable features of potential systems. To simulate the
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electron transfer in these situations is exciting and enables computational physics to

make important contributions. cDFT provides an easily implemented, understood and

executed method of addressing some specific problems and opening some new paths of

work.

However, it is important to state that rarely is there a ‘catch-all’ method that will

be superior in almost all situations. There are a number of implementations of cDFT

available that themselves have specialized in particular areas, such as calculating the

reaction barriers in small molecules [166], or the free energy changes in large systems

[137]. The implementation here fits into a highly parallel linear scaling code with the

potential to perform on extremely large systems, which should prove a useful addition

to currently available codes. In addition to other cDFT implementations, there are

numerous other approaches, to addressing electron transfer, such as time-dependent

DFT and steady band transport in open systems, Non-Equilibrium Green’s Function

methods and first principles molecular dynamics [117] and others [115, 116]. These

have made large contributions, as outlined in the introduction and will continue to do

so. They offer more exact ways to treat certain situations and in particular are the only

way to access a dynamic interpretation of electron transferprocesses.

Many future simulations could be performed using the implementation of cDFT

described here. Firstly systems built from the two small molecules studied in this chap-

ter, such as large DNA systems surrounded by a solvent and large biphenyl derivatives

coupled to leads, are of particular interest. However, another extension to this work is

use the method to address electron transfer in surface systems. One potential avenue of

investigation is to use cDFT to simulate the effect of chargeseparation in a molecule on

a surface and the subsequent diffusion of the electron into the substrate. This is seen in

dye molecules on TiO2 which have been suggested as potential photo-voltaic devices.

As stated at the end of chapter 7 there is also much work to be done on theoretical

extensions. Coupling matrix elements using single-particle density matrices for exam-

ple. There are numerous other ways to correct some of the errors addressed by cDFT.

One of the most prominent is the development of new functionals for the exchange

and correlation. In particular functionals which aim to combat the self-interaction er-

ror such as self-interaction-corrected functionals [110]or hybrid functionals [45]. And
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also those that aim to capture weak dispersive interactionssuch as van-der-Waals forces

[167], which are prevalent in weakly bound systems. Furthertheoretical developments

such as these would further enhance the method.



Chapter 9

Thesis Summary and Outlook

The desire to address a number of important technological problems has led to much

study in the field of nanotechnology. Traditional surface science has already made an

impact in a diverse range of applications such as detectors,catalysis, and microelectron-

ics. The natural extension of some surface science techniques down to the nano-scale

has allowed many potential technological advances, such asmolecular wires, nano-

scale magnetic storage, spintronic information processing devices, quantum comput-

ing, artificial photo-voltaic cells, improved catalytic materials and many more, to be ex-

plored. The computational study of nano-scale surface systems has played an important

role within this. It has provided valuable guidance to current experiments, suggested fu-

ture avenues for work and given insight into more speculative systems not yet amenable

to experimental study. Within many of these potential device systems, the transfer of

charge is an important feature and techniques studying thisprocess are highly sought

after. There has been much work focused on the computationalsimulation of electron

transport processes in nano-scale systems, particularly those on surfaces.

This thesis has provided a framework within which the electron transfer proper-

ties of large molecules on surfaces may be investigated computationally and has done

so in two parts. First, through a series of density functional studies on surface sys-

tems, which revealed the different binding regimes and assembly paradigms possible

for atoms and molecules on silicon surfaces. And second, by the implementation and

demonstration of the constrained density functional formalism within a highly parallel

and linear scaling code, that enables electron transfer calculations to be performed on

very large systems. By bringing the results and insights from these two aspects together,
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new simulations of electron transfer in large surface systems can be performed. These

simulations can then be used to provide insight into whetheror not certain molecules

are suitable required for nano-scale applications.

9.1 Surface Systems

In chapter 2 the basic formalism of density functional theory was presented. In chap-

ter 3 a study of Haem(b) on the Si(111):H surface was performed and confirmed the

weak nature of the interaction between porphyrin derivatives and hydrogen passivated

surfaces. It was also found that this interaction could be marginally strengthened and

the molecule-surface distance decreased, by creating a defect in the surface’s hydrogen

layer. The defect then acted as a favourable binding site forthe molecule on the surface.

Such tethering of molecules to silicon surfaces has been observed experimentally for

phthalocyanines on the Si(001): and Si(111):H and could provide a method of directed

assembly to create desired patterns of molecules. Throughout this chapter, the ideas of

strengthening weak interactions via hydrogen desorption were emphasized.

Chapter 4 investigated the binding of Mn atoms at low coverages, to the Si(001)

surface. In contrast to chapter 3, these systems bound very strongly to the surface. This

caused them to induce structural rearrangements of the surface and bind cooperatively

with each other at certain coverages and conformations. A structure of Mn atoms on

the surface was proposed to explain the line-like structures recently observed in STM

experiments on this system. The differences in comparison with chapter 3, now that

the interaction between adsorbate and surface is strong, were highlighted. Specifically,

how the strong interaction is linked to a mode of structure building that is now a more

passive growth process. This results in the properties of the system changing upon, and

being determined by, the adsorption.

Chapter 5 combined elements of the previous two chapters andinvestigated a man-

ganese porphyrin (MnPor) on the clean Si(001) surface, a system which also has po-

tential technological applications of its own. MnPor was found to bind strongly to the

Si(001) surface and induce structural rearrangements of the surface, with the interaction

varying greatly over different sites. This is in contrast tothe weak dispersive binding

seen for the molecule on some other surfaces. In chapter 3, DFT may not have been
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capturing the full dispersive interaction between molecule and surface but in the case of

the MnPor in chapter 5, much of the interaction appeared to bedue to strong covalent

bonding between the porphyrin ring and the surface. This is clearly a different binding

regime to that of haem on the hydrogen terminated surface. The study also provides

an indication that MnPor on Si(001) will have a preferable binding site, similar to the

binding of a benzene ring on the surface, due to the lattice match. Individually, all

three of these works also provide visual and structural interpretation to experimental-

ists working on these systems. Together they illustrate theeffect of differing surface

interaction strengths, on possible morphologies, construction methods and uses.

9.2 Electron Transfer

Chapter 6 outlined the Marcus theory of electron transfer toprovide background to

the following studies. Chapter 7 described the implementation of the constrained den-

sity functional formalism into the linear scaling DFT code CONQUEST. Technical is-

sues were discussed, regarding population schemes, forcesand convergence, pertain-

ing specifically to implementation within a linear scaling code. Some benchmarking

calculations were performed illustrating the codes operation. These showed similar

population scheme behaviour to previous works and found a Becke weight population

scheme to be the best suited for use in a linear scaling code. Abrief description of

how electron transfer parameters are extracted from cDFT calculations was then given

and the difficulties faced in this regard by anO(N) implementation, pointed out. The

implementation of cDFT in CONQUEST will allow linear scaling calculations of large

systems to be performed. However due to the limited time available, as a first step, the

following chapter featured calculations performed only onsmall molecules.

Chapter 8 used this implementation of constrained DFT to study charge localiza-

tion and separation in three different small systems and compared the work to past

experiments and theoretical calculations. Investigations were performed, studying the

energetics of positively charged dimers of DNA base molecules, the structural rear-

rangements of charge separated biphenyl molecules and the charge separation and lo-

calization in Magnesium porphyrin molecules. The method was shown to work well

for each of these systems, when compared with past cDFT calculations or experimental
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work. With these results, larger scale simulations of systems based on these molecules

can be performed with more confidence. Chapter 8 demonstrated that, following the

work in this thesis, it is possible to perform large scale electron transfer calculations

on molecules, such as the systems studied in the first half of the thesis. Some ideas

for these future calculations were outlined in the relevantchapters and are recapitulated

here.

9.3 Future Work: Combining The Two

The study of surface systems and electron transfer will remain important and challeng-

ing areas. Much experimental and theoretical work is neededto continue to design

and improve potential devices and reach the stage where useful systems can be easily

produced. From a theoretical standpoint, with regards linear scaling studies of electron

transfer, a particularly useful development would be extraction of the electron trans-

fer coupling matrix element from just single-particle density matrices. In addition, the

recent advances in other cDFT codes such as the constrained computation of free en-

ergies and reaction barrier methods, will enable more calculations to be performed. In

the wider context, density functional theory and indeed allcomputational methods, are

continuously being developed and improved with attempts toincrease their accuracy

and efficiency always underway. These include new functionals, scaling behaviour and

basis sets, that are accurate and allow rapid calculations in different situations. Many

other methods will continue to provide important work, suchas TDDFT and NEGF

methods and all of these will hope to answer different questions in this area. These do

not possess one of cDFT’s main limitations, that it cannot easily provide a dynamical

description of an electron transfer event. The question of exactly how a process will

occur, cannot be answered easily by cDFT. Instead, fixed points must be picked that

will be important in the process and these used to build up a picture and say something

constructive about the transfer event.

There are also many potential simulations that can follow from the work here. In

particular detailed investigations of the binding of metallopophyrins to dangling bonds

on surfaces could be performed. For example, ascertaining the atomic physics behind

the 3dz2-2pz hybridization might reveal important features of the binding. However,
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the most novel studies will involve looking at electron transfer in large systems. A par-

ticular example currently being investigated is the chargeseparation that occurs when

a dye molecule is photo-excited on a TiO2 surface. The electron from the electron-

hole pair can subsequently diffuse into the surface and thusenergy from a photon is

converted into electrical energy and the systems operates as a solar cell. This work is

currently being performed and forms part of a collaborativeeffort between the devel-

opers of CONQUESTand experimental groups. The behaviour of the charge separation

while on the surface and the way in which the surface carries the electron away from

the molecule, are important considerations in how such devices could work. A linear

scaling implementation of cDFT is ideally suited to provideinsight to these types of

question. In additionO(N) calculations make including water and other solvents in

calculations possible. This is important in calculations of a biological nature. Another

potential study is to look at the transfer of a sodium ion through an ion channel. cDFT

can be used to constrain the valence of the ion as it passes through this large solvated

complex and the structural changes investigated. This may help reveal the structural and

electronic features most important to the functioning of these systems. DNA molecules

will also be of interest, these too can be effected by a surrounding solvent. Calculating

the reorganization energy for these situations would enable assessment to be made of

how important the solvent is in mediating electron transferprocesses.

9.4 Closing Summary

The contribution of this thesis is to provide a framework within which large scale elec-

tron transfer calculations of molecular systems and surfaces can be performed. By

investigating molecule-surface systems with differing binding strengths, the ways in

which the interaction with a surface can be altered and tailored to purpose were iden-

tified. By implementing constrained density functional theory into an existing linear

scaling density functional code, much knowledge has been gained about applying this

method to these kinds of systems. The initial calculations performed help enable excit-

ing new electron transfer calculations to be performed withconfidence.
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