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Abstract

This thesis contains a series of density functional studireporphyrins, surfaces and
other molecules, that are of relevance to surface scierttelaatron transfer. In chapter
1 the main concepts of the thesis and how they fit togetherpatiened. Chapter
2 describes density functional theory (DFT), the princigileoretical technique used
throughout. The thesis then considers two main aspectsptéisa3, 4 and 5 look at
how systems interact with surfaces and compare and corsitastions of differing
interaction strengths. Chapter 3 investigates the wea&kantion of a haem molecule
with the Si(111):H surface and studies how this interactian be tuned by desorbing
hydrogen atoms from the surface. In chapter 4, the struofueeperimentally observed
Mn nanolines on the Si(001) surface is studied. How thesslgelf assemble and
interact strongly with the surface is discussed. Elemehtisese two studies are then
combined in chapter 5 with a study of manganese porphyrirhenSi(001) surface
displaying some features common to both previous systemshdpter 6, 7 and 8 the
focus switches to electron transfer. The basics of eled¢temsfer theory are outlined in
chapter 6. Then, the difficulties faced by DFT when studyiegteon transfer in large
systems, such as the self-interaction error and cubicrggadre described. Chapter 7
describes the constrained DFT formalism and its implentiemténto the linear scaling
DFT code WNQUEST. In chapter 8, this implementation is used to perform some
electron transfer calculations on small organic moleguath systems demonstrating
both charge localization and charge separation investigaChapter 9 concludes the
thesis indicating how, following this thesis, large scdkecton transfer calculations
of organic molecules on surfaces can be performed with sanfdence and giving

suggestions for future calculations.
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Chapter 1

Introduction

The study of atoms and molecules on nanoscale surfacelseads a research area of
huge technological importance [1-3]. The quantum natutbede nanoscale systems
imbues them with novel properties quite unlike any classinalogue. Rapid progress
in the experimental techniques available for surface seighas enabled the imaging
[4], manipulation [5], control [6] and placement [7] of iMitilual atoms and molecules
on surfaces. Using these techniques to understand andtekgmovel quantum be-
haviour of these systems, in an attempt to construct teolgreally useful devices, has
the potential to solve many outstanding scientific probleRwential uses include ar-
tificial solar cells [8], hydrogen storage mediums [9], tgdts [10], gas sensors [11],
and information storage [12], transport [13] and proceggld] devices.

Many different aspects determine the potential usefulnéssmolecule-surface
system, but two in particular will form the focus of this tieesThese are, the adsorbate-
surface interaction and the electron transfer processesrirng within the system. The
interaction between molecule and surface is important footh a structural and elec-
tronic standpoint. It will determine how an adsorbate bitalthe surface and conse-
quently, influence the complex’s potential to be assembésilye remain bound at a
desired temperature and form specific desirable morphedodihe surface interaction
will also greatly affect the molecule’s electronic struet@nd this may open or close
avenues for potential use. Electron transfer processegeayerelevant, as many of
the applications of surface systems involve the transfetadtrons in some way. This
can be either direct transport of electrons, as in a moleeul&, or reversible trans-

fers such as the formation and recombination of charge aggghstates. Investigating
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electron transfer in surface-molecule systems can pramgertant information about
their many potential applications. .

This thesis performs computational calculations on bo¢habove themes, with
the aim of providing a platform from which the electron triamgproperties of surface-
molecule systems can be studied. Whilst no computationtiadelogy can hope to
provide a catch-all solution to the huge array of propetties play a role in surface
science problems, this work will provide a valuable conttibn to a specific subset of
them. In the first half of the thesis, the focus is on studyireinteraction of molecules
and other nanoscale systems, with the silicon surface. Tstimdt systems are studied
and then aspects of both are brought together in a third tiggg®n. These works
specifically investigate how interaction strengths anddfuge construction paradigms,
can change markedly from one system to another. The sectfrfddwses on the study
of electron transfer. First implementing a methodologyt #@ables electron transfer
to be investigated computationally in large systems. Tliedysng electron transfer in
small molecules including some akin to those studied in tisé ¢hapter, which form
the basis of larger interesting systems. The aim is to iustthat the means and initial
groundwork now exist to perform computational electromsfar calculations on large
scale surface systems. The following sections of this thtotion outline a number of
different concepts important to the thesis, so as to ilatsthow these different aspects

fit together.

1.1 Common Themes

1.1.1 Surface Science

The ideas of adsorbing collections of atoms or molecules satfaces in order to
construct potentially useful systems, can be couched irfithe of surface science
[3]. Surface science has been a hugely active area of réssimae the development
of ultra-high vacuum (UHV) techniques for studying surfaesd its principle focus
has always been on the technological applications of seiggstems. These include
uses in the industries of microelectronics, opto-eledtyrcatalysis and sensing. For
many years, the typical length scale in surface scienceleamicrometer length scale.

Recently, another branch of research has emerged whictppbisdisome of the ideas
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and techniques from surface science, particularly scanmiabe microscopy, down at

the nanoscale.

1.1.2 Nanotechnology

Nanotechnology is an umbrella term encompassing a rangaraefdvresearch areas
[15]. Its premise is to capture and utilize the non-claddiedaviour exhibited by
nanoscale systems, in order to produce novel solutions tae knge of scientific
problems. These include the miniaturization of electratauices to below their cur-
rent sizes [16], the construction of new paradigms of quantamputation and a vast
array of applications in fields such as health care, clearggrend environmental ap-

plications [17].

1.1.3 Experiment and Theory

Often in nanotechnology and surface science, the focuspsaviding solutions to real

world technological problems. Consequently, the constvtn@nd characterization of
systems that demonstrate the potential for use is oftenrttigeal. Many of the chal-

lenges faced are engineering problems, where a proof ofiplensystem or concept
may exist and the difficulty is showing how it may be constedateliably and repeat-
ably. However, in two main ways, nanotechnology also bengfaatly from theoretical

input. First it can be impractical to perform large numbdrexperiments. Instead, by
studying systems theoretically, predictions can be madeatalhich systems are most
promising and worth studying experimentally. Second, eérpental results cannot al-
ways be straightforwardly interpreted and therefore tegcal analysis is important to

explain the fundamental physics behind the situation asdlve any ambiguities.

1.1.4 Computational Physics

The systems to be studied are collections of nuclei andrelext The behaviour of
these nanoscale systems is governed according to thedbohed equation. However,
this equation can only be solved analytically for a few vemye systems, such as the
hydrogen atom. Approximate methods are needed to extrfactmation about many-
atom systems such as molecules or surfaces. As the proggssiver of computers

has risen, there has been more scope to utilize them in tiedravestigations of
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guantum mechanical systems. Many algorithms have beemogedewhich allow the

complicated equations governing quantum mechanical betnato be solved approx-
imately. Computational physics is now used extensivelyravide interpretation and
guidance for ongoing and potential future experimentakw®he studies in this thesis
will use some of these computational methods to investitp&tguantum mechanics of

molecule-surface systems.

1.1.5 Density Functional Theory

Many different methods exist for calculating the electoosiructure and properties
of atomic systems. In particular, a large hierarchy of medghd&nown collectively as
quantum chemistry [18], can ultimately provide very acteir@swers. However, the
most accurate of these are prohibitively computationadstly for systems with more
than approximately 50 atoms, as their computational cad¢s@gO(N*) up toO(N7)
with the number of atoms in the system. Instead, one of the ocawamonly used
methods has been density functional theory (DFT) [19, 20hil®\possessing some
limitations [21], this method is able to achieve a good be¢abetween accuracy and
computational cost when calculating the ground state reeict structures for systems
of up to several hundred atoms. DFT will be the primary metheed throughout this
thesis. Itis useful not only for providing direct electrostructure information, but also
enabling some post-processing, such as the productiomoliaied STM images, that
can give extra information about a system and provide a gtliok to experimental
work. An explanation of DFT’s theoretical formalism is given chapter 2. Where
possible, DFT results will be compared to other computatiomethods to ensure the

conclusions drawn are not overly sensitive to the model dhous used.

1.1.6 Collaboration

An important aspect of all computational surface sciersepllaboration with experi-

mentalists. Computational physics often involves cakioites where the accuracy with
which a system is being treated is not perfectly charaadri®any times, methodolo-
gies may be relatively new or are being applied to a classsiksy untreated by them
before. To ensure the methods being used are accuratenp@stiant to compare parts

of the results to experimental work, in order to have morthfan other predictions
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being made by the modelling. Often, there is also the conitglexthe surface chem-
istry to consider, particularly when there are many poss#birface arrangements and
many possible surface processes could occur. Understahdim these occur through
experiments alone can be challenging. In the studies peehere, efforts are made
to link and compare results with experimental work, eitieotigh contact with exper-
imental groups, or comparison with past literature. In meases experimental groups
have been contacted and have provided valuable feedbatie @momputational work.
Results in some sections are compared with past experiineotiss, while in others

future avenues of experimental activity are suggested.

1.2 Surface System Themes

1.2.1 Biological Molecules and Porphyrins

There have been many attempts to harness the power of lmalogblecules in nan-
otechnology. Biological systems are able to perform somga@mplicated tasks, with
two prominent examples being the long range charge trahspen in the process of
respiration and the creation of energy from light via thecpss of photosynthesis. They
perform these so well that it is often sensible to try andagibspects of nature’s ready
made solutions, rather than create new ones. Some of theghial molecules most
commonly involved in these processes are the porphyrirls [2&se carbon-nitrogen
macrocycles, shown in figure 1.1, are found playing cru@&g in both respiration
and photosynthesis. From gas sensors to artificial solés @etl nanowires to infor-
mation storage devices, porphyrins and their man-made&eui the phthalocyanine,
have exhibited potential for use in a huge range of appboati One important fea-
ture that enables their properties to be tailored to marfergift applications, is the
central metal atom. By changing this atom the electronicraagdnetic properties of
the molecule can be varied. Another important benefit is tigardc carbon ring sur-
rounding them. This both shields the metal atom and preveftsm drifting away,
but also gives porphyrins various structural propertieg tan be advantageous, such
as a strong energetic preference to remain planar due tothegated bonds around
the ring. This gives for example, the ability to grow thin fdmof porphyrins which

then provide ordered arrays of metal atoms. The morphologyagptical properties
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Figure 1.1: Left: Free base porphyrin molecule. Right: Ngarphyrin molecule

coordinated with an iron atom at the centre.

of these layers are often important [23]. Porphyrins caa h&sfashioned together in
ribbon like chains [24], or even more complicated supearedtires [25], both of which
provide additional potential uses. Porphyrins can be fanetized with various side
chains and have ligands joined to the central atom. Thisigeswet further possible
ways of tuning their electronic and magnetic properties pawicular task, especially

if the coordination of the central metal atom is changed.

1.2.2 Molecules on Surfaces

In many cases, the construction of a device requires thersysi be assembled on a
surface, in order to provide structural support to the mdkcwWhen a molecule is de-
posited onto a surface, the electronic structure of botteays can change dramatically
and what may be a useful electronic structure in the gas phesenot be so when on
a particular surface, or vice-versa. Porphyrins and pbtyanines on surfaces have
been proposed as a way of implementing a number of diffesestems. One example
is to use the central metal atom to store information at vegl densities via coupling
to a magnetic surface [14]. Similarly, the construction ahascale wires on surfaces
has also been proposed [26]. Many different surfaces hase bsed as substrates. Of
particular relevance is the silicon surface, due to its alemwce in the semi-conductor
industry. The Si(001) surface is the most important, howettgers are also of interest,

in particular hydrogen terminated variants such as Si(60and Si(111):H. Passivated
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surfaces can sometimes be easier to work with experimgraalthe hydrogen layer
makes them stable in air. They are easily prepared by dighmgurface in a hydrogen
fluoride solution. For a clean surface, removing the S&yer formed during cleav-
ing is not as straightforward. Hydrogen passivated susfatgo offer potential routes
to tune interactions between molecules and surfaces, Img lishography to desorb

hydrogen and create of dangling bonds on the surface.

1.2.3 Scanning Probe Microscopy

Once amolecule is on a surface, some way of imaging and mlatipyits morphology
is required. Scanning probe microscopy is one of the mosbitapt tools in surface
science and is used to perform these tasks. There are marsyovaging a probe to
create an image of the surface. They all entail scanningsadiee surface and using
the variation in the interaction between tip and sample ¢ater a 2D map of surface.
Using the interaction between tip and sample, means thatrthge is not diffraction
limited, as is the case with microscopes, and can thus be digaer resolution. One
scanning probe that has played a huge role in nanotechnasabg scanning tunneling
microscope (STM). The STM is the most commonly used tool fovjging a real space
representation of the structure and electronic chargghlision of nano-structures on a
surface. It can even be used to manipulate these structurdsudd or modify surfaces
one atom at a time [5]. It is important that the computationaftk here is able to
interface with STM images gathered by experimentalistseesally as these cannot
always be unambiguously interpreted. STM images contaongbmation of features
from both the atomic structure and the charge density digion and cannot give a
definite distribution for each aspect independently. Thestg functional calculations
performed in this thesis will often be used to create sined&@TM images to compare

with experiment [27, 28].

1.2.4 Direct vs Indirect Assembly Methods

The ability to manipulate atoms using an STM has made it ptssgd construct small
surface structures and devices atom by atom. This is sontekirato the ‘factory-
assembly’ methods used in industrial manufacturing andbee®n demonstrated in

many systems such as nano-magnets or molecular switched{@®&ever, the labour
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intensive nature of this method and the difficulty in autdngait, makes it hard to use
for producing many nanoscale devices. An alternative igtoch for systems which,
to a greater or lesser extent, will assemble themselves.iddzeof self-assembly is
common in biology, where intricate systems such as DNA adaoroteins will build

or replicate themselves into working biological machinefe focus here is on sur-
face systems which may, when growth conditions such as tertyse, annealing and
coverage are suitable, self-assemble into a useful mbtastaucture or morphology.
This is a more passive method of construction than direcipodation and has greater
potential for scalable repetition, however it lacks thecgi®n and control of direct
assembly. The studies in the first half will compare aspeick®th direct and indirect

assembly.

1.2.5 Variation of Interaction Strength

Another characteristic feature of a surface system, is tiength of interaction be-

tween the adsorbate and the surface. Strongly bound chdredstructures may be
more useful as there is less danger of the complex dissogiatice built. However, a
surface that interacts strongly with adsorbates can belebsdageous when trying to
minimize impurities in a system or reduce the disturbancant@dsorbed molecule’s
electronic structure. The studies in the first half of thesthéeature contrasting inter-
action strengths and looks at ways to alter and tune theaictien strengths between
system and surface. Doing so may enable beneficial aspestsoofjly and weakly

interacting surface structures to be combined.

1.3 Electron Transfer Themes

1.3.1 Electron Transport

In many of the technological applications that surfaceeyst have been put to use
in, the transport of electrons plays an important role. it fam part of the system’s
function directly, for example the charge transport aloagawires or the charge sep-
aration or recombination in artificial solar cells. And cdsoabe important indirectly,
for example determining how strongly a nanostructure mag o a surface. Studying

and harnessing the transport of electrons through naootstes has been termed the
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field of molecular electronics [30]. Molecular electronams to use small molecules
to replicate some of the aspects of conventional electsatoevn at the nanoscale, with
an eventual aim of creating fully functional nanoscale desi The systems studied in
the second half look at modelling charge transfer comparatly using density func-

tional methods in systems relevant to molecular electsonic

1.3.2 Marcus Theory

Harnessing electron transfer (ET) and creating moleclgatr@nic devices from indi-
vidual molecules, is a somewhat recent idea. The procedsaif@n transfer however,
has always had fundamental significance. Many chemicaitsitos involve electron
transfer and consequently much work was performed with iimecd understanding
these processes. The main theoretical framework to emergeudying charge transfer
is known as Marcus Theory [31]. In its simplest form it is assligal theory with some
quantum corrections, that enables the assessment of hallyrapeasily a certain sys-
tem will undergo electron transfer. The studies in the sddw@if of the thesis use DFT
calculations to investigate ET in small molecules with ptigd nano-technological ap-

plications and looks at how to extract some of the Marcusrthparameters.

1.3.3 Constrained DFT

With the growing interest in nanotechnology and moleculecteonics, the simulation
of ET in molecular systems has become important. Simulatiegdynamic process
of electron transfer is more challenging than studying tteeigd state structural and
assembly aspects seen in the first half. It would be desithblegh, to still make use
of the density functional methods due to their many advagad here are a number
of methods developed for studying electron transfer basddFal’ calculations. Linear
response time-dependent DFT (TDDFT) [32] can provide mifation on the optical
properties, that is excited states, of molecules. With,daleTDDFT can even provide
a dynamic picture of an ET event. Others such as the non#equih Green’s function
method [33] are based on scattering and can give the stéattyesirrent distribution
when a voltage is applied across a system. However, thes®dstan be complicated
to use and are most efficient with small systems. Another otktthat is simple to

implement and does not greatly increase the computatiomsdlaf a calculation, is
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known as constrained DFT (cDFT) [34, 35]. This method addsx@erimentally of
physically motivated constraint to the ground state dgrssairch. It does not provide
a complete picture of the process though time, but can gigulmformation on the
start and end states of a process and therefore indicataténatiwhich electron transfer
events may occur. cDFT is most useful when consideringrelet¢tansfer processes as
individual, or a series of, discrete electron hopping esenhis is often the framework
considered most realistic when describing electron teansfbiological systems. In
this thesis cDFT will be used to investigate electron trangivents in a variety of

molecules.

1.3.4 Linear Scaling DFT

Conventional density functional theory scales cubicallthwhe number of atoms in
the system. This provides a sharp limit to the size of systesth ¢an be simulated.
There are however some more complicated implementatioighweleale linearly with
the number of atoms in the system [36]. Whilst requiring gcaae to use and not being
applicable to every system, linear scaling DFT codes arsiblulate some very large
systems of the ordet0, 000 atoms. Some of the most interesting electron transfer
problems occur in large biological systems. Therefore thestrained DFT formalism
will be implemented and bench-marked within a linear sgatinde. This will enable
the final thesis goal, of providing the implementation antiahbackground work, that
better enable electron transfer to be studied computdlyoindarge biologically and

technologically relevant molecule-surface systems.

1.4 Aims and Outline of Thesis

The overall aims of the work are two fold. First, to better ersfand the interaction
between molecules and the surfaces on which they are degosdit particular, how

the differing interaction strengths between systems ahdtsates can affect their prop-
erties and how the interaction strength between moleculdsarfaces can be tuned.
This is done through a series of studies that also provideatdé input to current ex-
perimental work. First, the interaction between haem(l) twe Si(111):H surface is
investigated. Then the adsorption of Mn atoms onto the 3)@drface is studied.

Finally the two elements are combined when looking at how addaese porphyrin
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molecule binds to the Si(001) surface.

The second aim is to provide an implementation that enaliéesren transfer to
be studied computationally in large surface systems. Thisladvbe applicable to a
broad range of surface science problems similar to thogedifouthe first half. Then to
demonstrate the method by investigating both charge sipa@nd transfer in some
technologically and biologically relevant molecules.sEithe implementation of con-
strained DFT into a linear scaling DFT code is described.nTle&ctron transfer cal-
culations are performed on DNA base molecules and biphenigeules, which both
have potential applications within larger molecular alecic systems. Finally some
calculations are carried out on porphyrin molecules whisb possess electron trans-
fer applications. While only small systems are simulatee hhese form the basis of

interesting large scale systems to be studied in future.



Chapter 2

Density Functional Theory

This chapter outlines the basics of density functional th¢éDFT) whilst also describ-
ing some extensions to the theory that will be used duringfteseis. Doing so will
allow the rest of the chapters to concentrate of results aalysis without stopping for
methodological digressions. Further details on DFT camobed in many books, for

example [37, 38].

2.1 Mathematical Tools

2.1.1 Functionals

A function takes one number as its input and returns one nuasigs output. It is said
to map one number into another. A functional takes a funamits input and returns

a number as its output. It maps a function into a number.

Function : ylr) = =x —  ylr=2)=

Functional :  Fly(z)] = /01 y(z)dz — Fly=2%=

A functional such as 2.2 does not specify what the functiobetanput is, just as
a function doesn't specify what the value of the variableTise main functional used
in DFT is the energy functionat[n(r)]. It acts on the electronic density, to return a

number, the system energy.

2.1.2 Functional Differentiation

The energy functional of DFT must be minimized and theretbeedifferentiation of

functionals will be an important concept. Consider a fumcti’[y] of one variabley.
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The change in the function when moving from a pajnto another pointy, + dy) is:

dF = F(yo +0y) — F(yo) = F'(y)

dy (2.3)

Yo

Then consider a situation with a number of different vaesalyl,. The derivative is

defined as the sum of the partial derivatives:

OF

dF = —
Oy,

i+ o] dypt .. (2.4)
Yo 8y2

If this is extended such that there are many variaplesheny becomes a function of
n. In this casey is now a functiony(n) and F' becomes a functiondl'[y(n)]. If the
domain of the functiory is defined to be, say, the axis, theny,, = y(z,), and the
functional F' takes as its inpunjot the value of the function at a specific poirt, but
its value at all these pointg: therefore depends on the entire functional forny @f).

A small change in the underlying functiarix) is actually a small change in all of the
pointsz,,, which make up this function. So the change in the functicaal be written

as the sum of all these changes.

N OF
=20

n=1

dyn (2.5)

Yo

Considering the intervals, to be small and defining the function to have limitand

b, turns the sum into a definite integral.

b oF
dF—A dxm

oy(z) (2.6)

yo(z)

This expression gives the definition of a functional derxgtbut not a way to calculate

it. However, the left hand side change can be calculatedatiplia
dF = Fly + dy] — Fly] (2.7)

By then equating it with the left hand side, the part that éxjtlee differential can be
found. This is best illustrated with an example as in [37].
Tasln(r)] = Cr [nd()ar (2.8)
5 D 2
Treln+on] = Cp / [0 (1) + 20 (1)dn(x) + .. Jdr (2.9)

= Tre[n(r)] + ch / n3 (£)on(r)dr + . .. (2.10)
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Subtracting the two expressions to get the change in thdifurat and equating this
with equation 2.6, the differential is calculated as:

0lrp 5 2
Snx) 30" (2.11)

2.1.3 Lagrange Multipliers

The differentiation of a function or functional to find itstesma is a common prob-
lem. It is also often necessary to find the extrema, subjetigdunction or functional
obeying certain constraints. In this work functionals wilve to be minimized subject
to certain physically motivated constraints. This is dosmg the method of Lagrange

multipliers. For example, to find the minimum of a functiffx, y) under the condition
g(z,y) =0.
flz,y) = z+2y (2.12)
glr,y) = 2 +y* -1 (2.13)
This is the minimum of the intersection between a tilted pland a unit cylinder. A

new function is written which consists of the old functiofygpthe constraint function,

multiplied by a number known as the Lagrange multiplier.

h(z,y) = f(z,y)+ Ag(z,y) (2.14)

h(z,y) = x+2y+ Ma®+y*>—1) (2.15)

0= oh- _ 1+ 2\ (2.16)
ox

0= oh- _ 2+ 2y (2.17)
dy

Along with the equation defining the constraint, this giveshree equation for three
unknowns and thus can solve the problem to find the minimunestubo this con-
straint. For functionals the case is similar. SHy(x)] needs to be minimized subject
to I'[y(z)] = 0. So form:

Rly] = S[y] + AT'y] (2.18)

and proceed in the same way, by performing functional difiation with respect to

Y.
SR 68 6T
5 "o ey (2.19)
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2.2 The Schidinger Equation

The properties of matter at the nanoscale are describedeblawvs of quantum me-
chanics. The behaviour of atoms and electrons is approglyngbverned according to

the non-relativistic Schrodinger equation (in atomictsii
U(r,t) = HY(r,t) (2.20)

When considering a static situation, the Hamiltonian igpehdent of time. The equa-
tion can then be separated into spatial and time dependestgral two separate equa-

tions for the wave-function evolution written:

U(r,t) = o(r)e(t) (2.21)
@'dﬁf) — Be() (2.22)
Ho(r) = Eg¢(r) (2.23)

This thesis uses a method known as Density Function Thed¥y ) solve the second
of these, the time-independent Schrodinger equationE)&éhd find the ground state
wave-function of a system. The interactions within a systéatoms are described by
a Hamiltonian with the following form.

NJ\/[ZA NNl MJ\/[ZAZB

g:—%ﬁw—iﬁvz IDIED N ISEPIPIE-

i J>1 Tij i B>A
where A, B count over the nuclei andj count over the electrons. This complicated

(2.24)

expression can be simplified using the Born-Oppenheimemoappation. The nuclei
will move much more slowly than the electrons due to them dpsio much heavier.
Thus, the nuclear kinetic energy in this expression can geeoted to a first approxi-
mation. The indirect nuclear terms then result in a Hamiéorwith only a parametric
dependence on the positions of the nuclei. Thus the wavatumin the TISE can be

separated into electronic and nuclear components.

U({ri}, {Ra}) = V({ri}; {Ra})P({Ra}) (2.25)

The equation to be solved now is that for a set of electron®suoding a static set of

nuclei which has the following Hamiltonian.

N N 1

Hgee = —= Z Vi - Z + SNy — (2.26)

i J>i TU
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DFT is concerned with solving a TISE with a Hamiltonian ofstform.

Hy({r}{Ra}) = E{RaHY({r}{Ra}) (2.27)
Hlp) = EJp) (2.28)

Solving this equation is difficult and only analytically @asle in a few select systems,
such as the hydrogen atom. To solve for a general systenrescapproximate com-

putational methods, such as DFT.

2.2.1 Variational Principle

When considering how to approximately solve the TISE, thi&tianal principle offers

an indication of how to proceed. It states that:

Theorem 2.2.1 The best approximation to the ground state wave-functiabiained
by the wave-function that produces the lowest energy whesdam by the Hamilto-

nian.

Mathematically it is stated as:

Eground = <¢O|F[|¢O> < <Q/)|[j[|¢> (229)

This contains the basic idea of most computational methbgsa great many different
wave-functions and choose the one that gives the lowestjgn&his is then the best

approximation to the true wave-function.

2.2.2 Difficulties

The complicated many-body nature of the wave-function &edtivo electron oper-
ator%_j makes this idea difficult to carry out in practice. Whilst wayf solving the
Coulomb problem exist, doing so whilst ensuring the manghybwave-function is
anti-symmetric is challenging. Mean-field theories getneihese problems using
two modifications. Firstly the key point, they assume thahealectron moves in an
average potential created by all the other electrons inyhtes), rather than consider
each electron’s interaction with every other separatétys $implifies the Hamiltonian
greatly and in turn enables the wave-function to be simpliftidow, instead of dealing

with the complicated all-electron wave-function, an apiiraate simplified form can
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be used, known as a Slater Determinant, that reduces theamainariables the wave-
function depends upon, whilst still being physically séfesi There are a number of
ways to proceed using these ideas. The two methods thaivfalle two of the most
widely used and share similar concepts. In the first, therBlesffock method, the focus
is on the system’s wave-function. While in the second, dgrighctional theory, the
system’s total electron density takes the primary role. Aposition of density func-
tional theory is clearer with knowledge of the Hartree-Fouithod and therefore they

are both presented.

2.3 Hartree-Fock

The main difficulty in applying the variational principle fond the ground state, is
the complicated many-electron multi-dimensional naturéhe state vectofy). The

principle tactic of the Hartree-Fock method is to simplifyst wave-function into a
more tractable form. In conjunction with this it uses a mealdfiepresentation for the
electron-electron interactions. First, the single andyredactron terms in the Hamil-

tonian are put into separate groups.

A

H = ) h(i)+> v(i,j) +vwn (2.30)
i i<j
2
where h(i) = —Z—Zé (2.31)
2 4 TiA

If there was no electronic coupling, only the tefyf) i(7), it would be possible to
separate the complicated many-body state vector into aiptadsingle-electron wave-

functions.
\I/(’f’l...T‘N> = Qbi(Tl)ij(TQ)---(bk('rN) (232)

This form of the wave-function is known as a Hartree-ProdWairking with a product
of single-electron wave-functions is far simpler than a ynbody wave-function. The
many-electron wave-function contains information on thebability distribution for
every electron in the system and accounts for how their fimitibes depend on each
other. In contrast the terms in a Hartree-Product are thegtibty distributions for
individual electrons and these distributions do not depemeéach other. Probability

densities of single-electron wave-functions are easy $aalize; lobes can be drawn
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around atoms in 3-D space to show where an electron is likdhgtfound. In contrast,
for an all-electron wave-function this can only be done foe total charge density,
not any individual electron. Only non-interacting eleasawill have a wave-function
of the form of a Hartree-Product. Interactions will add neattires to the Hartree-
Product wave-function. However, if a Hartree-Product camrodified to incorporate
the effects of these interactions, then it may be possibbedate a wave-function that
more accurately represents the all-electfoh without having to explicitly calculate

the electron-electron interactions.

2.3.1 Slater Determinants

Anti-symmetry arises as a consequence of the indistingbistand fermionic nature of
electrons and the resulting Pauli Exclusion Principle. Haetree-Product can be seen
not to satisfy anti-symmetry. To impose anti-symmetry onaati¢e-Product, spatial

orbitals ¢ are exchanged for spin-orbitalg which are products of spatial and spin

functions:
¥(x) = x(w)o(r) (2.33)
wherew can take values for spin up, and spin dowrt, electrons. So
Poi—1(x) = ¢i(r)x(a) (2.34)
Uoi(x) = &i(r)x(3) (2.35)
The single-electron Schrodinger equation then reads
h(i);(x:) = ej10;(xi) (2.36)

The Hartree-Product created from these is

UAP (x1 ... xn) = ¥i(x1) ... Yp(Xn) (2.37)

However this is not antisymmetric. Using these spin-otbita an antisymmetric
wave-function can be created by combining them in a deteantirFor example, for a

system with two electrons andb.
1

V5P (x1,%p) = E(%(Xl)iﬁb(xz)—%(Xl)%(xz) (2.38)
1 %(Xl) wb(xl>

_ L (2.39)
V2] h(xa) ()
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Now the use of the variational principle can now be modifigghtly. Instead of search-
ing over all wave-functions, the search is done only oversitece of all Slater Deter-

minant wave-functions.
E =min((Usp|H|Usp)) > (Vx| H|U 4p) (2.40)

This of course has the effect of reducing the variationaédmm and so raising the
energy found to be the minimum. The all electron wave-funcis not a single Slater

determinant. Using a Slater determinant is equivalentymgéahat an electron moves
independently of all the others, except that it feels thel@ub repulsion due to the

mean-field position of all the other electrons, and expegsran exchange interaction
due the necessary asymmetry of the wave-function. For @rStigtterminant wave-

function, the following expression for the energy can beegiafter much derivation

[18]:

Er = (Usp|H|Usp) = > (ilh()i) + = ZMIJJ ijlji]  (2.41)

where |
GRG)) = [ dxa; (xa)hra)es(xa) (2.42)
k) = [ dadea v ) vibaitx)  (249)

2.3.2 Minimize the Energy

Having simplified the form of the wave-function and given #reergy expression, the
next step is to minimize the energy of the Slater determinave-function, subject to
variations in the single-electron orbitals. This must baalsubject to the constraint
that the orbitals are orthogonal;|i;) = ¢, ;. That is, the total wave-function will
normalize to give the correct number of electrongy;|*> = N.. To do this method of

Lagrange multipliers us used:

L[{Vi}] = Exr[{i}] ZEU dij) (2.44)
wheree; ; are the set of Lagrange multlpllers, WhICh become energgre@ues. Min-
imizing this expression yields, again after much algeb8j {ie standard orbital form
of the Hartree-Fock equation.

h(x1) + Z Ji(x1) ZK x1) | Yi(x1) = €hi(x1) (2.45)
J#i i#]
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where
Kj(X1)¢z’(X1) = [/dX2¢}k(X2)é¢i(X2)] %’(Xl) (2.46)
o) = [ [ dxaviaa) vt wix)  @47)

K is the exchange integral and describes the exchange ititgraatroduced via the
Slater Determinant wave-function. is the Coulomb integral and describes the inter-
action of each electron with the mean field produced by alleleetrons. A useful
simplification is possible by noting that the two= j; terms are the same for both
expressions. Thus the restriction on the summation canrbeved to give the set of

coupled integro-differential single-electron equatiass

J(x1)vi(x1) = €thi(x1) (2.48)

where f is named the Fock operator. To solve these equations cotignatly a basis
must be introduced to represent the spin orbitals. Thidtsesuthe integro-differential
orbital equations being turned into a set of linear equatibiat can be represented in
matrix form. Usually in Hartree-Fock, the wave-functions &xpanded as a linear

combination of atomic orbitals.
K
wi — Z CMiX}/« (249)
pn=1

wherey,, is an atom centred function usually taken to be a product ehaular atomic
orbital partY,! (6, ¢) and a radial functior?,,(r) that is itself usually taken as a Gaus-
sian, as this allows the integrals to be calculated analj§icThis leads to the Roothan
equations which are written as:

FC = SCe (2.50)

As the Hamiltonian depends on the wave-function, these thest be solved in self-
consistent manner to give the ground state wave-functidarims of the basis of or-

bitals.

2.4 Density Functional Theory

2.4.1 Introduction

The last section illustrated one way of dealing with the cbecaped many-particle na-

ture of a system’s state vector. Starting with a non-intmgcsystem, add exchange
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interactions by forcing the wave-function to be a Slateedatnant and then treat the
Coulomb interactions in a mean-field way. In this sectiomther closely related way
of solving the TISE is explained. This method is called dgnsinctional theory and
is the method used to produce all the results in the rest ahess. The principle idea
is to replace the complicated many body wave-function whth much simpler den-
sity. The theorem of N-representability [39] states that famctionn(r) is a possible

system charge density arising from a many body wave-funcsio long as:

n(r) >0 (2.51)
/ n(r)dr = N (2.52)

The question is then whether this density is sufficient teheine the ground state
energy and properties of the system. The two Hohenberg-Kodorems show that

this is indeed the case.

2.4.2 Hohenberg-Kohn Theorems

The many-electron wave-function is a function3o¥ variables and is too complicated
to deal with. Hohenberg and Kohn proved two theorems thatlerthe electron den-
sity to be used instead. This is a far simpler quantity to detd as it only depends

on 3 variables, the spatial coordinates. The first HohenKetg theorem is as follows:

Theorem 2.4.1 The external potentidl,,,(r) is, to within a constant, a unique func-
tional of the electronic density(r). Since in turnV,,,(r) fixesH, it is seen that the full

many-particle ground state is a unique functionahof).

So the Hamiltonian and hence all the properties of a systendetermined uniquely
by the system’s electron density. This suggests that riegatste Hamiltonian in terms

of n(r) would be a good idea.

Proof:
Assume there is an exact ground state density and that this ground state is non-
degenerate. Say there are two external potentials whidtupeotwo different Hamil-

tonians and hence two different wave-functions and grotaie £nergies.
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cht(r) — [:I — 1 — E (2.53)
V/

ext

(r) - H —¢ — E (2.54)

Now taking expectation values and using the variationalgapie:

Ey = (¥|H|p) < (| H[) (2.55)
< (W|H —H + H'|J) (2.56)
< (WH = H'|¢) + (' [H¢) (2.57)
By < [ n(0) Veu(r) = Vig(x)] dr + E} (2.58)

This calculation can be repeated but with the primes andpmione quantities inter-

changed giving:
By < = [ n(@) Mo (r) = Vi) de + By (2.59)

Adding these two together gives the contradictid: + £ < E{ + E,. Therefore,
there cannot be twd,; which give rise to the same densityr), so eachV,,, must
give a unique density(r).

The fact that the density uniquely determines the energygessts writing the TISE
in terms of the density instead of the wave-function. Thidase using the Hohenberg-

Kohn functional.

~ ~

= Hin + Ve (260)

B = (1Y) = Fuln] + [ Ve (r)n(r)dr (2.61)

Previously, the variational theorem suggested trying nidfigrent wave-functions in
order to find the one with the minimum energy as the best appation to the true
wave-function. Now that the energy is expressed in termbhefiensity, an analogous

idea is needed. This comes in the form of the second Hoherimdrg theorem:

Theorem 2.4.2 For a trial n(r) that satisfies the boundary conditiongr) > 0 and
[n(r)d®r = N and is associated with B..., the energy it gives is an upper bound to

the true energy.
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This theorem states that the energy of the system is varaltiwith respect to the
density,E£[n°(r)] < E[n(r)]. Thatis, the lowest energy is for the ground state density

and any other density results in a higher energy.

Proof:
The first Hohenberg-Kohn theorem allows a density to deteenitis own potential,
Hamiltonian and wave-function uniquely(r) — V, H, . This wave-function can be

used as a trial wave-function for the problem with a différexternal potential’.
(WA = [ A Ve (6)dr + FIi] = E[i] > Bln] = Ey (2.62)

Where the last step uses the conventional variational énedo show that the energy
must be greater thaf,. In summary, the second Hohenberg-Kohn theorem suggests
that instead of searching variationaly over wave-fundjdhe search can be performed

over densities.

2.4.3 Thomas-Fermi-Dirac (Orbital Free) DFT

Turning back to the energy expression, the energy of a sysegiven by £ =
(1| H|4), with the simplified Hamiltonian.

Ny 1 Nep Ne
Eg =/W*(Z—§V?)‘Pdr+/‘1f*(z >
i=1

i=1j=i+1

1

|rj — 1y

ywdr+ [ 0 (5 Vo 1)) e
- (2.63)
The first Hohenberg-Kohn theorem showed that the energy pétem is determined
entirely by the system’s density. The last two terms arelyeasitten in terms of the
electron density. However the kinetic energy is not. Anyeatlempt to write a density
functional for the kinetic energy (1st term), as well as urd the quantum effects not
captured by the mean field Coulomb interaction (3rd terminimwn as the Thomas-

Fermi-Dirac (TFD) functional.

_ S L[ e ;
Erppln] = cl/n(r) dr+§//mdrdr +02/n(r) dr+/1/;xt(r)n(r)dr
(2.64)
Attempts could be made to minimize this expression dirdaylynaking a guess at the
density and computing the energy. This approach is knowhe@J ED approach to

DFT. The problem with the TFD approach is simply that the dgrexpression for
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the kinetic energy is inaccurate and produces very wrongtsegailing to produce the
correct shell structure of atoms [40]. Therefore, the malegtron wave-function is
too complicated to use in calculating the kinetic energyiaedems a good expression
in terms of the density can't be found either. The solutiomoisnake some use of
the wave-function, in the same manner as Hartree-Fock, ame sise of the density.
The combination of these two approaches is known as KohmStensity functional

theory.

2.4.4 Kohn-Sham DFT

Use of the wave-function is prohibited by its complicatedngndody nature. The
process was made easier by considering a non-interactatgrs\of electrons and then

adding the interactions in a mean field manner.

Na w2 Na N
Hep = Z _72 + Z Vave (1) + Z Ve (13) (2.65)
i=1 i=1 i=1
Ne V2 N
= > [—7’ + chf(ri)] = h(r;) (2.66)
i=1 i=1

If the interactions can be treated in a mean-field way, the ikianan can be written

as a sum on one-electron operators.

h(r;)a(r;) = €ta(r) (2.67)

As seen in the previous section, this means that for a systémtwo electrons: and

b, one acceptable form of solution to this Schrodinger equas a Hartree-Product.
The great advantage of Kohn-Sham DFT is that both the deasdyhe kinetic energy
expression can be rewritten almost exactly in terms of thglsielectron orbitals of a
Slater determinant. First, it can be shown that the den$i#ysystem can be written in

terms of the single-electron orbitals
N/2

n(r) =2 (o) (2.68)

The approximation this is making is known as the Kohn-Shasatm It says that the
exact density can be replaced by the density from a nonactieg electron system.

Not only does this allow the density to be written as abové also it gives a way of
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calculating most of the kinetic energy.
N

<\I,AE|_TV2|\I,AE> ~ <\I,SD|_TV2|\I,SD> _ Z WZ\_TV2|¢2> (2.69)
It is assumed that a single Slater determinant gives a gomaximation to the wave-
function and hence that the kinetic energy of a single Sd&zrminant calculated us-
ing the non-interacting electron orbitals as shown abovesg good approximation to
the real kinetic energy. By making use of the density and thee6determinant wave-
function or non-interacting orbitals, it has been posdiblget accurate expressions for
almost all the quantities needed. It is important to noté¢ &h&later determinant is
not the only possible anti-symmetric wave-function andsthaing it does not imply
that DFT contains the exchange effects exactly. Neithdnasapproximation for the
kinetic energy enabled by a Slater determinant, the exaetiki energy. This and the
other missing many body effects, are included via the exgbarorrelation energy.,..

described in section 2.4.7.

2.4.5 Minimizing Kohn-Sham Energy

The final expression for the Kohn-Sham energy is:

N, 2
el _v
E[n] = Z/@bz*(r)(T)wz(r)dr + Ej[n| + Eex[n] + Ezcn] (2.70)
i=1
This expression needs to be minimized subject to the camdihat the orbitals re-

main orthogonal, or equivalently that the density integgab the correct number of

electrons.
Nei/2 Ner/2
Qusln) = Exsln] -2 3 3 e { [ 616, (r)dr — o (2.71)
i=1 j=1
Minimizing each of these terms gives [37]:
HKsiﬂj(I') = Ejlpj(r) (272)
2
Hyig = [ 2v +VK3(F)] (273)
Vis(r) = /|:le|dr+%xt(r)+vxc(r) (2.74)

So this energy expression, when minimized, produces an8ittgddinger like equa-
tion. This time however it uses single-electron, insteadmainy-electron, wave-
functions. The following sections will discuss how to sothés computationally to

and produce accurate ground state energies.
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2.4.6 Self-Consistency Using Single-Electron Orbitals

The equations resulting from the minimization of the eneagy another set of single-
particle Schrodinger equations. These define the sirlgldren orbitals which corre-
spond to the minimum energy for the potential used in thegnexrpression above.
Finding these orbitals is a simple matter of expressing timetierms of a basis and then
diagonalizing the Hamiltonian, or more often in practicéngsa conjugate gradient
energy minimization, to find the eigenvectors. This can beedor example by using a
set of atomic centred functions as in the Hartree-Fock nietin@ linear combination
of plane waves as is the case in some density functional ci¥desn the wave-function
is represented in a basis, the Schrodinger equation abduenied from a set of linear
equations into a matrix equation. To find the coefficientshef basis functions the
Hamiltonian matrix must be diagonalized to give the eigetme and eigenvalues.
However, as the potential above depends on the electraiialsrvia the density,
this is not the end of the process and these are not the gréatedassbitals. Instead
self-consistency between the orbitals and the density bmiathieved. This is done by

using the orbitals to build the new density that they coroesito via the equation:

N/2

n(r) =2 Z [i(r)[? (2.75)

This density will be different to that initially input intde energy expression. A new
input density is got by taking the output density and mixingith the input density to
create the density used in the next step. For example, a toudeof mixing scheme

could be:

(= 1)n’ + an’ = n"v (2.76)

Actual mixing schemes, such as Pulay mixing [41], are moragiex and there are
often special preconditioning schemes, such as Kerkeoptktioning [42], to aid con-
vergence. By scaling the contribution of each wave compblnyeg%’f? they are able
to reduce the contribution from small wave-vectors and owprconvergence of the
conjugate gradient schemes. Eventually the densitiedaidbme self-consistent with
the Kohn-Sham potential and the output density will coroespto the density created

by the orbitals generated by the minimization.
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2.4.7 Exchange Correlation Functionals

The exchange-correlation terf). is the energy contribution from the quantum effects
not included in the Coulomb repulsion and (single-parji€iaetic energy. The exact
form of this expression is unknown. For one system, the h@negus electron gas,
the exchange term can be calculated exactly. This is theth ase¢he basis for the

expression in other systems, via the local density appratian [37]
ELPA)] = /drn(r)ei‘c’mn(r) (2.77)

For the homogeneous electron gas the exchange energy istyive

—e?3 3
6, = 22y

= 2.78
dmegd” ( )

This enables the exchange-correlation potential, neentetihé Kohn-Sham Hamilto-
nian, to be calculated by differentiation éf,. with respect to the density. As the ex-

change energy scalesas n'/?, the potential is given in a local density approximation

as.
hom
Vie = l%c—l—naem ] (2.79)
on
Vi) — gegom(n(r)) (2.80)

There is no exact expression for the correlation energy. ppraimation is given
by Wigner [37], but more often values are tabulated usinglte$rom exact quantum
Monte Carlo simulations.

The first extension to the local density approximation, isxtdude some form of
non-locality via the gradient of the density. This can imgohe functional’s perfor-
mance greatly by helping to account for fast varying chamgése electron density not

well described by the local density approximation.
EGGA — / dre,o(n, |Vn|) (2.81)

Semi-local approximations, such as PBE [43] and PW91 [4&Jelbeen particularly
successful. However, further improvements can be madegwaih at additional com-
putational cost. So called hybrid-functionals, aim to éfiate some of DFT’s most sig-

nificant problems, such as the self-interaction erroridhstchemes simply averaged the
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Hartree-Fock exchange expressions and DFT exchangdat@nefunctionals. How-
ever, currently one of the most advanced commonly used Wworke functionals, is the

B3LYP functional [45—-47].
EB3LYP — (1 —a)ES + aBHY  bEB® 1 cEIYP 4 (1 — ¢)EVVN (2.82)

These expressions are in effect taking portions of diffeftemctionals and mixing them
together. The constants b, c are chosen in an empirical fashion, by altering them
until the functional is able to most accurately reproduaedfuilibrium bond lengths
and formation energies of a defined test set of small molscuith the ability to
accurately reproduce these, the performance for largee mamplicated systems is
improved too. These functionals are usually more costlynplément however, as the
exchange term will usually scale a&'.

So far the exchange correlation functional has not conseiére spin of the elec-

trons. Electrons can be either spin-up or spin-down:
o(r) = n'(r) + nt(r) (2.83)

The exchange correlation potential will then be differartthe two spins. This leads
to a spin dependence for the single-electron wave-funstaord Kohn-Sham orbital
eigenvalues.

H9? = 797 (2.84)

2.4.8 Calculating Forces

It has been described how DFT is used to find the ground statgyand density of a
system of atoms. Once this has been found, the forces ondhesatan be calculated
and the minimum energy geometry of the system found by pssgre minimization.

Calculation of forces is done formally via the expression
F =-VgRE(R) (2.85)

The energy of the system is the expectation value of the Hamfdn. The coordinates
of the nuclei are parameters in the energy expression andesbl¢llman-Feynman
theorem can be used to calculate an expression for the force.

0E

OH
R <¢|@|¢> (2.86)
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This equation is only valid when the wave-function is an éx@genstate of the Hamil-
tonian. If the basis functions are dependent on the atonsitipos, then there will be

additional terms from the Pulay forces [48]

2.4.9 Stresses and Strains

As will be seen in section 2.5.3, when simulating a systenttmeept of the unit cell
of a periodic system is often employed. The unit cell is defimgthe vectora, , as, ag
and is periodically repeated to construct the full systemmsider a strain on the system
a; — aj, Whereaj = a; + Y 5eq3a53. Here,e, g is a3 x 3 matrix called the strain
tensor. Anti-symmetries in this matrix would simply copesd to rotations, therefore

it assumed to be symmetric. The positions of atoms in thenstlecell are shifted to
R;’a = Ri@ —+ Z EaﬁRiﬁ (287)
s

and the stress tensor is given by

o aEJTot
N 0ea,5

(2.88)

Ua76

The system being simulated is only in complete equilibriuheew the forces on all
atoms inside the cell are zeemd when all components of the stress on the unit cell
vectors are zero. Therefore, the unit cell vectors must tegeal in conjunction with

the atomic positions until this is the case angd; = 0.

2.5 Basis Sets

To solve the single-particle Kohn-Sham equations, thelsiatpctron wave-functions
must be expanded in terms of a basis. This transforms thessefiintegro differen-
tial single-particle Schrodinger equations, into a nxadguation which can be solved

computationally in an efficient fashion.

2.5.1 Atomic Orbitals

Atomic orbital basis sets offer a simple intuitive way towethe equations of DFT.
They are usually derived from solutions to Schrodingeragign for an isolated atom.

The radial solution gives functions of the form

R(r) = e~ "/maoglp,, (2.89)
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where L,, are the Laguerre polynomials. These functions can be usedwbat di-

rectly in the form of Slater orbitals. Often however, Gaassorbitals are used to
facilitate computation of integrals. As the product of a &dan is a Gaussian, four-
centre integrals reduce to just two-centre integrals. @Hesctions differ depending

on the angular momentum chanielThey are multiplied by the spherical harmonics,
Vi (0,9).

2.5.2 Plane Waves

The Kohn-Sham wave-functions can also be represented a®a Icombination of

plane waves.
1 ,
Y = Q > cg ke’ ST (2.90)
G

Plane waves have been a success for a number of reasons. réhet diased by the
form of the system or the types of atom within it. They enabke use of fast Fourier
transforms, to move between real space and k-space, making sperations much
faster. In addition they allow calculation of the forces ®done straight-forwardly.
As the plane waves do not depend of the position of the atdraglellman Feynman
theorem can be used to calculate the forces directly. Thelugkane waves is moti-
vated by the Drude-Sommerfield model. This shows that elestin a system without
ionic cores, will have plane waves as their eigenfunctiofisat is, plane waves are
eigenfunctions of the homogeneous electron gas. Therefugereal wave-functions
produced when including the effect of the cores, should lbeesdhat similar to plane
waves, as in the nearly free electron model. The differeadakien into account by

building up the wave-function from many different plane wswsing Fourier analysis.

2.5.3 Periodicity

Simulating an isolated system containing few atoms isgttéorward. But often it is
required to simulate a bulk solid material, which would regua great many atoms.
However, this can be avoided by simulating a unit-cell of seéd and periodically
repeating this in all 3 spatial dimensions. Surfaces carirbalated in a similar way,
by leaving a vacuum gap in one of the dimensions. By leavirggiven gaps in all 3
dimensions, an infinite set of isolated systems is in effettdp simulated. As well

as enabling the simulation of bulk solids and surfaces,opariboundaries also have



2.5. Basis Sets 50

some computational benefits. When a periodic system is beiated, Bloch’s theorem
can be applied. This states that the eigenfunctions of thed8mger equation with a

periodic potential can be written as
Vnk = Un ™" (2.91)

whereu,, x has the periodicity of the underlying lattice. These aredigenfunctions
of the wave equation with a periodic potential. The Blochdlion v, \ is defined
as having the period of the lattice. Therefore, like any guid function, it can be
expanded using a Fourier series of terms that are the reeaiplattice vectors. For
example, as a series of plane waves with wave-ve€toegjual to the reciprocal lattice
vectors of the periodic lattice.
Unge = Y TG nxe S" (2.92)
G

There are of course an infinite number of reciprocal latteeters defined by an infinite
lattice. However, the higher frequency components of thasg@-wave expansion for
the Bloch function, are less important due to their highevature. Therefore, to a
good approximation the expansion can be truncated at drcertoff. Note, that this
truncation is required and determined by the amount of msing power and memory

available for the calculation. Thus only components with

2

h
k+GJ?
[k + G5 -

< Ecu (2.93)

are included. The effect of the cut-off is to produce a lessigte wave-function and
hence a higher energy of the system. Systems should be festednvergence to
ensure that the effects of the truncation are not affectiegconclusions drawn from
the calculation. Putting the expansion for the periodiccBIfunction into the Bloch

theorem expression of equation 2.91, gives:

1 ,
Y = Q > cg ke’ ST (2.94)
G

This expression is simply a linear combination of plane wav&he original wave-
function which was spread over the infinite space of the plarilattice has been trans-

formed into a wave-function localized inside just one of plegiodic cells. However,
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this wave-function must be calculated at an infinite numldroints. This need can

be circumvented by imposing Born von Karmen boundary coomst
U(r + Nya;) = ¥(r) (2.95)
And using Bloch’s theorem 2.91
)(r + Niay) = el Nk (r) (2.96)

The only k-values for which this is true are those which ghe @argument of the expo-

nential a value ofn.
Integer;
k; = i 2.97
N 8 (2.97)

Thus there are an infinite set of infinitely close togetheokafs, if the number of cells

N; considered in the calculation is infinite. However, the gges a smooth function

of the wave-vectok and the Bloch wave solutions are unique only up to a reciproca
lattice vector. Therefore they can be fully described ugirsgtheir components in the
first Brillouin zone and the wave-function can be approxedaby the average of its
value at a finite number of k-points within this. Sometimessienough to take the
average of the two equivalent Gamma poihts- 0, andk = 7. This transformation
from real space into k-space is in effect numerical sampimg) greatly simplifies the
plane-wave formalism. Care must be taken as k-point sagEimore complex and
important when dealing with systems with highly curved Fesorfaces, such as a

nearly metallic system, which will then require more k-gsito sample accurately.

2.5.4 Pseudo-potentials

Near an atomic nucleus, the Coulomb potential becomesre&tyestrong. To balance
this the kinetic energy of the wave-function must also beemery large and conse-
quently the wave-function oscillates a great many timesragdires a huge number of
Fourier components to be accurately represented. Thiggumois avoided by using a
pseudo-potential. In most situations the core electronsalglay an important role
in the bonding of an atom, as they are highly localized araiednucleus. Only the
valence electrons are involved in bonding. It is therefogead approximation to take
the core electrons in any system to have the same distribatiadhey would in an iso-

lated atom. That is, solutions of the radial Schrodingeagign multiplied by spherical
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harmonics. The interaction between the core electronshangaience electrons is then
approximated by what is known as a pseudo-potential, rétla@rbeing treated exactly.
It is also possible to treat this interaction exactly usimg projector augmented wave
method, as discussed in section 2.5.5. But first here, thedpgetential approximation

is discussed.

There are several advantages to the pseudo-potentialagbprgirst, it results in
less electrons needing to be considered by the calculatidthais reduces the compu-
tational cost, as there are less Kohn-Sham eigenstateharefdre fewer matrix ele-
ments to compute. Another advantage is that the core etectanstitute a large frac-
tion of the total energy. This energy can now be used as thelb@sin a calculation
and so the energy minimization can be sensitive to the fatlemenergy changes of
the valence electrons. The second advantage is that theoasaf a pseudo-potential
that has the same effect on the valence electron wave-funscéiway from the core, but
allows them to be smooth within the core region, results insadtic reduction in the

number of plane waves needed to represent those wavedoacti

The main drawback of using a pseudo-potential in contrasintaall-electron
method, is that it compromises the universality of the meéthopseudopotential must
do its best to accurately reflect the interaction between aod valence electrons, in
all the different possible environments into which an atauld be placed. In a bulk
solid, as part of a molecule, when in a liquid and so forth.sTikiknown as the trans-
ferability of the pseudopotential. In most cases it is nofget and should be checked.
Transferability is particularly hard to achieve when amatwmas many different possi-
ble charge states and therefore different possible nundfdrands. Often the correct
charge state will depend on the coordination of the atom¢lwbhanges according to
the environment. Titanium and Manganese are notable ex@oplmportant elements

that pseudo-potentials can have difficulty with.

There are various different kinds of pseudopotential. Noonserving pseudo
potentials ensure that the charge within the cut-off regsagqual to the charge of the
core electrons. This ensures that the core region of the &tomt greatly effected
by the surrounding environment and so aids transferabilitgre are ultra-soft pseudo

potentials, which result in smoother Kohn-Sham wave-fiomstand thus require fewer



2.5. Basis Sets 53

plane waves. Finally there is a method known as the projectgmented wave (PAW)
method which will be used in some of the studies in this théidigs method is outlined

next.

2.5.5 The Projector Augmented Wave Method

The projector augmented wave method [49] is used extensivehe first half of the
thesis. An outline of the basics is given here, but as alwagsletails of implemen-
tation are more complicated, see for example [50]. The adgas of both localized
basis sets and plane wave implementations have been dmkcrithe PAW method
however, combines the advantages of both basis sets. Ther@hbd uses plane
waves in the interstitial region between atoms and a loedlizasis close to the atoms.
This means that the method has access to the full all-efeetewve-function and con-
sequently that it can be a more transferable method thanesgbame-wave implemen-
tation. As the PAW method contains all the electrons in thetesy, it has at least some
variational freedom in the core region that enables it talpo@ more accurate results
than a frozen core approximation. However, retaining tl@@waves for most of the
system helps keep the computational cost down and retarsttitactiveness of a sin-
gle convergence parameter, namely the plane wave cut-o#.PRW method also has
the straight-forward force calculation of the plane waveympotential method.

In the PAW method a search is made for a smooth wave-fundtiatig related to

the exact all-electron wave-function via a linear transfation:

[$n) = Tlthn) (2.98)

Here,

¥,) 1S the fast oscillating all-electron wave-function thatherd to represent,
while |¢~n> is the smooth pseudo-wave-function that can be easily bailig plane

waves. A transformation is searched for such that
T=1+ Z Sk (2.99)
R

where the functiorby is defined in non-overlapping spheres centred around thesato
that is, the core region. Within this region, a partial-whesis|¢) is constructed from

solutions of the Schrodinger equation for an isolated atéon each of these functions,
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there is also a corresponding ‘soft’ partial wawé). These are chosen to match at the

edge of the regio®k. A form for the wave-function can be derived:
[Vn) = 1) + D_(16F) — o)) (B IoF) (2.100)
R
Which gives the linear transform as

=1+ (l¢r) — |61)) | where I = (R,n,l,m) (2.101)
I

The transformation above is used to create a basis in whizheplvaves represent
the wave-function between the atoms and local functiongjéptors), derived from
the plane waves, represent the wave-function close to thrasat The PAW method
currently provides one of the best mixes of transferablei@oy and speed in density

functional calculations.

2.6 The DFT+U Method

2.6.1 A problem with semi-local DFT

The pseudo-potential approximation struggles in situstiwhere the valence electron
wave-functions do not contain a nodgy 2oble metals and8transition metals for
example. In these cases, the pseudo wave-functions areiveitsr to the all electron
wave-functions and since these wave-functions are stydocgilized in the core region,
a large number of plane waves is required to represent themaddition, due to the
approximate nature of the exchange-correlation functjdd&T has some systematic
failings. Although these do not often cause the ground staéegy or geometry of a
system to be hugely incorrect, they do often greatly chahgespin state energetics.
The problem in DFT arises from the self-interaction errdraduced by the mean-
field treatment of the Coulomb potential. This results inrgwadectron in the system
repelling not only all the other electrons, but also itseltis results in the charge
density being overly delocalized across a system. In HFeaet exchange cancels
this. But in DFTE,.. is approximate and therefore some self-interaction emorains.
In effect, the on-site repulsion is not accounted for adelyaThus electrons are able
to delocalize themselves across multiple atomic sites reasdly. DFT is unable to

reproduce the characteristics of a Mott insulator, for gx@mThe main aim of DFT+U
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method is to improve DFT’s physical description of some ey, without increasing

the computational cost too greatly.

2.6.2 A Basic Way to Correct

The most serious problem to correct is the lack of correfatietween unpaired and
f electrons. A correction therefore needs to be added to #lestons. As the over
delocalization of electrons is equivalent to the lack of arsde Coulomb repulsion,
inspiration is taken from the Hubbard model and an on-sita te added to the Hamil-
tonian to correct this. The Hubbard model is:

H=TY Y chejw+UY ngn; (2.102)

<i,j> O [

The first term is the hopping integral and the second is thsiten€oulomb repulsion.
In effectT” gives the chance of making a hop from one site to anotherandmics
the screened Coulomb repulsion between electrons. The(syinis taken over just
nearest neighbour lattice sites,, are the creation operators for putting an electron of
spin¢ into an electronic orbital at thé"i lattice site (each orbital can hold two elec-
trons). The sum is only over theeelectrons of the system, which are the only ones for
which this correction is added. It is tliéterm, which localizes electrons, that is used
to correct DFT. By including a term of this form in the Hamilian, an extra ener-
getic penalty can be added to discourage electrons detowahcross multiple atomic
sites in the system. In addition a second term must be indludech is essentially
the mean-field interaction of DFT for tltkelectrons, put into a Hubbard-like form, to

remove the double counting of the interaction.

ELPA+U = ELDAR o BURe] — EPC,e] (2.103)

BLPA+U[p] = pLDA[) +%anj _ UW (2.104)
i#]

(2.105)

This expression can be differentiated [51] to give the erghres of the orbitals.

ELDA+U
& = 887 (2.106)
n;
UN-1) UN
= PP+ U n;— ( 5 ) _ 5 (2.107)

J#i
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= PALUN —ny) —UN + % (2.108)

1
= ePAy U(5 —ny) (2.109)
where N = >, n; has been used. Note that this expression does not yet inthede
exchange contribution. With this included, the double ¢mgniterm is actually
_ % _ g(NT(NT S 1) 4 NYNE - 1) (2.110)

However the DFT+U formulation used in this thesis, from Dnedd52], is simplified

Edc

such that only the differencd/ — J) is meaningful. Therefore the role of is not
discussed further.

The equations above show that the energy will be lowered ibréital is less
than half occupied, and raised if it is more than half occdpithis results in the less-
than-half-occupied orbitals being favoured. As more-thati-occupied orbitals would
require electrons to have opposite spin, favouring leas-thalf-occupied orbitals also
results in higher magnetic moments in most cases. It oftetheeeffect of opening up a
gap at the Fermi level to give an insulator, where DFT hasriectly predicted a metal.
Another way to think of the correction is as follows; when dec&on is delocalized
across a system, it comes close to electrons on other atdescand will have to adopt
the opposite spin direction in order to occupy the samearhg them. This results in
the overall magnetic moment dropping. When electrons axailied to their own site,
they all have their own orbital and so can all point in the salinection increasing the
magnetic moment. Parallel magnetic moments are favouréuegggive a symmetric
spin wave-function. As the overall wave-function must bésymmetric, this results
in an antisymmetric spatial wave-function. For this wauaedtion the electrons are
further apart on average and therefore, lower in energys itportant to note that
the parametel/ must be fitted to ensure that the system matches certainiegeal
results, for its spin state energetics for example. Oncdwevar U has been found
for one specific system, it can then also be used as a comaatigimilar situations
with reasonable confidence. In particular it must be chetkatithe description of a
system provided by the DFT+U method, is not overly sensiivéhe parametdr. It
should also be noted that the paraméfesuitable for a given system, will vary with

the particular implementation of DFT used.
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There are many other ways to reduce the effects of the delfaction error and
improve the results given by DFT methods. Functionals theltide portions of exact
Hartree-Fock exchange will have reduced self-interactionrs. Similarly there are
fully self-interaction corrected implementations of DEfipugh these can be signifi-
cantly more costly computationally. Another method, thdt ferm part of the work
in this thesis is constrained DFT. This method can forcetedas within a system to
localize in specific places. In all systems it is a case ofipgkhe method that best

provides a route to the answers sought about the systempianageable cost.

2.7 Theoretical STM Imaging

2.7.1 Electron Tunneling

The scanning tunneling microscope (STM) discussed in endptfunctions by apply-
ing a voltage, ok — 3V in the case of the semi-conductor,&r meV in the case of a
metal, across a tip and a sample surface separated by a sxmalina region. Electrons
from the tip can quantum mechanically tunnel through theen region into the sam-
ple, or vice versa, creating a current that can be measureel tuhneling probability
depends exponentially on the separation between the tiphensample and therefore
this setup gives excellent topographic resolution. Thenrhaiitation of STM imaging
is that it does not produce a map of either the atomic chargsityeor of the height
of the sample. Instead it gives a picture that is a combinatiothe structural and
electronic properties of the sample. Consequently it isahwtys straight forward to
identify the underlying structure from an experimental Siivige. Theoretical meth-
ods which can model possible structures and then producewdaged STM image to
compare with experiment are desirable. Density functicaldulations can be used to
produce simulated STM images [27, 28]. This technique wallused extensively in
the first half of the thesis and an understanding of it will beful. First, an assumption
is made that the tip and the sample can be treated as two waalkhyed systems. The

total Hamiltonian is then:

H=H +Hy,+V =Hy+V (2.111)
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where [, is the Hamiltonian of the two sub-systems a¥ids the perturbation that
describes their coupling. Unless a tight binding model isdusvhered; and A, are
localized entirely on the surface or tip, then there is a lgnob The kinetic energy term

in this equation is effectively included twice.

2.7.2 Bardeen and the Transfer Hamiltonian

Instead the problem must be solved using two sets of statehwhe eigenfunctions
of the isolated tip or sample. Each of these states only soheSchrodinger equation
in a certain area of space (the two could overlap). This m#aatsbetween the two
there is a surface along which we can take the potential teeb® that is, a vacuum.

Bardeen then proposed that:
M; ;= / dry; (H — Eo) (2.112)
The rate of tunnelling can then be got using Fermi’s goldéa ru
2m 9

In order to evaluate the actuad; ; Bardeen [53] used integration by parts to give:

My = 5o [ R0V (6) = 07 ()70 2.114)

S is a surface between the surface and the tip. In effect tHedaleulation generates

the); and then integral is used to give the value\of

2.7.3 Tersoff-Hamann

Tersoff and Hamann transformed the unwieldy equation abbteea simpler expres-
sion that can be more readily calculated. They made somengsguns in the process
which are as follows [54]: First that it is sensible to usedration theory to model the
tip-sample interaction. Then that there is a region betweetip and the sample where
the tip-sample potentials cancel and the potential becaeres Also that the main tip
state is an s-state. Then the asymptotic form of the surfasefiunction and the tip
s-state can be used to perform the integration. Togethseled to the expressions for

the matrix element and tunneling current [55].

R? . =l
— M;; = HQWQ&%R“/’KR%(FO) (2.115)
I = A Y [|ro)) (2.116)

sample states j
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wherex is the decay length of the tunneling electr@his the radius of the s-state of the
tip and2 is its solid angle. The Tersoff-Hamann expression esdbnsiates that the
current is proportional to the local density of states indample. This is determined by
the the presence of an atom and the electron charge digtnbartound it. Thus again

it is emphasized that the image contains both topographiebactronic features.



Chapter 3

Haem on the Si(111):H Surface

3.1 Introduction

Chapter 1 described the importance and potential benefigsudfying molecules on
surfaces for use in surface science and nanotechnologphfaan molecules and the
silicon surface were highlighted as particularly impottagstems. In this chapter, a
study of the functionalized iron porphyrin haem(b) on theltmgen terminated Sili-
con(111) [Si(111):H] surface is performed in order to investigatd amderstand the
interaction between molecule and surface, interpret hasvtiay affect the molecules
potential for different applications and provide guidateexperimental work currently

being performed on this system.

3.1.1 Haem and Iron Porphyrins

The biological molecule haem(b) consists of an iron porhwith a number of side
chains. Haem acts as an electron transfer co-factor in th@regory protein cy-
tochrome(c) [56]. Itis also involved in regulating the iBde and uptake of oxygen from
the bloodstream as part of the protein haemoglobin [22, BTk role played by the
molecule in these important biological functions has ledhtech computational work
being performed on haem, and iron porphyrins in generatlyp@arassess their poten-
tial for use in technological analogues of these systemsdBB The magnetic moment
of the central atom and its complicated spin state enegyétave resulted in iron por-
phyrins being explored as potential switches or moleculamary devices [14, 61]
as well as conducting nanowires [62, 63]. In turn, this regslin the molecule’s sur-

face properties being characterized on a number of sutfaoeb as Ag(111) [64] and
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Au(111) [65].

In addition, recent experimental work has proposed deilcgramyloid fibrils with
haem molecules in the hope of creating a conducting naratstel[66]. Whilst it was
possible to decorate the fibrils with haem, it was found thathaem molecules are
no longer able to support charge transport once attachedurffeer understand the
electronic structure of the haem molecule while on a suréackto look for ways past
this problem, it is desirable to carry out STM investigatiasf haem on a surface.
Experimental collaborators have performed work that gttechto image haem on the
Si(111):H surface. However, this has also proved difficadt,it has a high mobility

when on a passivated surface such as Si(111):H [67].

3.1.2 The Si(111):H Surface

The Si(111):H surface is chosen in particular to facilitetperimental collaboration.
It is inert and easy to handle experimentally, as the hydrdgger prevents impuri-
ties from binding to the surface. It is also easy to prepanty cequiring the clean
Si(111) surface to be immersed in a Hydrogen Fluoride smhuto provide the surface
Hydrogen layer. Its relation to the much used Si(001) serdso makes it somewhat
relevant. Si(111):H is also a good choice from a computatiperspective as it has a
simple (1x 1) reconstruction, unlike the clean Si(111) surface whiat & complicated

(7x7) reconstruction that requires a large computationatoetbpture.

Most importantly, the presence of the hydrogen layer al$erefa way to tune
the interaction with the surface, via the removal of indiatihydrogen atoms from the
surface allowing the haem to interact with the resultinggliaxg bond. A number of
recent experimental works have shown that porphyrin andgbbtyanine molecules
can be tethered to a passivated surface by creating defetite isurface’s hydrogen
layer [68, 69]. The dangling bond created by the removal ofdrdgen atom from
a passivated surface, can form a bond with an atom of the porphThis results in
the molecule being pinned to the surface, which is potdntiedeful for a number of
reasons. First, it could hold a molecule in place and fatditSTM imaging. Second,
if a series of defects were created at desired positiongsinSTM tip, a pattern of

porphyrins could be built up to suit a particular applicatitor example a nanoline. In
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this chapter a density functional theory study of haem or&iliel1):H surface is per-
formed, both to study the electronic structure of the mdkeathilst it is on the surface
and to investigate whether creating defects in the suddngirogen layer allows the

molecule to be pinned in position.

3.2 Methods

3.2.1 Haem Molecule

Here the computational method used, calculation parasatef the degree of calcula-
tion convergence are discussed. The calculations in thistehare performed using the
plane-wave code VASP [70, 71], working with the projectogm@ented wave (PAW)
method [49]. The calculations use a plane-wave cut-off &e32and a GGA-PW91
[44] exchange-correlation functional. A cell size A x20A x38A, is used. This
gives at al6A vacuum gap between the adsorbed haem and the next periablicrs
age. The Brillouin zone is sampled at just the Gamma poirthkemgy a halving of the
memory and doubling the speed of calculation for tolerats lof accuracy in such a
large cell. The electronic minimization procedure had ar@mce ofl x 10-¢ eV and
the ionic force minimization a tolerance 6f01 eVA~!. The unpairedi-electrons of
the iron atom in a haem or iron porphyrins molecule, oftenen2kT produce incor-
rect spin state energetics for these systems [58, 72]. Agitled in chapter 2, this can
be partially remedied by using the DFT+U method [51, 73] whit VASP is imple-
mented using the Dudarev formalism [52]. Calculations lirstrate the effect of the
DFT+U method and then go on to use it in the rest of the calicuiat The method was
used with parameterls = 4eV and.J = 1eV, which were found to be accurate for iron
porphyrins in [58].

Convergence tests were carried out to ensure that calwodasire performed ac-
curately without using wastefully large parameters thatilddoe a great hindrance in
such a large (384 atom) system. As stated in chapter 2, ome ohbst important con-
vergence parameters in a plane wave density functional isoithe largest reciprocal
lattice vector that is included in the expansion of the mdd®loch wave-function, or
equivalently the energy cut-off. In DFT, convergence ofddib® energies is extremely

slow, usually requiring a very high cut-off and many planev@ésa However conver-
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gence of energy differences is rapid. As this is the impadri@actor in many studies,
for example binding energies and such like, most calculatlook to converge energy
differences. Figure 3.1, shows a graph of the energy difftwé\ F,_, , between the

u = 2up State and the = Oup state of the haem molecule. This is important to get
accurate to ensure the correct state is identified as thedstate AL, » was found

to change by30 meV between performing the calculation with5 eV and400 eV
cut-offs. This is certainly enough to identify the correobgnd state and sufficient for
the purposes of the study here, which will investigate tloabrfeatures of the binding

regime.

3.2.2 Silicon Surface

To model the Si(111):H surface, a 6-lattice-plahex(1) reconstructed slab was used.
The bottom two layers of silicon atoms were fixed in their bpsitions. Both the
upper and lower surface were passivated with hydrogen.utysholecular adsorption
onto the surface, the separation between the molecule antkttt periodic slab image
must be sufficiently large and as stated, this was at lg#t The change in energy
with vacuum gap is plotted in figure 3.1 and shows that thisifBcsently converged.
The surface was sampled at the gamma point. Again, whil¢ ¢okrgies are slow
to converge, energy differences between a normal Si(114grface and one with a
defect were found to be converged to witBihmeV of those from @ x 4 x 1 k-point
sampling calculation, which is sufficient to capture thedatadsorption features in this
investigation.

Throughout, binding energies between the molecule andcisvere calculated
using the following formula, which equates a positi¥é’;,q with an attractive inter-

action.

AEiBind = EIsolatcdHacm + EClcanSurfaco - EComplox (31)

When simulating a surface, it is important to ensure thatnioglel used is able to
accurately capture the structural relaxations of a redhear Yet at the same time,
it is beneficial to have the surface as thin as possible, asréitiuces the number of
atoms needed in the simulation dramatically. With the thyel under consideration

surface energies are converged to withiob eV of a 12-lattice plane slab, which will
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be sufficient for this investigation. As described in chagtehe creation of theoretical
STMimages is an important aspect of computational surfeiemse. Here the program
bSkan [27, 28] was used in the Tersoff-Hamann [54] approtonawith bias voltages
of £1.5V to produce images of empty and filled states respectivelyinfdges were

produced using the RENDX visualization program, avww.OPENDX.ORG.
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Figure 3.1: Left: Change in the energy difference betweemhstates, = 2.5 and
i = Oug, with plane wave cut-off. Right: Change in the total energhwacuum gap,
of the Si(111):H surface.

3.3 Results

3.3.1 Isolated Haem

Before adsorbing the haem onto the surface, an accuratehgag gtructure for the
molecule must be produced. This can then be used to corrgiatiylate how a gas
phase molecule will act when approaching the substrate. efodibrium structure
produced by a gas phase DFT+U calculation is shown in figite Bhe central ring
of the haem remains planar, kept so by the de-localizetectrons, while the oxygen
legs tilt slightly out of plane. Even if initially displacethe iron atom relaxed back
into the plane of the porphyrin. The Fe-N bond length wasA, in agreement with a
previous study using the DFT+U method and this exchangesledion functional [60].
This gives confidence that the geometric features of the lamemot adversely affected
by the smaller cut-off chosen to facilitate the larger orfesze simulations later. The
haem molecule was found to have a magnetic mome2t gf which arises from two

unpaired electrons in thetorbitals. Figure 3.2 shows that the spin distribution is-ce
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tred on the central iron atom. This again agrees with calicula on iron-porphyrins
performed using semi-local DFT functionals (PW91 and PBE§O]. This is expected
as the iron atom in haem is still 4-fold coordinated. Charngedke magnetic moment
usually only arise through the coordination of extra ligatalthe central metal atom.
When considering binding of the haem to the surface, thaalsbelosest to the
Fermi level will play the most important role. These are f@dtin figure 3.3. They
are conjugated across the molecule with a component alsheoonentral iron atom.
The central atom appears to hayg andd,. orbitals. None of the orbitals in figure
3.3 contain thei.z, which has a large out of plane component and is therefor¢ mos
likely to be able to interact with the surface below. In soroeghyrins this orbital has
been found to be close to the Fermi energy [72] and thereilaely lto interact with the

surface.

Figure 3.2: Left: Equilibrium structure of isolated haemlesule. Right: Charge
(green) and spin (red=up, blue=down) isosurfaces. Allugases are plotted at 0.01
e~ A~% and use the DFT+U method.

Density of states plots for both the DFT+U and conventionBll Dnethods are
shown in figure 3.4. There is a clear shifting of the occupdeatbitals to a lower
energy and of the un-occupied to a higher energy, when usied@FT+U method.
This phenomenon was explained in chapter 2 and follows florekpression for the

energy eigenvalue in a DFT+U method
1
€ = €gea + U(§ —n;) (3.2)

The main effect of this is to change the minority spin compadifi®m a metallic distri-
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Figure 3.3: From left to right, the HOMO-1, HOMO, LUMO and LUDA1 orbitals
for the haem molecule simulated with the DFT+U method. Isfases are plotted at
0.01e A3,

bution to a gapped one. Although the density of states clsasigaificantly, both the
magnetic moment of the system and the geometry remainwel\atin-affected.

The gas phase structure and properties of the haem moletddben thoroughly
characterized. Haem was found to be similar both strudyuaald magnetically to an
un-ligated iron porphyrin studied by other groups. Theciff# the DFT+U method
was investigated and found to produce marked changes iretiaty of states; though
in this case conventional DFT produces the correct magnadiment of the ground
state as well. Previous work has looked at the effect of th&+#Fcorrection in more
detail, and ascertained that it better reproduces the ioglef spin orbitals observed
in experiments on iron porphyrins [58, 72]. Therefore thefBB method will be used

for the remainder of the chapter.

3.3.2 Perfect H Surface

Next the adsorption of the haem molecule upon the surfacwéstigated. There have
been a number of studies of similar porphyrin based moleaneurfaces, for example
[64, 65]. These find the molecule to be adsorbed in a planamgty, particularly
when in isolation as opposed to high coverages. The haemhsesfdére adsorbed on
the surface in a planar manner as shown in figure 3.5, withréimeaitom in turn centred
over each the three different adsorption sites shown indi@us. The binding energies
are shown in the table 3.1. The largedi.i24 eV with the haem centred over a surface
hydrogen atom, site A. The haem was then adsorbed in a stpodirfiguration as

shown in figure 3.6. This time was haem was found to have a igneilnergy0.114



3.3. Results 67

T I 1 I T I ]
— DFT - Spin Up i
—— DFT - Spin Down
— - DFT+U - Spin Up .

DFT+U - Spin Down

NS

N
T

-4 -2 0 2 4
Energy (eV)

Density of States (States / eV)
o

Figure 3.4: Density of states for thteorbitals of the isolated haem molecule, shown
for DFT and DFT+U simulations. The DFT+U method is clearlgrs#o shift the filled

/ empty states down / up in energy. In the DFT+U case the peeseh4 occupied
spin-up orbitals and 2 occupied spin-down orbitals, candes €learly. These give the

molecule its overall: = 2.5 magnetic moment.

eV. By tilting the haem towards the surface by an angldf the binding energy
could be increased @159 eV. This indicates that when the haem does not prefer to
bind in a standing configuration. When it approaches thesarit should collapse into

a planar adsorption conformation. The situation may becomare complex if there

is a high coverage of molecules on the surface. Then, theyebmaome benefit to
standing up cooperatively [74], or forming tilted stackipigases, as seen for copper
phthalocyanines [23]. The experiments on haem performecbbgborators use low

coverages and therefore the molecule is likely to be adddtagein this case.

As stated, the strongest binding for planar adsorption was site A (.42 eV)
with adsorption over sites B)(32 eV) and C (.36 eV) being slightly less well bound.
The equilibrium distance from the plane of the porphyrintte hydrogen plane of the

surface was found to b&25A for site A, which is consistent with a previous work
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Figure 3.5: Here the planar adsorption configuration fontaa the Si(111):H surface

is shown. Left: From above. Right: Side view

[65]. To ensure that the haem had not adsorbed to a poorlydeatursor, a binding
curve was created and is shown in figure 3.7. To produce ttesron atom was fixed
at various heights above site A and all other atoms were alioiw relax. The graph
shows that there is one shallow minimum3at5A. The molecule was found to have
rotational freedom on the surface. Rotationd@fabout an axis through the iron atom
and perpendicular to the surface cost less titameV. From this it appears that, even
if it provides the majority of the binding energy, the C-N maxycle of the porphyrin
does not have a preferred site on the surface. Only the t@mnaatom has a site-

specific interaction.

For all adsorption sites, the interaction between the nuddeand the surface was
minimal. The density of states and spin distribution arotlvedmolecule remained sim-
ilar and still produced a magnetic momentpfz. These observations, together with
the low binding energy, are indicative of a weak interactetween the molecule and
surface with no covalent bonding component. This is theibmpcegime typically seen
in these systems. DFT is not able to capture the dispersiv@ga\Waals interactions
thought to be important here [75]. The failure for dispegsivteractions arises due to
the absence of long range correlation in the exchangelatioe functional and there
are a number of groups working on functionals to try and imprDFT’s description
of dispersive binding interactions [76, 77]. Neverthelessthe haem repels the sur-
face very strongly when pushed close, it is probable thabthaing here is a different

regime compared to the strong adsorption of aromatic m@ea@nto clean silicon sur-
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Figure 3.6: Left: There are three distinct surface sites.af C differ due to the
differing depth of the underlying silicon atom. Site A hasyaltogen bound to the
silicon atom.) In some simulations this hydrogen atom wasoreed as shown. Right:

Simulations with the haem in a standing configuration wese performed.

faces, such as the adsorption of Benzene on Si(001) [78,01®. way to investigate
the interaction with the surface is to look at the change enfthem molecule’s charge
distribution created by the nearby surface. A plot of thergbalifference between the
on-surface haem and an isolated haem at the same geomstrgwa in the left panel
of figure 3.8. In this case there is little interaction andyathle orbitals of the central

metal atom are slightly perturbed.

As described in the methods chapter, collaboration betwesary and experiment
is extremely important in surface science. The principt# for experimental investi-
gation is the STM and so here, theoretical STM images arergetktas described in
the methods chapter, in order to guide future experimeragkwrigure 3.9 shows sim-
ulated STM images of the haem on the Si(111):H surface takeri &V. The images
broadly reflect that shape of the isolated molecule’s HOM®IddMO. There is a no-
ticeable symmetry change between filled and empty stateshwhimics that between
the HOMO and LUMO. The contrast of the image is constant atdbe carbon ring
of the molecule, particularly in the case of the filled stafidss indicates that the haem
has maintained its—conjugated charge distribution when on the surface; elastare

still de-localized around the molecule and not in definitalde or single bonds. This



3.3. Results 70

o
0.8
0.6
0.4
0.2

! @@ On Defect Surface
\ = @ On Normal Surface

Energy (eV)

g
=]
(=)

Bindin

| ] | |
15 20 25 30 35 40 45 50
Distance to H-Plane (A)

Figure 3.7: Graph showing the change in binding energy wailgt from surface for
planar adsorption of haem on a perfect and defective Si(ld)rface. Line through

points is a cubic spline intended only as a guide to the eye.

keeps the molecule planar while on the surface.

The results in this section show that the haem should beleigibSTM experi-
ments and distinguishable from the substrate. Howevenvéak binding with the sur-
face results in the haem having a very high mobility and erplavhy recent attempts
to image haem on Si(111):H have failed. As described in ttrediiction, some studies
have been able to tether molecules to dangling bonds on acsuttiereby holding the
molecules in place. In the next section this phenomena estiyated theoretically. A
hydrogen atom is removed from the Si(111):H surface and tla@ge in interaction

between the molecule and surface that this defect causegsestigated.

3.3.3 Defect Surface

The haem was adsorbed with the iron atom centred over theggdrdefect above site
A, shown in figure 3.6. The overall magnetic moment of the icelteased t3..z due

to the polarization of the dangling bond beneath the iromatbhe binding energy was
found to increase t6.54eV and the molecule-substrate separation decreased b9( 0.25

to 3.06A. Again a binding energy curve was created, figure 3.7, byp@the iron atom
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Figure 3.8: Charge difference plots for the perfect and atefarfaces. Left: Perfect
Surface. Right: Defect Surface. Green indicates areasentherisolated haem had
excess charge over the on-surface haem. Red indicatesveneas the haem-surface

complex has excess charge. Isosurfaces are ®1.e

Figure 3.9: Simulated STM image of haem on the perfect SHL$urface. Bias

voltage+1.5V. Left, filled states. Right, empty states. Isosurface 608.e A-3,

at various heights and this exhibited another shallow gnergfile with a minimum at
3.00A. The removal of the hydrogen atom has allowed the moleautedve closer to
the surface, but this has not dramatically increased thdifgrenergy.

Previous experimental work has found that as well as theaanttal atom, other
parts of a phthalocyanine molecule can bind to dangling bamda silicon surface [80].
Specifically, the dangling bond was able to hybridize with de-localized electrons of
one of the benzene rings within a phthalocyanine. This tethéhe molecule to the
surface, but allowed it to pivot around the bond. Simulaiovere also performed
with the defect centred under other haem atoms and beneatbfdhe 5 membered
carbon-nitrogen rings (referred to as R centred). Howeliese were found to produce

less strongly bound structures at larger separations frenstirface. The results are
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summarized in table 3.1. From this point on, the study cotmates on adsorption of

the haem with the iron atom centred over the defect.

The important properties of a metaloporphyrin often ord@from the electronic
configuration and geometric coordination of the centralainatiom [22]. When on the
clean surface this was essentially unchanged from the geseptase. While the inter-
action on the defect surface is still weak, the dangling bointhe surface does have
some effect, First, via the hybridization of tRe, orbitals of the underlying silicon
atom with the3d,-_ .- of the iron atom. A similar phenomena was observed in, for ex-
ample, Nitrogen atoms on Cu(100) surfaces [81]. The intemabetween the molecule
and the surface has changed the spin distribution arourgktiteal iron atom. This can
be seen in figure 3.10, which also illustrates the polawratif the silicon’s2p, dan-
gling bond. Secondly, the surface has affected the chaggeldition of the molecule.
The effect of this is also evidenced by the charge differgaioeof the right panel in
figure 3.8. The defect has allowed the molecule to sink cltwstre surface. However,
the iron atom has had its charge pushed away from the dangtind on the surface,
evidenced by the red lobe above and green lobe below, theatomm. The situation is
reversed for the conjugated carbon ring of the molecule.grben charge distribution
above the haem indicates that in isolation the molecule ltae pharge above its plane
than when on the surface. The red charge below the planeatedithat the presence
of the surface pulls charge of the molecule downwards. Butkd points are further
indication that the binding seen in these cases if due pilynarthe carbon-nitrogen
macro-cycle rather than a strong bond between the iron atairiree dangling bond.
Again STM images were created of the molecule on the surfaddlese are shown
in figure 3.11. The interaction with the dangling bond create observable change in
the appearance of the central iron atom. The rest of the sqpearemains broadly
similar indicating that this change is not having a large@fbn electronic structure of

rest of the molecule.

The binding of haem to the Si(111):H surface can be increbgedeating a de-
fect in the surface hydrogen layer. This allows the haemrtk slightly closer to the
surface when over this site. However, this causes only dgielgl change in interac-

tion. The haem remained far enough away to prevent strorgj@obonding between
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Figure 3.10: Left: Spin distribution for haem on the perf8itL11):H surface. Right:
For haem on defect Si(111):H surface. There is a clear difi in the spin distribution

around the iron atom, although both have a magnetic momét of

the iron atom and the underlying silicon and was still onlyaWlg physisorbed. The
iron atom, even when pushed down to meet the dangling bohdnesl to the plane
of the porphyrin ring. It is unclear whether the weak bindisglue to the iron atom
and silicon atom not being able to hybridize, or simply beeathe surface hydrogen
atoms prevent the molecule getting close enough. These tbecmolecule to distort
in an unfavourable way if it approaches too close to the sarfadhis would break the
aromatic de-localized structure of the pi-electrons adotlne porphyrin ring, costing
more energy than would be gained from the covalent bond.dméxt section, the in-
teraction of a SiH complex with the haem molecule is investigated, in ordemntswaer

these questions.

3.3.4 SiH-Haem Complex

DFT+U simulations were performed on the $ifHaem] complex shown in figure
3.12. The silicon bound to the iron atom with an energy of &\24nd bond length
2.33A. The iron atom was displaced out of the plane of the haeméalch this was a

stable configuration, but it always relaxed back into the@]aegardless of the Si atom
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Figure 3.11: Simulated STM image of haem on the defectivel3i(H surface. Bias
voltage=+1.5V. Left filled states, right empty states. Isosurface of .60 A 3.

Figure 3.12: The optimized geometry for a SiftHaem] complex.

position. The magnetic moment of the total system was foamelduce td ;.3. Charge
transfer from the silicon atom to the iron atom created araexpin down occupation
on the iron atom at-2eV as shown in the density of states figure 3.13. It is likebt th
when on the surface the iron atom did not get close enoughfiseriybridization to

occur.

3.4 Conclusion

A density functional study of the iron porphyrin derivativaem(b) on the Si(111):H
surface has been performed to investigate the effect of facgion this molecules
electronic structure and to provide guidance to currenegrpental work involving
room temperature STM imaging of the molecule. This is dontn \&i view to the
potential technological applications of haem in areas sisamolecular wires or nano-
storage, akin to recent applications demonstrated forporphyrins.

The molecule was found to physisorb onto the Si(111):H sertaith a binding

energy 0f0.42eV and minimal disturbance to its electronic structure. Modecule was
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Table 3.1: Summary of results for the binding energies, rmagmoments and sepa-

rations for different haem-substrate adsorption confdiona.

Configuration Separatién Moment Binding
Surface Site &) (15) (eV)

Site A 3.246 2.000 0.424

Site B 3.504 2.000 0.317

Perfect Site C 3.438 2.000 0.361
Standing 8.679 2.000 0.114

Tilted 8.421 2.000 0.159
Fe Centred 3.056 3.001 0.543

Defect N Centred 3.089 2.275 0.418
C Centred 3.200 2.292 0.367

R Centred 3.153 3.000 0.457

@ Distance from the central iron atom to upper hydrogen pldrseidace.

visible on the surface in simulated STM images. It was fourad treating a defect in
the hydrogen layer directly beneath the haem, increasdantsng to the surface to
0.54eV and allowed it to move.25A close to the surface. Although there was some
electronic interaction between the surface dangling bamtithe iron atom, no strong
covalent bonding was observed. This was not the case forknr8olecule, which
bound to the haem strongly. This indicates that the intemacif the silicon surface

hydrogen atoms with the porphyrin macro-cycle is hindethregadsorption.

3.4.1 Future Directions

The removal of a hydrogen atom from the surface created aufabate binding site
for the haem on the surface, which is useful for two reasoirst, it may be that this
defect tethering can hold the molecule in position and eneddm temperature STM
imaging. Second, there is great potential for using thass 8b create useful patterns
of molecules. Using voltage pulses from an STM tip, Hydrogemms can be removed
from specific sites of semi-conductor surfaces. This tepimhas been demonstrated

for organic molecules on two silicon surfaces Si(111):H][&8d Si(001):H [69]. By
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Figure 3.13: Density of states of the iron atom and the siliimm for an Sig-[Haem]

complex.

removing hydrogen atoms from the surface in a line for exampbrphyrins can be
adsorbed to the surface in long chains which may then act asnawire. A detailed

look at the electron interaction between the orbitals ofitbe atom and those of the
dangling bond below would be useful. Higher accuracy quantbemistry methods,
performed using smaller sub-units of the surface and haeteaule, may be better

suited to studying the exact spin state energetics in thesterss.

3.4.2 Assembly techniques and Interaction Strengths

Creating patterns by removing hydrogen atoms from the serfand adsorbing
molecules can be considered as part of a factory assemlagigar. Molecules are
chosen because in other situations, for example the gas phagen in a bio-system,
they are known to have the right desirable electron trarmfgperties. They are then
encouraged to assemble into a useful structure such as.altinthe next section a
different case is looked at. The formation of nanolines iswfibto occur spontaneously
under certain conditions for some deposited materials.tiién a case of searching for
ones which exhibit useful electronic properties when asdedn This is coming at the

issue from a different direction. Lines of porphyrin molesuwould be weakly bound,
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made by active construction and possess similar propéctibe gas phase. Deposited
magnetic atoms would be strongly bound, be constructed giwath process, with
properties determined by the interaction with the surface.

Differing interaction strengths will also be contrasted.this chapter there was
only a weak physisorption interaction between the haem bhadstrface. This has
the benefit of not disturbing the electronic structure, buta@irse makes assembly
challenging. In the next two chapters, systems are adsabexdclean surfaces and
much stronger chemisorption interactions are observedesédIstronger interactions
resultin more interesting and complex reconstructione@furface and adsorbate, and
also alter the electronic structure more profoundly. Thesans that less information
about the electronic properties of the on-surface systembeagleaned from the gas

phase, but assembly should be more robust.



Chapter 4

Manganese on the Si(001) Surface

4.1 Introduction

4.1.1 Magnetic Atoms on Surfaces

Depositing magnetic atoms onto surfaces has been an aretvef @esearch for many
years. More recently, these ideas have been applied to caleasy/stems, looking at
the behaviour of individual and small groups of atoms on &aser[1]. These systems
are interesting partly as they often exhibit novel physiganomena that can shed
light on the basic nature of many-body interactions. Fongxa, the study of the force
required to move an individual atom while on a surface [5]wideer the main driver
for research is the potential application of these systermaas-technological devices.
In the field of spintronics [82], attempts are made to builstegns which can perform
computations or store information using not only the charfyan electron, but also
its spin. This would allow many devices which currently dedé tasks to be scaled
down greatly in size. One of the most important steps towarsgintronic device is
the creation of a spin polarized current. One potential oetfor producing this is to
create a ferromagnetic semi-conductor [83]. This can bes dyninjecting magnetic
atoms into a semi-conducting substrate, or by creating angtagthin film on top of its
surface. The deposition of transition metal atoms onto ilfeos surface is the subject
of this chapter.

When atoms are adsorbed onto surfaces, potentially useiyhologies can form
at sub-monolayer coverages. Some of the most studied avatioeis forms of nano-

line. These are 1-dimensional structures on a surface argltha potential to operate
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as wires or interconnects in nano-scale electronic dey&4s Alternatively, magnet-
ically coupled chains of atoms or spins could act as infoiomadr signal propagating
systems [85]. Nanowires have been observed to grow in a nuoflogferent surface-
adsorbate systems. Their primary advantage over otheroaethf nanostructure for-
mation is that they are self-assembling. That is, they foumng) the growth process
under specific conditions, rather than having to be assehgibee by piece. Although
conditions must be carefully controlled, this is much mamaightforward than as-
sembling the structure atom by atom and could greatly fatdithem being produced
in large numbers. However, to date there have been no witeslfavhich have both
desirable electronic properties and the ability to formuffisient lengths and with suf-
ficient ease via self-assembly. Some nanoline systems efinolude the extremely
long Bi lines which grow on Si(001) [86], while shorter naimals have been observed
in a number of other systems [84]. Functional lines may haueetisolated from the
substrate to prevent current or signal travelling via thiestniate. Therefore, the lin-
ear 1-D structures formed by atoms deposited on semi-coodsarfaces are of great
interest also from the point of view of acting as a templateafanore electronically

useful structure to be built on top.

4.1.2 Manganese Atoms on the Silicon (001) Surface

In all of the areas outlined above, manganese atoms degasiteemi-conducting sur-
faces have been a particularly fruitful research area. &thity have been the subject
of studies on spin flipping and the Kondo effect [87], thers &ks0 been great interest
in Mn atoms on the silicon surface for spintronic applicatio Kratzer and Scheffler
were able to demonstrate that a ferromagnetic layer of Mmatmn the Si(001) surface
would act as a half-metal [88]. This would be a possible wakuitd a spin injector
to create a polarized current. Subsequently much work wderpgd, analysing the
growth and morphology of Mn thin films on the Si(001) surfaod ¢he effect of sub-

surface atoms on these films [89, 90].

More recent experimental work has found that in additionreviusly studied
nano-structures, Mn atoms can form into nanolines of ardgxd5 atoms in length

when deposited on the Si(001) surface under certain congifo1]. However, in this
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Figure 4.1: Left: Mn nanoline on the Si(001) surface. Rightean Si(001) surface.
These STM images show unoccupied states at a bias of 3V anéd@euced from

[91] with permission of Petra Reinke.

experimental work the exact structure of the lines was ntitedwy clear. In particular,
the question of whether each bright sub-unit seen in the STiEge, reproduced in
figure 4.1, is made from one or more Mn atoms, or even Si ata@sriguid to answer.
The electronic properties of the wire are also of great @geand have not yet been
fully characterized. There are also open questions reggitde maximum length of the
lines. 15 sub-units may be an upper limit, but perhaps defecadjacent adsorbates
could act to relieve strain and lengthen the lines, as in.[R¢rforming numerous
STM experiments to answer these questions can be very tiesite, and theoretical
calculations offer a way to help identify the structure magidly. This is motivation
for performing a computational study to ascertain the stmacof the lines and explain
the observed STM images and then to go on and look at the @écimnd magnetic
properties of the system. The lines seen in experiment rgpepdicular to the silicon
dimer rows. They appear to consist of bright spots centradaé between dimer rows,
though the spots appear slightly smeared or elongated imhge, figure 4.1. When
performing density functional calculations and buildinpaustructure, attention will be
paid both to the total energy and a structure’s ability taedpce the features of this

image.
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4.1.3 Outline of Chapter

First, the energetics of individual Mn atoms on the surfadk ve investigated and
compared to previous works [93]. These sites will then bé asea basis for more com-
plicated structures. Then, line-like structures will beated from Mn atoms placed on
the surface. Simulated STM images will be created of the mestgetically favorable
line structures and compared to experimental images. Treegléctronic and magnetic
properties of the line thought most likely to be the obserstedcture will be investi-
gated. Throughout, the effect of using the DFT+U methodudythe system will also
be studied, as in some Mn based compounds this can bettedtuser the spin state
energetics [65, 94]. The effect of the Coulomb screeningindibg energies has not
yet been investigated for the Mn nanoline system and itcefd! be interesting to

observe.

4.2 Methods

The methods used here are similar to those in chapter 3. dunsictional calcu-
lations are performed using VASP with the projector augmentave method. The
manganese projector has been used in previous works su&®,a8d] where is was
seen to reproduce experimental data accurately and cabé¢emnsidered suitable for
use here. The smaller computational cell and lower numbatarhs in this study en-
ables some of the parameters to be run at more accurate [€hedsvill be important in
this study as various structures are likely to have only beradrgetic differences. The
plane wave cut-off id00eV. The Si(001) surface was modelled using a 6-layex()2
reconstructed slab that contains 8 silicon dimers. The @r@&digure 4.1 appears to
show the atomic lines cause the Si surface dimers in theityicsmbuckle into a p(% 2)
configuration as opposed to the &@) configuration. The size of the computational
cell is 15.36 x 15.36 x 16.29A3, which left at least an& gap between the adsorbed
atoms and the next periodic surface, sufficient to preveataction for these strongly
adsorbed structures. The Brillouin zone is sampled usihg & x 1 Monkhorst-Pack
k-point mesh.

Conventional DFT can successfully describe the electrstnicture of many types

of surface systems. However, as discussed in chapters 2 @B be less accurate in
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some magnetic transition metal systems, due to its poorigésa of highly localized
d-electrons. Itis possible that when Mn atoms are at highrames on the surface they
may be highly coordinated and thus the effect of correctiregdelocalizedl-electrons
may be important and interesting to investigate. DFT+U isefample, important for
the highly coordinated Mn atoms in Mn Porphyrins, espegiathen these are ligated

[65]. Therefore adsorption energies are also calculatedyuse DFT+U method.

4.3 Results

4.3.1 Isolated Mn Atoms on Si(001)

A common mode of nanoline growth is for atoms to aggregateratmther atoms
already adsorbed on the surface. A clean surface may havd defieed potential
energy landscape that determines where adsorbed atomgreféir to sit. However
once the surface is decorated with adatoms, this landsc#éipghange. To develop a
candidate structure for the nanoline it is therefore imguairto consider the growth of
nanolines as a process. In addition, line structures mwst agreater binding energy
per atom than individually adsorbed atoms on the surfacehef@ise, it would be
preferable for atoms to adsorb at other locations on thaseyfather than joining the
line structure.

The series of adsorption sites investigated is shown indigu2. Where possible
the nomenclature used is the same as that in [93]. The bireieggy and magnetic
moment for each site is given in table 4.1. Note that at tligeshothing is said about
the direction of the magnetic moment. The calculationsspne simply being divided
into up or down, not given specified directions. The resutslie conventional DFT
method have similar absolute and relative binding energidhose from [93]. The
two sitesD and Dg,,;, stand out as the most well bound. These are the replacemant of
silicon dimer with a Mn atom and the placement of an Mn atonrelaéma silicon dimer
respectively. Of immediate relevance at the start of thevtgr@rocess will be the most
stable on-surface site, that does not involve removal aé@ilatoms from the surface,
or diffusion to a subsurface site. The most stable suchilmcé site /, with sitesH’
and M also being similarly well bound.

Binding energies using the DFT+U method are also shown ile #&li. The rela-
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Figure 4.2: The adsorption sites investigated for isoldadtoms on Si(001) p(R2).

tive stabilities of the sites are mostly unchanged althdbgre is a trend for the relative
binding energies of highly coordinated sites like siteand siteDs,,;, to change by a
greater amount. The DFT+U correction may be more importdrgnithe surface has
a greater coverage of Mn atoms as in this case Mn atoms magahteith each other.
The only site with a dramatic relative change is gig;, which becomes markedly less
well bound. When an atom reaches the sub-dimer site, it wilke the silicon dimer
above to flatten [90]. This is because the Mn atom pulls ingdarmvay from dimer in
order to form a bond with it. This also results in the bond tengf the dimer above
increasing to a value greater than the buckled dimer borgthegoing from 2.6 to
2.73A. When using the DFT+U method, the Mhorbitals are contracted and so can
interact less easily with the silicon atoms around and alloem. This results in the

reduced binding energy for this highly coordinated site mvhsing this method.

4.3.2 Single Adsorption Site Lines

Having identified the most stable sites that are likely torlvelved in the line structure,
models for the observed lines are created using the expetaiienage as a guide. As
a first step, lines consisting of just one adsorption sitgeated across the surface, are
investigated. In figure 4.3, a number of these differentIshsite line structures are
shown. Their binding energies and magnetic moments arersitowable 4.2. The
energetic ordering of these lines is very similar to theassd atoms of the previous

section from which they are composed. In addition, thereery little change in the
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binding energy per atom in each case. This indicates thatttimas in these lines are not
interacting with each other. Once one of them has been degopshiere is no energetic
benefit to another atom occupying the next site in the lin@pgposed to a similar site
elsewhere on the surface. There would therefore be no drfeirce for the formation
of these morphologies. It is likely that the coverage of Mntloa surface needs to be
increased to account for the propensity to form lines.

The only structure with a significant increase in bindinghis tine M structure,
figure 4.3(a). The Mn atoms in this structure bind to the agja&Si dimer atoms and
cause the dimer to flatten out. This is a common occurrence wietal atoms bind
to Si dimers [97, 98]. This flattening of dimers across thé a&ws a small coopera-
tive interaction between the Mn atoms. This will be born imdchwhen increasing the
manganese coverage in the next section. Although it is ap@oy candidate energeti-
cally, the structure of figure 4.3(b) is also important. lhtans Mn atoms at sit€' the
location of the bright spots of the experimental STM imagesiAulated STM image
of this structure is shown in figure 4.4 and indeed producasgelted bright spots pre-

dominantly in the trench between dimer rows. This indicéhesthe structures seen in

Table 4.1: The binding energies and magnetic moments of msbn the Si(001)-
p(2 x 2) surface at various adsorption sites. The more positivditnging energy, the

stronger the atom is bound to the surface.

DFT DFT+U K&S [93]
Site m(ug) AE(€V) m(ug) AE((EV) AE(EeV)
H 1.00 2.72 3.00 1.88 291
H’ 5.00 2.71 5.00 2.07 -
B 5.00 2.69 5.00 1.79 2.72
B’ 5.00 2.38 5.00 2.03 -
M 5.00 2.65 5.00 1.84 2.63
C 3.00 1.76 5.00 1.23 -
S 3.00 2.59 3.00 1.66 2.86
D 3.00 3.74 5.00 3.21 4.29

Dsu 3.00 3.70 3.00 1.58 3.80
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experiment might be built around this site.
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Figure 4.3: Atomic lines built from just one type of isolatatbm adsorption site in

each case.

Table 4.2: Binding energyger Mn atomand magnetic momeidtal of cellfor a number

of atomic line structures. Each line consists of Mn atomat one particular type of

adsorption site. These are the structures shown in figure 4.3

DFT DFT+U

Site Figure AE (V) m(ug) AFE (V) m(ug)

LineM 4.3(a) 2.80 10.00 2.20 10.00
LineC 4.3(b) 1.76 8.00 1.31 10.00
LineDg,, 4.3(c) 3.69 0.00 1.56 6.00
LineB 4.3(d) 2.43 10.00 1.81 10.00
LineD 4.3(e) 3.90 4.00 2.35 6.00
LineH 4.3(f) 2.85 6.00 1.87 6.00
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Figure 4.4: STM image of Structure 4.3 (b), a line of site Oragpwith binding en-
ergy 1.31 eV per Mn atom. Although not energetically veryofable, this structure
produced an STM image similar to experimental ones. Imagemafilled (left panel)

and empty (right panel) states-al..5V.

4.3.3 Many Adsorption Site Lines

Lines consisting of just one type of adsorption site posskssinimal interaction be-
tween the Mn atoms. This indicated that a higher coveragerodms is needed on
the surface for there to be a cooperative driving force fog formation. One structure
was found that produced a similar STM image to the experimevttile another struc-
ture showed at least a little cooperative behaviour. Udiege two sites as inspiration
structures consisting of Mn atoms at more than one type daibinsite are studied.
Where the structures in the last section had two Mn atomseiktrtiee structures here
have four, doubling the coverage of Mn. Three multi-site Igtructures are shown in
figure 4.5 and their binding energies are given in table 418s€ structures all have a
greater binding energyer Mn atomthan the single site structures of the previous sec-
tion. This indicates that there is now some cooperativaacteon between the atoms.
Atoms will prefer to form these line structures, rather thasorb on similar sites ran-
domly over the surface; there is a driving force for line fatran. However all three
line structures are similar energetically, using both DIR@ ®FT+U methods. There
is no clear indication of which structure is likely to be theperimentally observed
nanoline.

To assess which line is the most likely structure, simul&@&i! images were
created of all three multi-site line structures. The imagexiuced by a line of site

H and M atoms, shown in figure 4.6 is clearly not line-like amdtisis structure is
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@ (b) (c)

Figure 4.5: ‘Multi-site’ adsorption lines, consisting abans positioned on the most

promising adsorption sites identified in the previous sadi

disregarded. Of the other two structures, the STM of Liteldhown in figure 4.8, is
most akin to the elongated bright spot seen in experimemagjes. This structure is
therefore proposed as being responsible for the experathebserved image. It is
also the most stable of the structures using the DFT+U mefhloid image is promising
as it exhibits the elongated nature of the bright spot, bytaiamg two atoms, but
at the same time remains as one continuous bright spot imtaged, similar to the
experimental work. In particular, when imagedts8V as in the lower panels of figure
4.8, a continuous bright line across the surface seen, hgltontrast brightest in the
trench between dimer rows, as in experiment.

As a final check on potential adsorption geometries, a DFTaltutation was per-
formed with the Mn atoms aligned parallel to the dimer rowmdgure 4.9. Although

each Mn atom is still coordinated to two silicon surface dim@ms, they no longer

Table 4.3: Binding energper Mn atomand magnetic momenotal of cell for three
atomic line structures. This time the lines consist of Mmagaat more than one type

of adsorption site.

DFT DFT+U
Site Figure AFE (eV) m(ug) AFE (V) m(up)
LineHM 4.5(a) 3.11 12.00 2.00 16.00
LineH2 4.5(b) 3.07 0.00 2.31 0.00
LineHC 4.5(c) 3.24 15.77 2.22 17.86
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Figure 4.6: STM image of structure 4.5 (a) LineHM with binglienergy 2.00 eV per
Mn atom, using the DFT+U method. Images are for filled (lefigdhand empty (right
panel) states at1.5V.

e

Figure 4.7: STM image of structure 4.5 (c) LineHC with binglienergy 2.22 eV per
Mn atom, using the DFT+U method. STM Images are for filledt (ieinel) and empty
(right panel) states at1.5V.

move towards each other to form Mn-Mn bonds. The bindingggnef this structure is
2.02 eV per Mn atom, less than that for the proposed structure.nfdggnetic moment
remained).00 indicating the atoms were still anti-ferromagneticallyupted. Along

with the experimental image, this indicates that line fatioraparallel to dimer rows is

less favourable than line formation across them.

4.3.4 Properties of Proposed Structure

The promising features identified in some single site limesantained in the proposed
structure. The flattening of the dimers, seen in the line t&f & atoms, is also seen
in the proposed structure. This allows some cooperatiwgantion between the man-
ganese atoms across dimer rows, which remain uncoveredn Agamechanism for

this flattening is common to many metal elements placed osif®1) surface. The
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8
Figure 4.8: STM image of structure 4.5 (b) Lin@Hwith binding energy 2.31 eV per

Mn atom, using the DFT+U method. STM Images are for filled feinels) and empty
(right panels) states &t1.5V (top panels) and-3.0V (bottom panels).

metal pulls charge away from the atoms of the silicon dimestgiving them equal
charge and causing them to flatten. Their bond length alseases, indicating a de-
creased amount of charge. The placing of two Mn atoms atdbégtion breaks that

bonding between 4 different Si dimers. This then affectstinergy greatly.

Having seen increased coverage result in stronger bindiilsgyatural to consider
adding further additional atoms to this line. Adding at sifeis a potential way to
complete the line, although there appear to be no brightsspathis position in the
experimental STM images. DFT simulations found that atohthese sites had no
greater a binding energy than when at an isolated H site amd ththerefore no reason
for atoms to bind there specifically. Although it could betttree large number of Mn
atoms in this small cell, is causing too much strain. Alsedrivere atoms abg,y,
in this line. This was not found to be energetically favoleatWith the charge from
the dimers already being taken by Mn atoms on the surfaces theot much easily
available for atoms in the subsurface. Whilst more detailedelling using larger unit

cells is important, from the work here the candidate stmectf figure 4.5(b) can be
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Figure 4.9: Structure of a line of Mn atoms grown parallelie tlimer rows. The

binding energy was 2.01 eV per Mn atom, using the DFT+U method

proposed with some confidence.

The electronic structure of the proposed nanoline stredginow outlined. One
point of interest is the HOMO and LUMO of the structure. Ss¢atgthin0.5eV of the
Fermi level are projected out and shown in figure 4.10. Thefeat the nature of the
occupied and unoccupied states STM images. The HOMO is prie@ntly located on
the up-buckled silicon atoms of the un-flattened dimers afrn@y the Mn atoms, as
would be expected on the clean Si(001) surface. The LUMOrsaspacross the entire
line complex having large lobes on the bond between the twatdms in each sub-unit
and also on the flattened silicon dimers. Projecting ouestaitrther from the Fermi
level shows a more uniform charge distribution across thtase and wire atoms. It
is hard to assess whether this type of distribution of houmod states would facilitate
signal transport through these structures. There is no ctegugated pathway across
the whole system due to the gap between the two atoms of arsiicner. However,
the bridging Mn atoms do enable some link between dimer ravire strength of the
coupling between the two atoms is investigated next.

Spin active nanoline could have potential to act as infolwnatransfer or stor-
age systems. The individual Mn atoms in the nanoline havenetagmoments of
415. This contrasts with the isolated Mn atom, which in a DFT ghkdtion will have a
magnetic moment o¥..z. However, each pair of Mn atoms in a sub-unit are coupled
anti-ferromagnetically (AFM), which give the cell an ovitrmoment of O z. When
forcing the atoms in the line to ferromagnetically (FM) ctajphe binding energg.19

less well bound. This is indicative of an exchange intecachetween the two coupled
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Figure 4.10: The HOMO and LUMO charge densities of the amitfeagnetic state of
the lineH’2 in figure 4.5 (b). They illustrate the presence of unoccuptates near the
fermi level centred on the nanowire atoms. Simulationsqueréd with the DFT+U

method.

Mn atoms. Upon switching from AFM to FM alignment, the bang giecreases from
0.46 €V t00.37 eV. The Mn atoms are also pushed away from each otherti, see
figure 4.12 as the electrons are now of the same spin and ¢the@iefer not to occupy

the same region of space.

Figure 4.11: The spin distribution for the antiferromagnetate of the structure of
line H'2. Red = spin-up, blue = spin-down, green = charge isosurf&eulations

performed with the DFT+U method.

4.3.5 Non-Collinear Spin Calculations

One final aspect worthy of investigation, is the potentiagg&nce of non-collinear spin

structures. In the previous calculations, spins have sirbpen divided into up and
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\4:1 /J‘J

Figure 4.12: The structural change occurring when the fifi2 is switched from an
anti-ferromagnetic state, to a ferromagnetic state. Theled Mn atoms are pushed

further apart by 0.5%. Simulations performed with the DFT+U method.

down components, with no reference made to the directionagfiratic moment. Now
spins are free to adopt a spatial direction and the magneiinent projected along
thex, y andz axes can be calculated. By allowing non-collinear sping,darectional
preference for the magnetic moments of the Mn atoms can lmelfda addition, more
complex spin structures within the wires, such rotationspirals may be discovered.
Calculations were performed with the anti-ferromagnetitelt2 structure identified
above, figure 4.5 (b). The Mn atoms’ magnetic moments wet&lizied to couple
anti-ferromagnetically along thex, —x or +y, —y or +z, —z axes, in three separate

calculations. Then in each case, the spins were allowedéaw ireany direction.

Table 4.4: Magnetic moments for non-collinear spin caltoke on the Linel2 struc-
ture. The table shows the magnetic moments found on eachd/miatthe cell. These
are+ values to indicate that the atoms couple anti-ferromagakyi

Configuration m, (zg) m, (ug) m, (ug)

AFM(X) +4.716 0  +0.546
AFM(y) 0 +£4.716 -+0.546
AFM(z) 0 0 +4.747

For each calculation the binding energy of the system wabamged. However,
there appears to be a preference for the magnetic momengioparpendicular to the
surface in thetz direction. Table 4.4 shows that when calculations werdedaith

the magnetic moments in ther or +y directions, though these remained the dominant
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magnetic direction, there was some leakage of moment irte-thdirection. When
started in thetz direction, the moments remained in this direction only. Sehealcu-
lations were also performed for the ferromagnetic confitjomeof this line structure.
The same pattern was observed, with the binding energiesimérg unchanged, but
there being tendency for the magnetism to prefer to aligngatbez axis, no matter

which direction it was aligned to initially.

Finally some more complicated spin structures were ingastd. In particular,
allowing the magnetic moments to rotate from one Mn atom thé,mather than be-
ing forced to couple in rigid anti-ferromagnetism. Thesmptex spin structures again
exhibited little energetic change and had a tendency ta brdak to either a ferromag-
netic or anti-ferromagnetic structure aligned along tkexis. Non-collinear spin is a
complicated area and one in which much further work on thgtesy could be per-
formed. Both further theoretical calculations, but alsperxmental work to ascertain

some magnetic information about the lines.

4.4 Summary

4.4.1 Summary of Findings

Nanolines are a potentially useful systems that may enablescale signal transmis-
sion or other applications. The deposition of magnetic atoma surface is interesting
to study both from the point of view of spintronics, by beirged as a surface film to
create a spin polarized current and fundamental physicsigitzese atoms on semi-
conducting surfaces have shown promise in all three of taesss. In this chapter the
adsorption of Mn atoms of the Si(001) surface has been ilpatst, in order to de-

termine the exact structure of experimentally observed lsimotines. Based on total
energy calculations and simulated STM images, a candidatetsre has been pro-
posed, that explains experimentally observed nanolingssaanergetically favourable.

The electronic and magnetic structure of the line struouae then investigated. They

were found to be anti-ferromagnetically coupled with eatdmahaving a moment of

4,uB.
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4.4.2 Future Directions

The observation of nanolines on the surface provides mapprtymnities for future
work. First it would be interesting the further experiméiytanvestigate the spin struc-
ture of the nanolines. A number of methods can do this to sottenethough often
have some difficulties. Inelastic tunneling spectroscaoynot currently be performed
on semi-conductor surfaces. While spin-polarised STM an@l &periments are also
very new techniques. Magnetic circular dichromism or usingbrating sample mag-
netometer could be used to investigate the system studied9%, however they both
address a macroscopic scale area of the surface and so easiigtaddress the exact
spin structure of the nanoline. Another important extemssao investigate the possi-
bility to increase the length of these nanolines. At 10-15-snits in length they are
significantly shorter than some systems. This could be duéld bp of strain in the
sample and the effect of silicon dimer vacancies in the sartaill therefore be impor-
tant to look at. These can relieve strain in the sample andilpigsncrease the line
length. However, recent experimental work has revealetittilae defect concentra-
tion increases above 4% then line formation stops and clémteation becomes the

prevalent growth mode [99].

4.4.3 Assembly Techniques and Interaction Strengths

The lines observed here are said to self-assemble. Thaeiisdinucture will form
when grown under the correct conditions. Self-assemblynigxdremely attractive
property for potential nano-devices to have. Scaling upcttires created using brute
force methods, such as positioning atoms using an STM, isalistic in many cases.
While being possible in individual experimental studig¢ssitoo intensive for use as
a production method. Self-assembly offers some automatidhe process that can

result in the same structure being grown repeatably.

Mn lines can be contrasted with the haem seen in chapter 3.efféet of Mn
atoms on the clean surface was much more dramatic thanks &ibtence of hydrogen
termination. This allowed complicated reconstructiom®peration between the atoms
deposited onto the surface and very strongly bound strestarform. It is interesting

to find out to what extent this differing interaction paradigom chapter 3 is due to the
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difference in adsorbate, the absence of a passivatingceunfeboth. In the next chapter
an intermediary system of an Mn porphyrin on the Si(001)aefis studied. This is
somewhat similar to the adsorption of a benzene ring on {89 %) surface, which is
known to bind strongly to the surface. Comparisons can beenttzat may illustrate
how the metal is affecting the binding of the system. A bigdiegime somewhere

between those of haem on Si(111):H and Mn atoms on Si(001)o@dgyund.



Chapter 5

Manganese porphyrin on Si(001)

5.1 Introduction

In this chapter, elements of the previous two studies arebaoed and the adsorption
of a Manganese porphyrin (MnPor) onto a clean silicon Si{@diface is investigated.
The aim is to see whether a porphyrin will bind strongly toeacl silicon surface and
whether or not this binding is dependent upon the centrahihagédbm. This will give an
indication of whether the central Mn atom, or the outer magycle, is mainly respon-
sible for the binding to the surface. As well as combiningredats of the previous two
studies to answer these questions, MnPor are also of stemmgalogical relevance
in their own right. Experimental work is currently being flemed on manganese
phthalocyanines, the man-made porphyrin analogue of ttsies, for a number of
specific applications such as catalysis [100, 101]. In paldr, there is interest in the
ordered monolayers the molecules that can form on the syréendl the different elec-
tronic and optical properties of these morphologies [28faddition, once monolayers
have formed UV light can be used to remove the organic podfdhe molecule, and
implant the remaining Mn atoms into the surface [102]. Thelanted ions have poten-
tial for use in spintronics and can also provide a way of dgp@irsubstrate to a specific
concentration depending on the thickness of the films grown.

A study of Mn porphyrins on the clean Au(111) surface [65]rfduhat the bind-
ing between the molecule and the surface wég eV. Another study on a cobalt sur-
face found two separate binding regimes, one of weak physdiso at 3.4 and one

of strong chemisorption at 2R1from the surface [103]. These however are different
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surfaces to the non-magnetic semiconductor silicon seréad so very different be-
haviour on this surface may well be expected. As isolated dma bind so strongly
to the Si(001) surface, itis possible that the Mn atoms vélable to take a more active
role in binding of the MnPor to this surface, perhaps by belisglaced out of the plane
of the porphyrin ring. This is often seen when ligands arenoloio the central metal
atom of porphyrins. The Si(001) surface also has the patetatiundergo structural
rearrangements, for example flattening of the surface dgim€éhese may be induced

by the porphyrin adsorption, and this may further aid thelinig.

5.2 Method

Parameters are kept similar to those in the chapter 4, i todacilitate comparisons.
Calculations were performed using the plane wave pseudnpat code VASP, with
the projector augmented wave method. The PW91 exchangdaton functional was
used with a plane wave cut-off of 400 eV. The unit cell was dachp/ith a Monkhorst
Pack2 x 2 x 1 k-point mesh. A cell size of6 x 16 x 22 A3 was used, which ensured
a vertical separation of at least Robetween the adsorbed porphyrin and the next pe-
riodic repetition of the surface. The surface was modelkdgia six lattice plane slab
with a hydrogen terminated base, as in chapter 4. Calcuktiere again performed
using the DFT+U method as this is known from a previous wog [6 be essential
for reproducing the correct ground state spin state of MnPlogre, values o/ = 4.2

eV andJ = 1 eV were found to be optimal and so are used here.

5.3 Results

5.3.1 Isolated Mn Porphyrin

Previous work [65] has found that the ground state of MnPamdsrrectly described

by semi-local DFT functional such as PBE or PW91. Experirminthe ground state

is known to be a high spin/g; state, however these DFT methods produce an interme-
diate 3.5 value for the magnetic moment. Using the DFT+U method ctsrégs and
produces the correct high spin value for the magnetic monTémis is in contrast to the
haem molecule case where DFT+U did not change the magnetieemo The charge

and spin isosurface from a DFT+U calculation is shown in fighudl and illustrates the
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Figure 5.1: Left: Final structure of an isolated MnP molecuRight: Charge (green)

and spin(red) isosurfaces, at 0.05&3.

magnetic moment centred around the manganese atom. The bmdlllength was

2.09A only 4% longer than the value 2.83found in [65].

5.3.2 Site H Adsorption

The most stable on-surface site for a Mn atom on the Si(0OOdace, was the site
H between two silicon dimers. The gas phase MnPor structusetherefore first
adsorbed onto the clean Si(001) surface, with the Mn atortregrt this site. The
final equilibrium structure is shown in figure 5.2. The birnglenergy for this structure
was0.90 eV. This is far stronger than the interaction seen for haer8i@tll):H and
indicates probable chemisorption of the molecule onto tiréase. There are some
striking features to this adsorption geometry. Firstlyréhis significant non-planarity,
with the majority of the molecule bending up away from thefste. The exception
to this is the four central nitrogen atoms, which form boral$hie four silicon dimer
atoms underlying the molecule. A simulated STM image of ttieoabed molecule is
also shown in figure 5.2. There is a change in direction of tighblobes around the
porphyrin ring when imaging occupied and unoccupied stdtbis appears to indicate
that there is an alternation of the single-double bondsratdhe ring once adsorbed.
These images provide a guide to show what MnPor will look, likece it has been
adsorbed on the surface at this site. This can help expetatnsa identify whether
they are producing a structure with the porphyrin at this.sit

To assess the extent to which the interaction with the cleaface is due to the

Mn atom, the binding energy of a free base porphyrin (FbPothe same site with
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Figure 5.2: Structure of MnPor with Mn atom centred over sitethe most stable
on-surface site for an isolated Mn atom. STM images belowsbacupied (left) and

un-occupied (right) states imaged-at.5V .

the silicon surface is investigated. The binding energyistl to be 1.307eV which
is larger than for the MnPor. This suggests that the bindsndeitermined almost ex-
clusively by the nitrogen-carbon macrocycle. The presafitke Mn atom may have
hindered charge transfer between the molecule and surfakedping hold of some

charge.

5.3.3 Over Dimer Atom

Another site with potentially good registry between theate and the porphyrin ring
occurs when the porphyrin is placed with the Mn atom direotrgr the raised atom
of a silicon dimer. This site may also increase interactietwieen the Mn atom of the
porphyrin and the surface. This structure for this adsorsite is shown in figure 5.3.
This was the most well-bound site for this MnPor on the s@fadhere is both a good
registry between the carbon nitrogen macrocycle and tleositdimer row below, and
an interaction between the Mn atom and the silicon dimer adoectly beneath it.

These combine to give a very strong binding energy for thesafi3.07 eV. The STM

image shown in figure 5.3 is brighter to the right hand sid@eftorphyrin. This shows



5.3. Results 100

Figure 5.3: Structure of MnPor with Mn atom centred over §iteThis is the most
stable adsorption site for a MnPor on Si(001). STM imagesvwehow occupied (left)
and un-occupied (right) states imagedtdt5V.

that the molecule has been buckled upward by the surface®sitie and that there is
a resulting difference in the bonding. The left side is botmthe surface, while the

right is not.

The binding energy here, compares with a binding energy43f eV for a ben-
zene ring on this surface [79]. Again it is important to finde#trer the metal atom is
contributing a great deal to the binding and therefore ali@se porphyrin is simulated
over the same site. This structure had a binding.é6 eV. In this case the Mn atom
appears to be playing a role in the binding of the moleculboalgh the majority of
the binding still comes from the C-N macrocycle. A point tdencs that these struc-
tures both result in 3 silicon dimers beneath the ring beunckled. In the case of a
benzene ring, calculations find that the ring straddles tineeds. Although a slightly
naive interpretation, it is therefore not so surprising tha binding energy of a free-
base porphyrin on this surface is around times that of a benzene ring on the same
surface, which i4.42 eV for the bridge site [78, 79].
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Figure 5.4: Structure of MnPor with Mn atom centred over timead vacancy, the most
stable adsorption site for an isolated Mn atom on Si(001)M $Tages below show

occupied (left) and un-occupied (right) states imagetiiab}’.

5.3.4 Adsorption Over Dimer Vacancy

The most favourable site for adsorption for a single Mn atontre surface, was in
a dimer vacancy. Therefore the MnPor is adsorbed with the tdmaentred over a
dimer vacancy. However, when over this site, the moleculg feand to not bind to
the surface at all and had a repulsive energy.a97 eV. Porphyrins are extremely
stable molecules and placing the MnPor close to a dimer wgoaiay have disturbed
their electronic structure which results in dissociatibthe molecule-surface complex
being more favourable. The defect site is good for an isdl&e@ atom due to the
4 bonds that it can form to the surrounding silicons. In a pgrm the Mn atom is
already 4-coordinated and so there is less benefit to formemgbonds with the silicon
surface. The adsorption geometry and STM image are showgurefb.4. The central
Mn atom does not appear as bright compared to when centeeethavsiteld. If a free
base porphyrin is more stable than a MnPor when over the egctren it is possible
that the Mn atom could fall out of the molecule in to the vaganDimer vacancies

could then potentially be sites for Mn atom deposition fromRér molecules. Future
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Table 5.1: Summary of results for the different MnPor-stdistadsorption conforma-

tions. Positive adsorption energy is defined as a bindingasurface.

Surface Binding (eV) Momeniu()

MnPor Site H 0.904 5.00
FbPor Site H 1.307 0.00
MnPor Site D 3.075 5.00
FbPor Site D 2.455 0.00

MnPor DV -0.197 5.00

work could investigate the barrier to this process occgtrin

5.4 Discussion

5.4.1 MnPor on Si(001) Summary

The work in this section has demonstrated first that porplybind more strongly
to silicon surfaces in the absence of hydrogen terminatiSacond that the strong
binding is mainly due to bonds forming between the carbaregen macrocycle and
underlying silicon atoms although at specific sites, bigdines involve the Mn atom.
The excellent match in spacing between the macrocycle aamusinderlying silicon
dimers facilitates the binding of these molecules in carspiecific sites. There are also
significant similarities between the binding of these moles to the surface and the
binding of a benzene ring. In particular, the flattening ohdrs and slight buckling of

the adsorbate are common features.

5.4.2 Conclusion To Silicon Surface Studies

Chapters 3,4 and 5 have exhibited the different ways in whinhtional surface struc-
tures could be assembled and have assessed the benefitslidfietteant methods. They
have also illustrated how the interaction strength betvassitem and surface can vary
greatly between systems and have demonstrated a poteatiabvune this interaction
strength in certain cases via hydrogen desorption. In en@ytDFT calculations were
used to illustrate that the binding of a haem molecule to sipated silicon surface

could be increased by desorbing a hydrogen atom from thaitd create a dangling
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bond that acted as a favourable binding site. This techriigselready been observed
experimentally for other systems. However, the lack of aificant structural change
in the surface or the molecule in this case meant that theaictien between haem and
surface remained weak. Chapter 4 looked at the strong lgrafim Mn atom on the
clean Si(001) surface. Using total energy calculations sindilated STM images a
candidate structure was proposed to explain the line-ikectires observed in exper-
imental STM images. The candidate structure has a greatdmigj energy per atom
than adsorption of separate isolated atoms. This showswiet Mn atoms interact
strongly with a surface, cooperative effects are posshue ead to interesting new

structures.

This chapter has drawn these two themes together, by lo@kitige binding of
a MnPor to a clean silicon substrate. First this was comptrede haem Si(111):H
binding. For MnPor on Si(001), reorganization of the sugfaesults in a far stronger
binding regime, than is present for the haem tethered to siyadsd surface. Which
one of the two binding regimes is more suitable may dependcenntended appli-
cation. Tethered porphyrins will not change the de-loealiezlectron structure of the
macrocycle and so may be ideal if transport based systents & made out of the
porphyrins. On the other hand if the central atom of the pgriphis central to the
intended use, such as in information storage for examp@, ilsing this atom to tether
to the surface may be undesirable and it may be preferablavioihtake no part in the
binding.

Second MnPor on Si(001) is compared to the Mn nanoline oftelnap Unlike
for the isolated Mn atoms and Mn nanolines on the Si(001psetfthe Mn atom of the
porphyrin does not play the primary role in the binding to sleface. In fact, a free
base porphyrin bound more strongly to the surface over sdeee 3 he relatively minor
interaction between the porphyrin’s Mn atom and the surfaeg be advantageous.
It may be that molecules with desirable properties can badand then bound to a
surface without overly disturbing the electronic struetaf the metal atom. This would
make searching for useful systems easier, as molecules gashphase are often more
easily characterized. Of course, in many cases the bindirthe substrate can be

advantageous as seen for example in the ferromagneticinguglsome porphyrins to
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magnetic surfaces.

For these porphyrins on semi-conductor surfaces, the r@@le is more impor-
tant in determining the binding, whereas the central meétahas more important in
determining the electronic properties. The strong adsormif MnPor on this surface
should be contrasted with the weak adsorption seen for MoR@old surfaces. The
key to the strong adsorption here is the ability of the Sij0firface to buckle and
accommodate the molecule when it is deposited, coming adhaitto its reactivity,

particularly of the dangling created when Silicon dimesslaroken.



Chapter 6

Theory of Electron Transfer

6.1 Introduction

Up until now the thesis has focused on the structural aspéstsrface systems. Now
the attention will shift to investigating the electron tséer properties of molecules.
As outlined in chapter 1, understanding both of these aspeitit enable important
electron transfer calculations on surface systems to Hempeed. Before carrying out
calculations on molecules, this chapter outlines Marcusofy) an important theoret-
ical framework within which electron transfer processes ba understood. Marcus
theory allows links to be made between the computer sinmlatof an electron trans-
fer system, and the relevant physical quantities that cieriae a transfer process. In
doing so, it enables conclusions to be drawn on the potespiglications of various
systems.

Electron transfer is a fundamental chemical process amjadath the substitu-
tion of atom or ligands, is one of the two processes that canraturing a chemical
reaction. For example, the transfer of electrons is inwivethe change of an atom’s
valence and the breaking and formation of bonds. Unsungligifor such a funda-
mental process, electron transfer plays an important nodenumber of biological and

technological systems, some examples of which are giveawbel

6.1.1 Biological Importance
During aerobic respiration electrons are transferred frelectron rich NADH
molecules, to oxygen atoms. This is done via a number of reledtansfer steps

and is accompanied by the release of energy, which is usaeateca proton gradient
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across a mitochondrial membrane. This gradient is then ts@@rform work and
synthesize ATP, the body’s energy currency. The carefuhtuof the geometry and
electronic structure of the molecules in order to maximize énergy gained from
the electron transfer process is remarkable. The protdwchyome(c) is one of the
intermediary molecules involved in transferring elecedrom NADH to oxygen and

contains a variant of the haem molecule studied in chapter 3.

In photosynthesis, the adsorption of a photon creates atee)atate in a chloro-
phyll molecule. This excited state decays rapidly to a chagparated electron-hole
pair. This pair could recombine within the chlorophyll,eating energy as heat which
would be wasteful. To prevent this, the electron is rapidinsferred away from the
hole to other nearby molecules via an electron transfemchisieanwhile a separate
electron from a nearby Magnesium atom, is used to neutrddezbole. The whole pro-
cess creates a source of electrons that are subsequerdiyougghosphorylation and
converting ADP to ATP. The competition between the chargemination and the
transfer of the electron away from the hole, is importantetedmining the efficiency
of the photosynthetic process. In the photosynthetic il@acentre, the system is su-
perbly tuned for great efficiency. Man-made dye sensitizeatqvoltaic cells are able
to convert light into electrical energy but so far it has neeb possible to reproduce

this kind of process with the same high efficiency of plants.

6.1.2 Molecular Electronics

The transfer of electrons between redox centres forms this lod the idea to use
molecules as nanoscale systems for signal propagation.cdinging between sub-
units within, and charge conjugation across a moleculag war example, affects how
easily an electron can transfer down the system. The irgtptween the electronic

structure of oxidized and reduced molecules is therefopontant to understand.

Electron transfer also influences the geometry of a systehthas effect has been
put to use in sensing and switching applications. When nutdsdind onto a system,
the structure of the system may be altered. This changesahsport properties and
can thus be detected. This is most commonly seen in gas sgéegoes which alter

their transport properties according the amount of a aegas molecule that has bound
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to the detector. Similarly, if a system is excited by lighttege separated state may
form, which in turn changes the geometry of the system [1@%5].1 Examples of

photo-switches such as these, will be discussed in chapter 8

6.2 Overview of ET Concepts

6.2.1 Donor and Acceptor

The atom or ligand from which an electron leaves in a reaasoreferred to as the
donor, D. That which receives the electron is known as the acceptorit will be
useful to consider two types of electron transfer reacfidgrose where an un-paired, or
extra, electron is transferred from to A. And those where the system is neutral but

there is a formation or recombination of a charge separated p

D +A — D+ A (6.1)
D+ A — DY+ A" (6.2)

These both consist of an original state, the reactBraad a final state, the produdts
in which the electronic charge distribution is differenthelconcepts behind how the

transformations between the reactant and product states, @& now discussed.

6.2.2 Electron Transfer As A Reaction - Arrhenius

The Arrhenius expression is an empirical expression thatridees the observed tem-
perature dependence of reaction rates. Arrhenius obsémeedome ET events be-
haved with a similar dependence. Thus he framed the trapsfeess as a reaction
with a ratek, dependent on some important parameters, namely the tamtivenergy

E, and temperaturd, and A is the frequency factor.

k= AeTt (6.3)

6.2.3 Geometric Motion During ET - Taube

Henry Taube subsequently performed a series of experinwkimng at electron trans-
fer in detail [106]. In particular he looked at the structurhanges occurring during
an electron transfer reaction that involved the ‘Creutabkion’. His important real-

ization was that the position of the atoms in the system wasiragent on how far the



6.3. Marcus Theory 108

reaction had progressed. He saw that a bridging chlorina atas passed from one
side of the molecule to the other as an electron was traesfefiis was the first time
that the coupling of geometric motion to an electron transfent observed, and the

idea that hindrance to this motion may hinder the transfas fwlly appreciated.

6.2.4 Harmonic Approximation - Marcus

Marcus took the ideas of a chemical reaction coupled to geameotion and put them
together in a coherent framework now referred to as Marcuemh[107]. One of its
main developments, was to approximate the interactionsdmst nuclei as harmonic.
This enables them to be amalgamated into a single reactandio@ate. The electronic
state curves can then be represented as single parabalas,6id@. These are the dia-
batic state curves of the molecule. They illustrate how tiergy of the molecule in a
given electronic state changes as the reaction coordiaagsy The reaction coordinate
can then be used to measure the progress of the reactiorg tisrigure, Marcus was
able to extract expressions for the activation energy ttefrrhenius reaction rate de-
pended on. Finally he used a Landau-Zener type couplingegieta model the chance
of making a jump from one state curve to the other at the angsgoint. Together
these gave the correct observed temperature dependenite firaction rate at high
temperatures. The great vindication of Marcus theory waslibcovery that its predic-
tion of the ‘Marcus inverted region’ was indeed correct. sT$iiates that if the driving
force is increased beyond a certain point, the reactionisdtaind to decrease, rather
than increase any further. This prediction is unintuitine @does not arise from simple

reaction rate theories.

6.3 Marcus Theory

6.3.1 Transition State Theory

As noted, the picture of two curves in figure 6.1 describing tihio electron transfer
states, is not dissimilar to the picture of a conventionattien. A finite temperature
will cause thermal fluctuations in the reaction coordinbtd allow the system to travel
up the curve defining its electronic state. When the systectudes far enough from

the bottom of the reactants curve to reach the crossing,dbiete is a chance that it



6.3. Marcus Theory 109
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Figure 6.1: The state curves for the initial state and firatlesbf an electron transfer

reaction are shown, along with the important electron tensarameters.

will change state to the product state. That is, that thereeaevill be transferred.

6.3.2 Harmonic Approximation

To progress beyond the Arrhenius expression, Marcus asbktime all the atoms in
the system were coupled together with harmonic oscillbkersprings. Increasing the
thermal energy of the system makes the two atoms vibrate doatkorth with greater
amplitude. If all the interactions are treated as harmathien even when they are
aggregated together into the reaction coordinate, thescdirawn will be a parabola.
This enables some parameters to be extracted. The two cumvbe diagram 6.1 can

be written as:

y = 2 (6.4)
(y=b) = (z—a) (6:5)
—y = 22 —2ax+a*+b (6.6)

Combining these two equations gives:

2 = 2> —2ax+a>+1? (6.7)
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= —2ar—a*+V (6.8)
9
y = 0= (6.9)
2a
2 (b - CLQ)Q
p— == - -1
Y T 10 (6.10)

If the energy zero is placed at the bottom of the first parghthlan this expression
gives they value of the intersection, which is the activation enekgyfrom now called
AE. The reorganization energy can also then be definedl as —a?. This is the
energy needed to deform the molecule from the geometry ottietants, to that of the
products, without allowing the electron transfer eventdou. That is while remaining
on the same state curve. Large reorganization energiesheitl serve to hinder a
reaction, whilst small ones will see reactions proceed ik difficulty, other factors
being equal. The driving force, that is the difference inug state energy between
the reactants and the products, is defined&5= b to give the energy change as:

(AG + \)?

AE="—nH

(6.11)

This equation gives the energy barrier in terms of the chamgmergy released and
can be put into Arrhenius-like expression to yield

—(AG + \)?

k = Aexp( ORT

) (6.12)

6.3.3 The Quantum Jump

The Arrhenius rate equation and a harmonic approximatioa giqualitative descrip-
tion of the reaction rate. Marcus also required an expragsiothe exponential pre-
factor, that is, how likely is the system to transition inke tproduct state once it has
fluctuated up to the crossing point. This term also contaitesrgperature dependence,
which is important to include. For this term, a quantum Landaner expression was
used [108]. This describes the probability of making a quemjump from the reactant
state surface to the product one at the crossing point. Becanergy must be con-
served, the transition must be horizontal in the diagramaddition, the electron is
assumed to transfer far faster than the motion of the heaudei. Thus the transition
occurs at a constaqR;}. Consequently, the transition can only occur at the cross-

ing point. This is more strict than the Franck-Condon apjnation which states that
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the transition must be vertical [109]. Landau and Zeneneeérian expression for the

probability of a transition, given that the probability imall and therefore diabatic.

1
vAF

2w
Prp = f|HRP‘2 (6.13)

Here AF is the difference in slopes of the two curves at the crosswigtp |Hgp|

is the coupling element between the reactant and produess&xplained in the next
section. The rate at which the system fluctuates up the state and passes through
the crossing point must be calculated. Then, this is useetheg with the Landau-

Zener transition expression to calculate the rate at whatsttions from reactant curve
to product curve will occur. This procedure is outlined i08l and gives the expression

for the ET rate as:

2T
W = 2 Hppl?

- (6.14)

1 —(A=AE)?
ATNT P l INepT ]
This expression was derived by treating the nuclear vibmnalimodes as classical har-
monic oscillators. Therefore it is only valid at high temgteires when the majority
of the vibrational energy levels are excited. An express$wrthe rate which yields
the correct low temperature behavior and gives the samegsipn as above at high
temperatures, can be derived using a quantum theory. Theten is far more com-
plicated and is also covered in [108]. The expression déiinge is effectively Fermi’s

Golden Rule, with a more explicit form for the density of stat

6.3.4 Electronic Coupling

An expression for the electron transfer rate has been dkuisig a classical harmonic
oscillator approximation for the nuclei and a Landau-Zdgpe quantum jump for the
transfer of an electron from the reactant electronic statee product. So far, the re-
actant and product have been treated as independent. Howesdas not always the

case, particularly when the donor and acceptor are closghteg When nearby, the
molecular orbitals of the donor and the acceptor can ovesigficantly and the two

states of the system will interact. This gives an electromallschance to quantum me-
chanically tunnel through the potential barrier from theaioto the acceptor, without
climbing up the reaction curve. The probability of tunnglims opposed to climbing

and making a Landau-Zener jump, is accounted for by the coyphatrix element
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|Hrp| out in front of the rate expression. The tunneling probgbhias the effect of
lowering the energy barrier needed for a reaction to takeepla gap of2 Hzp opens

up at the crossing point where

Hgp = (Yr|H|p) (6.15)

6.4 Adiabatic Representation

In the absence of coupling, the electron transfer procesaidsto be diabatic and that
states used to represent the reactant and productand|p) are orthogonal to each
other. When the reactant and product states are coupled/bowleey are by definition
no longer orthogonal and no longer diabatic states of thesysinstead of consider-
ing two statesk and P with the electron localized on either donor or acceptorait ¢
be more convenient to think of a ground state and an excitgé sthich are linear

combinations of? and P

[Va) = c1lr) + co|vp) (6.16)
V) = c1|Yr) — c2|tp) (6.17)

The coefficients:; and ¢, for these states are found by diagonalizing the following
matrix to give a measure of how much of each) and|p) is present in each adiabatic

state:

. ( (Ul Hlior) <wRpr>) 619

(Wr|H[Yr) (Yr|H[Yp)

These states produce two separated smooth curves. Nowettteoel transfer process
can be viewed as one in which the electron gradually tras$fem donor to acceptor
as the geometry is changed fraRto P. In this case the electronic state isn’t changing
during the course of the reaction. Electron transfer can dgeathed using both diabatic
and adiabatic curves in different approaches. Either as@eate reaction, or a con-
tinuous process. It is important to note that the two adialzatd diabatic models are
describing the same process and are simply different wattsrding of the problem
in order to bring to the fore the most important aspects dig@aar situations.

The work here is mainly concerned with hopping type eventisiscrete transfers

of electrons, the frameworks usually taken as most reptasesnof biological electron
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transfer. The coupling matrix element will not play a cehtcde in the work at this

stage and therefore the diabatic treatment of electrosfeais most appropriate.



Chapter 7

O(N) Implementation of constrained

DFT

7.1 Introduction

In the previous chapter the importance of electron trar(&&) to a number chemical
and biological processes was described. Then Marcus thitbertheoretical framework
built to study ET, was outlined. Chapters 1 and 6, describley teere is great moti-
vation for studying electron transfer in large surfaceayst. The next two chapters of
the thesis aim to provide a method with which the electrondier characteristics of
these large molecular systems can be studied. First, ichiigter, the implementation

of the method is described. Then in the next chapter, somaliresults are presented.

Chapters 3, 4, and 5 illustrated that DFT is an excellent otetbr studying the
properties of molecules and other systems on surfacesoritbioation of speed and
accuracy, along with the large body of previous work and gigeewhich provide a
guide as to how well certain systems can be treated, makeabd ghoice in these
cases. Using DFT as the basis for studying electron tramsfeurfaces systems is
therefore very appealing. In this section the problems entyed when trying to use
DFT for electron transfer are outlined and an implementetiat partially overcomes

them is described.
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7.1.1 Problems With DFT

Chapter 6 illustrated two types of electron transfer predbat are of interest. They
were the transfer of an unpaired or excess electron from ardoman acceptor, and
the charge separation and recombination in a neutral sydeih of these have rele-
vance in potential on-surface systems. However, thereataio limitations to DFT
which prevent it from being able to study electron transtay\easily in either of these
situations. In addition, when trying to study these sitwadiin large molecule-surface
complexes problems are further exacerbated.

The first significant error limiting DFT’s use for electroramisfer, is known as
the self-interaction error (SIE). It is particularly appat when looking at localized
un-paired electrons. The SIE arises from the mean-fieldnrexat of the Coulomb
interaction. This results in every electron interactinghwthe charge due to every
electron in the system - including itself.

Euln(r)] = / ne)n(r) (7.1)

v —r'|

Strictly the integral should only count contributions ohddy that arise from different
electrons. Instead electrons effectively repel themsehgewell as each other. This
results in the over delocalization of electrons. DFT wilturally produce overly delo-
calized charge distributions in system. In Hartree-Fodk dinror is not present due to
its cancellation by the exact exchange interaction. In D#Kthange effects are only
included approximately and therefore do not cancel theistfaction completely.

Whilst the SIE error may seem severe, it does not prevent D& providing
accurate ground state energies and geometries in the tgagbrcases. Overly de-
localized charge distributions do however cause a numben@drtant problems. The
most commonly cited problem is the under-estimation of bgaqes in materials [110].
There are also situations where the energy and geometrg ef/fiem are very sensitive
to the density, for example when bonds in the system arebgdtor broken [111]. The
SIE can also be responsible for incorrectly identified grebatates in molecules with
unpaired electrons [112].

DFT's second limitation is simply that it is a ground statedtly. The second

Hohenberg-Kohn theorem states that the density which pexithe lowest energy, is
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the one most like the true ground state density. It does rextifphow to search for

the densities of excited states. This usually makes it iiptsto look at the charge
separated states of a molecule, as these will often not lygdhied state of the system.
That is to say that even if a calculation is fixed at the chagpmsated geometry, the
charge separated distribution will not be the one produgeDfT. Both these effects

will be illustrated in studies in chapter 8.

The above issues make standard DFT unsuited for electrosféra Addition-
ally, the eventual goal is to study the electron transferc@sses occurring in large
biological molecules and surface systems, in order to asbes potential for use in
nano-technological devices. Including a surface in theutation increases the system
size greatly. Sometimes the system may be a biologicala@rezand in these systems,
solvents will play an important role. Including this solvém simulations also greatly
increases number of atoms in the simulation. The exactrgralia DFT calculation
depends on the specific implementation used. The most comanwbetraight-forward
schemes scale cubicly with the number of atoms in the systeithés provides a sharp
cut-off to the number of atoms that can be included in a sittarlaConsequently, stud-

ies of large systems are often prohibitively costly to perfo

7.1.2 Fixing the Problems

Much work has been performed finding ways to address the 3ssbeve and each
of the problems described above has at least a partial soluffo reduce the self-
interaction error, it is possible to use the hybrid funcéitsn45] [46] [47], that were
briefly described in chapter 2. By modifying the exchangeeatation functional to
include a portion of Hartree-Fock exchange, they partiedlyicel the self-interaction
error in the Coulomb term of the energy expression. Full téarfock theory is self-
interaction free, but does not include correlation effestd is therefore inaccurate in
other ways. Hybrid functionals are seen to improve bands@apmany systems [113].
There are also more complicated methods to treat the delfaiction error. Fully self-
interaction corrected methods are amongst the most coropéexrent DFT extensions
and can provide an accurate solution to the error at somelbhaer computational

cost [110]. There are also extensions to DFT that enablettlty ©f excited states
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and thus provide ways to access some of the charge sepaeisiyddistributions
not produced by conventional DFT. Time-dependent densitgtional theory [32],
particularly in linear response mode, is one method thableas able to successfully
calculate excited state energies and charge distributiblasvever, even this method
still has problems, such as incorrectly accounting fortebechole interaction in charge
separated states [114]. It is also more computationallyastelimg than DFT, although
there is scope for future developments. Another populahatefor studying transport
processes is the Non-Equilibrium Green’s Function (NEGE)had [33]. This models
a transport process by treating the transport of charge aateesng problem and is
able to produce the steady state current distribution ptesethe molecule under a
bias voltage. Various otheb-initio methods have been used to investigate electron
transfer for example, the work of Sprik [115, 116] and Marzat7]. Furthermore
there are also implementations of DFT that are able to soaardy with the number
of atoms in the system [36]. Although they require carefd and are inefficient for
small systems, they can be used to overcome the cubic sadloupventional DFT. It
would be advantageous if the modifications to DFT allowingt&®be performed could
fit easily into a linear scaling code. It would then be posstblperform ET simulations

on large complex surface-molecule based systems.

However, many of the corrections outlined above can beehgihg to fit within a
linear scaling framework. They will often destroy the O(Mhlaviour of the system and
thus would not be ideal to study large systems. Instead sétteemethod is desired that
addresses the specific problems DFT faces when studyingaidcansfer, and does
so in such a way that will not preclude use in a linear scalikg Bode. Constrained
DFT (cDFT) [34] is one such extension that has recently bemreldped and does
not affect the scaling of a code. In this chapter, the forsmasi of O(/N) DFT and
cDFT are described. Then, an implementation of cDFT int@&aN ) code is described
and some initial benchmarking results presented. Thisallthv large scale electron
transfer simulations on relevant biological and surfacteays to be performed with the

potential to make useful contributions to molecular elatirs and nanotechnology.
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7.2 Linear Scaling DFT

A number of linear scaling DFT codes that have been developHtese include,
SIESTA [118], ONETEP[119] , OPENMX [120], and GONQUEST[121]. Though the
actual implementations in each code are different, theclmsiciples behind them are
similar. Linear scaling codes take advantage of the nggutesiiness of electronic mat-
ter [122]. The principle of near-sightedness states tleéffect of the electron density
at one point of the system, on that at another point of theegystiecays exponentially
with distance in a large bandgap system. In principle tloeegtthe properties of a sys-
tem at a certain point, should only depend on the environineantdiately around that
point. Thus the amount of information to be stored and coegbonly grows linearly
with the system size, not cubicly. This phenomenon marsfieself computationally
through the locality of the density matrix. The number of ta@mo elements in the
density matrix will grow linearly with size, rather than ¢aly, as many off-diagonal
elements will be approximately zero. The work here impletadéime constrained DFT
formalism into a linear scaling code. Whilst no developmailinear scaling algo-
rithms is performed, an understanding of their workingsssful to help implement
the constraint effectively. A brief outlined of linear sice) DFT is therefore given

here.

7.2.1 Mathematics of Implementation

In conventional DFT, the energy is minimized subject toatons in the electron den-
sity and implicitly, the single electron Kohn-Sham ortstaln a linear scaling code,
density matrix minimization, which can scale linearly,éakhe place of matrix diago-
nalization, which scales cubicly. The Kohn-Sham equataresre-written in terms of
the density matrix and density. The energy is then minimgduaject to variations in
these, thus forgoing direct use of the Kohn Sham orbitals. dénsity matrix is defined

formally as:
p(r,r') = Z fithi ()i (x')* (7.2)

The total energy expression can then be written with each depending explicitly on

either the density or the density matrix. With the kinetiemyy term in terms of the
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density matrix, this means that there is no role for the K&uam orbitals.

Eln,p] = EKE[ ,T')] 4 EharfxetLocpp [n(T)] + (7.3)
Exp = / drdr’ (V2p(r, 1'))8(r — ') (7.4)
Extpp = 2 / dr dr' Vaeep(r',r)p(r', 1) (7.5)
n(r) = 2p(r,r) (7.6)

The near-sightedness of electronic matter is then usedgosmthe spatial cut-off on
the density matrix. The use of sparse matrix multiplicatioutines and efficient load
distribution of the calculation across processors [12@)\ed the required multiplica-
tions and energy minimization to be performed in a lineatisgananner. The result
of an O(N) calculation gradually approaches that of a diagonalirat@lculation as
the density matrix cut-off is increased.

The key point of linear scaling DFT is that at no point is a mxadragonalized, as
this is an operation that scales cubicly with matrix dimensi To see how the density
matrix is used to minimize the energy without diagonal@atiit is first noted that it
is computationally very difficult to work with a 6-dimensiainobject likep(r, '), no
matter how local it is made. As in conventional DFT a basis tesintroduced and
used to represent the density matrix. Doing so assumeshhalkennsity matrix is sep-
arable. In @ NQUEST the density matrix is expanded in terms of ‘support function
defined within atomic centred spheres, which themselvesxaanded in a basis. Two
possible basis sets can be used ®NQUEST. These are B-Splines (BLIPS) [124] and
Pseudo-Atomic-Orbitals (PAO) [125]. Both basis sets camuged to perform linear
scaling calculations. However, to create population se@sneeded in a cDFT calcula-
tion, an atom centred basis is required and therefore thesRA®used in the work here.
Atomic orbitals, are functions that mimic the solutionshe Schrodinger equation for
an isolated atom. These consists of radial functions, pligdt by spherical harmonics.
Details of how @NQUEST creates similar functions to these and uses them to perform
integrals and create matrices can be found in [125]. Therdihsis set available is
B-splines [126, 127]. These allow better performance iedimscaling calculations, but
will not be used here. Note that although a basis is used, #vefunctions are never

built from it, only the density matrix elements directly. ratally the following can be
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written:
%‘ = Z Cia¢a (77)
p(r,r) = Y ba(r)Kapds(r)) (7.8)
ap
Ka,ﬁ = Z ficiaciﬁ (7.9)
p(r,v) — Oas|r—r'| — o0 (7.10)

Locality is imposed by making these support functions org-zero inside spherical
regions around each atom. The density matrix then has aficintyosed meaning
that elements describing interactions between suppoctifurs separated by distances
greater than this will be zero. To perform a calculation, ppraximate density is
generated. A minimum energy for this density is found by wagythe density matrix.
This procedure takes the place of diagonalization in cotweal DFT codes. The
minimum energy density matrix will not correspond to theungensity and therefore
the process must be iterated to self-consistency usindab$eidensity mixing scheme.
During each minimization, certain constraints must be isgabon the density ma-
trix to ensure physically reasonable results are produthd.most important of these
is that the density matrix must be idempotent. That is thatust be a projector, in
order to correspond to a real physical observable [36]. [m#ency requires that its
eigenvalues must be exactly 0 and 1O0MQUEST imposes idempotency by enforcing
weak idempotency, where eigenvalues are between 0 andhd, th&l LNV implemen-
tation [128] of the McWeeny method [129]. This method resdke density matrix

using the following polynomial
f=3z%—22° (7.11)

This polynomial has the important property that its gratieamywhere between 0 and
1 will drive the values to either 0 and 1. The density matriwriten in terms of an
auxiliary density matrixZ, and the overlap matri¥ and real density matri¥'. This
matrix is varied at each step using a conjugate gradientnsehantil the energy is
minimized. By minimizing the energy with respect to changed., but usingk in

all the energy expression equations, the energy is minomazelst driving K towards
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idempotency.
K = 3LSL—2LSLSL (7.12)

E
;L = 3(HLS+ SLH)—2(HLSLS+ SLHLS+ SLSLH) (7.13)

ij

1))

L — L ! ! 7.14
+AS oL, S ( )

Note that the matrices used in these multiplications musplaese to enable the process

to scale linearly.

7.3 Constrained DFT Formalism

7.3.1 Introduction

Having seen the workings of linear scaling code, in thisieacthe cDFT method is
outlined. In cDFT, the density is forced to satisfy some ptalyy or experimentally
motivated constraint and then a search made for the lowegfjgdensity that exhibits
this property. Imposing charge constraints such as this igl@a that dates back to
1970 [34]. Indeed there are already constraints in conveatiDFT, such as the den-
sity being forced to integrate to the correct number of eters via the orthogonality of
the Kohn-Sham orbitals. Until recently, cDFT implemerdas were rather inefficient.
However recently, a new way of implementing cDFT was forrredéby Wu and Van
Voorhis that enables the calculations to be performed witit moderate extra compu-
tational cost and the same scaling compared to conventiZifal[35, 114, 130, 131].
By using this method to impose constraints on the chargeities)produced by DFT,
it will be possible to study both the case of localized indual electrons and charge
separated states of the system. Furthermore, cDFT can benrapted into a linear
scaling code, without affecting th@(N') behaviour. It will therefore provide a scheme

within which ET simulations of larger systems can be periadm

7.3.2 Phenomenological Description

Stated simply, constrained DFT involves searching for arageotential which, when
added to the Kohn-Sham Hamiltonian, results in the densstyildution possessing a
desired property. To illustrate, consider the case of araueg electron being added

to a symmetric molecule. As stated, often DFT will prefer ldcalize this elec-
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tron across the whole molecule and create a symmetric gepnigie cDFT method
aims to search for the additional potentialwhich produces the lowest energy whilst
having the electron localized on one part of the moleculediAgl a potential to the
Hamiltonian in this way can seem somewhat heavy handedciedigeas the form of
the potential appears arbitrary. A tall thin potential cbié used. Or a short wide one,
which may have the same effect. The role of cDFT is to forneulhis extra potential
in a physically reasonable way and to then locate the sizdepth, of the potential
needed to impose the constraint, in a self-consistent nmaringhe original imple-
mentations of cDFT this was done by selecting different pibdés and performing a
fully self-consistent calculation for each one, until on@s#ound that imposed the de-
sired constraint. This results in many fully self-consistealculations being required
to locate the desired constraining potential. The methoslneeently reformulated in
a more efficient way by Wu and Van-Voorhis [35, 114, 130, 131 this formalism is

described in the next section.

7.3.3 Mathematical Formalism

A spatial functionw,(r), is used to delineate the area within which the number of
electrons must equal a certain valiye. Constraints can be applied to specific types
of electron in the system, such as those of a certain spinf arcertain angular mo-
mentum. In this work it is only ever the total charge dendigttis constrained. The
constraint can then be written as an integral of this spatiation, multiplied by the

charge density, over all space:
/wc(r)n(r)dr = N, (7.15)

To minimize the Kohn-Sham energy whilst ensuring the chaagisfies this constraint,
the method of Lagrange multipliers for constrained miniian is used, as outlined
in chapter 2. A new functional is written that is the sum of ikehn-Sham energy and

the constraint term, multiplied by a variable, the Lagramgaétiplier.
Win(r), V] = Exs[n] + Vi( / we(r)n(r)dr — N,) (7.16)

This functional is now minimized with respect to the density V. to give the lowest

energy subject to the constraint. The terms produced bgrdiftiating the energiis
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are the same as those of conventional DFT. Differentiatiegcbnstraint simply gives

Vew,(r), resulting in:

Hvz +onr)+ [ ‘r”frz,‘ At + v, (r) + Vawe(r) [ 6 = i (7.17)
(His + Vowe) o = €¢; (7.18)

This is a new single-particle Schrodinger equation comgi an extra potential that
ensures there are a certain number of electrons reside sré¢lae.(r). The form of
the constraintu.(r), that is the shape of the potential mentioned earlier, istzon
throughout the calculation and the definition of this shapkbe discussed in the next
section. However, the height of the extra potential,can be varied and needs to be

determined.

Wu and Van-Voorhis showed that the functiori&l is convex with respect to
changes inV. and therefore it has just one stationary point and that thiguaran-
teed to be a maximum. The first differential is easily caledeand the second can be

obtained using perturbation theory if desired.

ow
v,

/wc(r)n(r)dr - N, (7.19)

Their availability provides a new way of formulating the @alhtion. At each step in
the overall Kohn-Sham self-consistent cycle, the Lagrangkiplier is varied until the
constraint is satisfied for the current density. When thibéscase, the output density
is used to create the input for the next Kohn-Sham self-ctesi step. In this next
step, the density has changed, and/swill need to be updated again to reinforce the
constraint. The process continues in this loop within a Isiopcture. The convexity of
the functionalll’ guarantees, that this process will lead to the minimum gnevigh
the constraint satisfied. The availability of the first andosel derivatives oft’ mean
that updating the Lagrange multiplier in the inner loops bardone efficiently. It is
noted that the second derivative is actually unavailabke linear scaling code which
does not have immediate access to the system’s wave-fan¢tiough this is not a

significant issue here.
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7.3.4 Population Schemes

Now the form of the constraining potential is considered amdmparison between a
number of different ways to formulate the constraining pt# is presented. So far
the weight potential has been treated as a spatial funetien Building a physically

reasonable spatial potential would be challenging. Howexth a basis this spatial

function becomes a matrix

(0i(r) [we(r)[¢;(r)) = wi; (7.20)

Therefore instead of considering(r) as a spatial function, it is possible to formulate it
directly in terms of a matrix. This is done using atomic p@tan schemes, discussed
in the next section. Some of these have been demonstratethgsam accurate measure
for the number of electrons associated with an atom. Thare is;1--ambiguous way to
apportion electron density to atoms and so of course, thefusepulation schemes is

an approximation.

The construction of the constraining potential via a popottescheme is the lim-
iting approximation of cDFT. A constraint will not reprodeithe experimentally ob-
served localized or charge separated state exactly. Whdkaat ranges the energies
can vary greatly between schemes, it has been found thairigrranges, the energies
produced are not overly dependent on the exact form of thet@int [114]. Fortu-
nately one of the principle areas to which these calculatioifl be applied, is large
systems and long range electron transfer. When studyingtarayit is important to
test different population schemes to ensure that resuwdtsatr dependent on the type
of constraint used to the point where the physical or chenaimaclusions drawn are
determined only by the form of the constraint used. For exantifferent population
schemes should produce similar estimations for paramstets as the reorganization
energy. There of course could also be different constraimigely. For example, fixing
the bias voltage across a sample in a NEGF calculation totlyeseteady state current
distribution. Constrained DFT should not produce condusicontradictory to those

drawn accurately from experiments. Collaboration is tfegeeonce again important.
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7.4 Implementation of cDFT in CONQUEST

Having seen how cDFT can be implemented in a conventional Ed¢le, the slight
changes needed for implementation into a linear scaling ¢bdt uses the density
matrix, are outlined. This implementation has been doneiah @s way as to enable
calculations can be performed both in linear scaling modkiamarallel. In a linear

scaling implementation the expression
W = Fks + 2V, Tr[Kw,] (7.21)

is used directly, rather than the coupled set of Schrodiegeations. The density
matrix is varied until the energy is minimized for a givefr). The Lagrange multiplier
is then altered to impose the constraint. The density mistthen minimized again and
the process continued. As stated, minimizing the densityixiaas the same effect as
diagonalization. It therefore has to be done a number ofgitogget self-consistent
charge density. There is a possibility that the updatinghef ltagrange multiplier,
could be incorporated within the density matrix minimipatiprocess, which would

further speed up the process. However, this will not be erpléor the moment.

7.4.1 Brent Minimization

Finding the Lagrange multiplier which imposes the constra equivalent to finding
where the functiofTr[Kw,.] — N,| is zero. This is simply a 1-dimensional line search.
In CONQUEST this is done using the Brent algorithm for 1-dimensionalimiaation
[132]. The first step is bracket the minimum using the simessible method. Once
bounds forV, have been established, its value is located using a goltemgearch
line minimization. Convergence is found to be rapid andlstédr all systems tested,

as it should be for this simple procedure.

7.4.2 Mullikan Population

The Mullikan population scheme is one of the simplest paparieschemes. It involves
just the overlap matrix, which is easily available in a DFTeolt can be summarized

as:

wy, = Sy it Aand v € C (7.22)
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1
= 55,\,, if Aorv € C (7.23)
= 0 else (7.24)

where S, , is the overlap matrix between atomic basis functions givenSh, =
(pal¢n). A andp and basis function indexes addis the set of constrained atoms.
Unfortunately this scheme does not produced a well definedtcaint [114]. This is
because it is not a projector and therefore cannot corresfmoa physical observable,
such as the density attached to a number of atoms. Thissastite Mullikan scheme

giving qualitatively incorrect energies for the constesdrsystems as seen in figure 7.2.

7.4.3 Lowdin Population

The Lowdin population is more complicated to implementtasvolves the use of the

square root of the overlap matrix. It is written in matrixfoas:

c 1/2 1/2
Wy = Z S/\u S/W
peC

whereC' runs over the atoms in the constrained set. The Lowdin vietgirix is a
projector and therefore corresponds to a physical obskeryab4]. It gives realistic
energy changes when the constraint is imposed, as in figerd e S'/? matrix is not
routinely available in ©NQUESTand moreover, creating it is not immediately a linear
scaling operation as conventionally it requires diagaadilon of the overlap matrix.

As diagonalizations are to be avoided in a linear scalingecodCoNQUEST the
S'/2 matrix is obtained via a linear scaling iterative decomiiosj recently devised by
Jansiket al [133]. This method is able to produce the square root of thezlap and
the inverse square root. Thus it then also provides a waye@t€ithe invers§ matrix
required by linear scaling codes to minimize the densityrixat the conjugate gradi-
ent scheme, see equation 7.14. There are other recursit@asewhich can be used
to build the inverse overlap matrix such as Hotelling’s noetiil34] or that of [135],
however these can find inversion difficult for some systemiserg&fore investigating
other potential inversion schemes is a useful side benefit.

The iterative method used to create the square-root overédpx is outlined be-
low, following [133]. The method does not involve diagoazalion, only matrix multi-

plications, which with care can be performed in a linearisgainanner.
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Zo =1 Yo=S (7.25)
Xk =AY Zy Zoci1 = Zy T™ Y1 = TLVYo (7.26)
S1/2 — \1/2 Jlim Zy S1/2 — \1/2 Jim Yy (7.27)
for
[IAS —1IJ|; < 1 (7.28)

The operatofl” is used in its third-order form:
3 _ 1 2
T, = 8(151 — 10Xy, + 3X3) (7.29)

And the scaling factor lambda coming from the Gershgorioutar theorem is given

by
2

€max + €min

wheree are the limits to the minimum and maximum eigenvalues of ¥erlap ma-

(7.30)

trix, which can be determined without diagonalization. @auing iterations of this
scheme produces the square-root and inverse square-ithet oferlap matrix. Whilst
an iterative procedure is somewhat time-consuming, thig meeds to be performed
each time the overlap matrix is updated. That is only onceyea®mic step. Steps
in the electronic minimization use the same square-roaistiaerefore this procedure
does not strongly affect the speed of the calculation. Nad¢ this is only the case
if the basis is not varied during the calculation stepONQUEST is able to vary the
support functions throughout the calculation in order td irbasis which produces the
lowest energy minimum. However, varying of the basis willdw@ided in the cDFT
implementation here.

As stated, there is much interest in being able to accurgelguce the dense
S~! matrices that come from the poorly conditioned overlap ioesroften found in
molecular systems. Inaccurate inversion limits the cldssystems for which linear
scaling schemes can perform well. The accuracy of the qweriatrix decomposi-

tion used here is investigated for two different system. 8Aatom bulk silicon cell
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Figure 7.1: Graph showing the accuracy with which the basistion overlap matrix of
a system can be decomposed into its square root, using teemsabutlined in section
7.4.3. SZ lines are calculations with a single-zeta bassy®with a double-zeta +

polarization basis.

and small molecule known as tetrathiafulvalene diquin@eTFQ). The effect of the
matrix multiplication ranges, which are in effect are detered by the density matrix
cut-off, on the accuracy of the decomposition are shown urég.1. The decomposi-
tion is less accurate for more poorly conditioned overlaprites, such as those from
double-zeta basis sets as opposed to simpler single-zatmtétesting point is that it
appears far harder to decompose the overlap matrix of a cgedgphase system than
an isolated molecule. This is because the the bulk silictid bas a very dense inverse
S matrix. While studying condensed phase systems will bd@igihg with this popu-
lation scheme, for isolated molecules the method perforels @are should be taken
when using the Lowdin scheme, and iterative decompositiogeneral, to ensure the

decomposition is performing accurately.

7.4.4 Becke Weight Population

The Becke weight population scheme involves partitioning system into fuzzy
spheres centred around each atom. These are similar, tmoogghcomplicated, than
the support function regions. By integrating the chargesdgon the grid points within

these regions, a value for the electron population of eawh atin be obtained. The cre-



7.4. Implementation of cDFT iCONQUEST 129

ation of the spheres is described in detail in [136] and natgs from methods which
partition integrals into atomic spheres. The essentiahtpsithat the total charge of
the Becke weights is equal to the total charge of the systehne partition radii and

parameters can be adjusted to give the correct bond potaakyng this scheme phys-
ically appealing. The weight matrix is then found by integrg across multiple atoms

as follows:

wi, = X [ droa(r)wn(r)o, (r) (7.31)

neC

The Becke system is considered to be the most accurate dirtresgopulation schemes
over long ranges [114] and shows similar results to the Lidwaethod in figure 7.2.
Another advantage is that the constraint does not dependoag)ly on the basis used
as it does in for example the Lowdin scheme, where direcisiseade of the overlap
matrix elements.

A final point is that the Becke scheme allows analytic caliomaof the force
components in a far easier manner for@fV) code than the other schemes. Finding
the gradient of the Lowdin population involves finding thadjent of theS'/? matrix.
This is only obtained straight-forwardly by diagonalizittge overlap matrix, which
must be avoided in a linear scaling code. The gradient of #ek& population scheme
has a simpler analytic expression to calculate the forct#s Wialculations in the thesis
will use the Becke scheme primarily. However, it is impottemhave more than one
scheme available to check that results do not overly deperideopopulation scheme

used.

7.4.5 O(N) Calculation Convergence

CONQUEST can perform DFT using either a conventional diagonaliratiethod or
linear scaling density matrix minimization. It remains te shown that the code is
able to perform cDFT accurately when running?®/N') mode as well as when using
the diagonalization procedure. It is particularly impattéo show that limiting the
range of the density matrix, does not adversely effect tiiadion of a constraint. To
illustrate this, a constraint is applied to alter the chasgge of the central metal atom
in a Magnesium porphyrin molecule. In figure 7.3, the eneag\ttie constrained state

is plotted as the density matrix range is increased fo®éan ) and a diagonalization
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Figure 7.2: The change in energy as charge is separated mittbgen molecule. En-
ergy cost is similar for both LDA and GGA exchange correlafionctionals. Mullikan

scheme energy change un-physically low.

run. The energy converges towards that of a diagonalizat#culation. Once the
range of the density matrix is larger than the maximum distdretween two atoms,
the energies are converged, to within the accuracy to wiielrconstraint is applied,

which is10~* Hartrees here.

7.5 Electron Transfer Parameters

Having outlined the methodology of linear scaling DFT andstoained DFT, the ways
of extracting the important electron transfer parametemfa calculation, are now
described. The electron transfer rate as in chapter 6 i diye

o 1 ~ (A~ AE)?
kepr = S Vp |2 e “Woas) 7.32
pr = 5| Varl T T P ( AN T ) (7.32)

The first parameter to consider is the change in enéx@y Strictly, in a system at

a finite temperature and including both a molecule and a sultiee free energAG
should be used. Some implementations of cDFT have beenndesgpecifically with

this in mind [137]. However, the simulations in this thesidl Wwe of just isolated
molecules, and effectively at zero temperature. Therafosdl be sufficient to con-
sider just the total energix £ and this can be read of as the difference between energy

minimumes of different constrained states.
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Figure 7.3: Graph showing the convergence of energy frafh &) run to that of a
diagonalization run, as the density matrix cut-off is iraged. Once the range is larger
than the greatest separation between atoms in the systeran#éngies should be the

same to within the accuracy with which the constraint is isgzb

7.5.1 Reorganization Energy

The reorganization energy is the energy needed to distool@aule from the geometry
of one state to another, while not allowing the electronatribution to change. The
closer the donor and acceptor are to each other, the largeetinganization that must
occur when the electronic distribution around them chanddsis serves to inhibit
electron transfer. The reorganization energy can be @distraightforwardly from
the expression:

A= E(Rp,n”(r)) — E(Ra,n”(r)) (7.33)
Here,n” refers to the charge density distribution when the eledsdocalized on the
donor. WhileR, means the minimum energy geometry when the electron isizechl
on the donorR 4 is the minimum energy geometry when the electron is locdlaethe

acceptor. Therefore the second term is the energy with thetate in the acceptor’s

geometry, but the charge distribution held in the donoestanfiguration.

7.5.2 Coupling Matrix Element

The electronic coupling describes the probability of arctete tunneling through a

potential barrier across to the other side of the molectiwat defined as:

Vep = (Up|H|Up) ~ (OFP|H|DZP) (7.34)
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where the replacement @f, the many-body all-electron wave-function, witti” the

Slater determinants on single-electron wave-functisani approximation. Calculat-
ing this quantity is far harder. In a conventional DFT codhe $ingle electron wave-
functions are readily available. These can then be comhbimeda Slater Determi-
nant and used to calculate the expression above via matiiiptaation. Van Voorhis

showed that by re-writing this expression in a ‘suggestiretf, the coupling between
two states with a different Hamiltonian can be calculateil]11t was then shown that
this can be used be used to shift to an adiabatic frame ofereterand that this then

gives the actual electronic coupling as outlined in chapter
(0RP1H|02") = (93" | H + weVel9p”) — (077 [weVelop”) (7.35)

However in a linear scaling code the energy is formulateélyun terms of the density
and density matrix and the wave-functions are not readibilable. Therefore this
approach cannot be easily used. There are a number of poaslbk to work around
this. Whilst the wave-functions are not readily availalitegre is a basis set being
used - the support functions - that could be used to projectheuwave-function and
then build a Slater Determinant at the end of the calculaffdris is a somewhat brute
force method. A more interesting problem is whether the togpnatrix element can
be extracted using only single-particle density matriddswever, the linear scaling
DFT formalism uses the single-particle density matrix, thetfull many-body density

matrix and so cannot be used in this formula. Work on this etsigecurrently being

continued.
Viap = [(Ur|H|Vp)[* = (VUg|H|Up)((Vg|H|Vp))T (7.36)
= (UR|H|Vp)(Vp|H|VR) (7.37)
= Tr[prHppH] (7.38)

This chapter has outlined the methodology of linear scdlRd and constrained
DFT. The aspects particular to the implementation of camstéd DFT within the linear
scaling DFT code ONQUEST have been described and some initial benchmarking
presented. In the following chapter some studies usingnigthodology are carried

out on small molecules as preparation for larger scale esudi



Chapter 8

Constrained DFT Results

8.1 Introduction

In this chapter cDFT is used to perform electron transfecwations on some phys-
ically interesting systems. Two types of electron trangi@cess were identified in
chapter 6. Those involving an unpaired electron transfgriiom one sub-unit to an-
other and those involving charge separation and recombimizta neutral system. For
both of these cases, this chapter will consider the traasfardiscrete hop. A different
system illustrating each case will be investigated with alfgection showing calcu-
lations performed on porphyrin molecules similar, to thosehapters 3 and 5. The
ultimate aim of a linear scaling implementation is to peridarge scale electron trans-
fer calculations on interesting biological or technol@dji¢ relevant surface-molecule
systems. However the application of linear scaling cattais is not straightforward
and calculations on large systems are challenging to perfo€are must be taken
choosing the system to be studied and it is important to ifyethite relevant physical
and chemical questions to be answered, in order to asses®whear scaling cDFT
calculation can contribute. Therefore, due to the limiietktavailable, as a first step
the calculations here are performed on small moleculestwhike up some large scale
systems that are ultimately of interest. Calculations oegel@ystems will be performed

in future work.
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8.2 Methods

Calculations are performed usingo8QUEST and the implementation of cDFT out-
lined in the previous chapter. The Becke weight method isl ueedetermined the
atomic populations for the constraint. In all calculati@anslouble-zeta+polarization
pseudo atomic orbital (PAO) basis set used with one PAO th sapport function. A
PBE exchange-correlation functional [138] is used. As tlwecules are small, cal-
culations are performed using exact diagonalization eratianO(N) minimization,
as this is more efficient for small systems. The geometrige atowed to relax until

forces were less than 0.01 AV,

8.3 DNA Base Pairs

8.3.1 Introduction

DNA is one of the most important molecules in nature and tkealiery of its double
helix structure [139] is one of science’s most celebratddeaements. Recently, DNA
molecules have begun to attract attention from the persgenft molecular electronics
and electron transfer [140, 141]. The reasons for the istémeDNA is two-fold. The

first is from a structural standpoint. DNA is able to selfeable into a number of
structures, the most prominent of which is the double hélixanks to DNA's molec-
ular selectivity, these helices could act as templatesrat@hich 1-D charge carrying
structures could be built [142, 143]. Secondly, it is pokesthat DNA itself could in-

trinsically act as a very good charge transporter. Thstacking of DNA base pairs
down the backbone of the helix is potentially a pathway tgtowhich electrons can
transfer down the molecule [144, 145]. This is evidencedheydbservation of oxida-
tive damage to DNA occurring via the transfer of holes up t0 ﬁOanng the strand
[146]. Both templating and intrinsic transport have sornmgjlin common with the Mn

nanolines investigated in chapter 4.

Consequently there has been a much work investigating amsgort properties
of DNA, both experimentally and theoretically. Howeverpermental estimates for
the resistivity of long range charge transport in DNA haveeghugely and there is

no definitive consensus on DNA's charge transport propef[iié7]. This is primarily
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due to the challenges in the experimental set-up of thessurements [148, 149]. If
experiments are performed on dry DNA, it is possible thatabgence of surrounding
solvent greatly influences the results. When experimemparformed in solution,
technical issues can often result in DNA strands beingdtest or deformed during
measurement. This results in the overlap of the base patreistack widening and
thus the transfer being made less efficient. There is consemssome aspects of DNA
charge transport. It is usually agreed that charge tramsf@nimarily hole based and
that the hole is likely to traverse through the strand viaH@MO of the guanine bases
which have a particularly low ionization potential [150} Has also been found that

transfer in DNA is dependent on the concentration of guamokecules [151].

8.3.2 This Study

As experiments are challenging to perform, there has beesftatp study charge trans-
port in DNA using theoretical and computational methods.wkler studying these
systems computationally is also challenging, due to thgelaumber of atoms which
constitute DNA strands. As guanine molecules have the Ibiwaiation potential of
the bases in a DNA strand, charge transfer is often mediatethply by transfer be-
tween these bases. Electron transfer involving guaninecnés is therefore pertinent
to the study of the DNA charge transport and is a good smalk starting point that

can provide insight into the overall process.

Recent work by Parrinellet al[152], looked at hole localization within guanine
dimers for this reason. The simulations studied posithatlgrged co-facial guanine
dimers, as in figure 8.1 and calculated the binding energiegDFT. They found that
the hole delocalized across both molecules. Then caloanktivere performed again
with a fully self-interaction corrected (SIC) DFT implentation and the change in
binding energy investigated. In this section similar siatians are performed, however
instead of a SIC method, cDFT is used to impose localizatiathe hole within the
charged dimers. By imposing a constraint, the hole wavetfon is forced to localize
on one of the bases and the change in binding energy from ttenstrained case cal-
culated. This is repeated for dimers of each of the four DN#elsa This system serves

as an example of charge localization in an approximatelynsgtric system. The con-
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straint imposed simply asks there to be one fewer charge eriomer than the other.
Other types of constraint could have been chosen, such @adadhe electron onto a
specific atom or part of the molecule. However, apart fromeay wmall separations,
this should not effect the trend of the binding greatly, vhig likely to be dependent
simply on whether the charge is shared equally or not. Usicgnatraint of this form

also allows better comparison with the SIC results of [152].

In the study here, DFT calculations were performed of botleatnal and posi-
tively charged isolated guanine molecule, to find the eluidim geometry of each one.
These two molecules were then put together in a co-faciaédiseparated by either 2.5
A, as shown in figure 8.1, or A. The simulations were performed in box witleaA
z dimension, so that the separation between periodic imagée guanine molecules
was always at least 14. The dimers’ geometries were kept constant during theuealc
lations and binding energies was calculated for both the BX¥I'cDFT methods at the
two different separations, using the following formula.ig gives a positive energy as

a binding interaction and a negative energy as a repulsieesiction.

AEgyq = EPET 4 EDFT _ pRFT\DET (8.1)

cation neutral ~ “~dimer

e, ;t ;J
Figure 8.1: Geometry of positively charge guanine dimer.

8.3.3 Results

The binding energy for a positively charged guanine dimpagated by.5A calculated

using the DFT method is shown in table 8.1-&&321eV, a repulsive interaction. The
charge difference between a neutral guanine dimer and dsisiyely charged dimer,
calculated using the DFT method, is plotted in figure 8.2(@3hows that the hole is

distributed symmetrically across the whole dimer and do¢$ocalize on the molecule
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with the cation geometry when using this method. The cDFThoetvas then used
to force the hole to localize on the cation guanine base witine dimer. The binding
energy was then recalculated and is also shown in table 8-43ad0eV. A plot of

the charge difference between the neutral dimer and theraimsd system is shown
in figure 8.2(b). It clearly illustrates that the hole hastbexalized by the constraint.
Calculations were repeated with other base dimers andfatelit separations. Binding

energies for all the different cases are shown in table 8.1.

(b) cDFT case

Figure 8.2: (Negative) Charge difference density plot shgwdistribution of positive
hole in a) DFT and b) when constrained to be on the upper gaamirthe figure, these

molecules are 2.8 apart.

8.3.4 Discussion

These results show that when cDFT is used to localize a hdlENiA base dimers it
produces energy changes which are often similar to those fully self-interaction
corrected methods. Although cDFT does not always give aairbinding energy, it
always move the result in the correct direction. In gendrshart separations, the cDFT

method moves results closer to those from the B3LYP methddarg§e separations,
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cDFT produces results more like those of a SIC corrected odet@verall the results
indicate that some of the important physical charactessif a system can be corrected
or captured by correcting the charge distribution in thiy.wBhese calculations were
performed without allowing the structures to relax, in ardecompare with a previous
work. It is possible that exact nature of the binding depesdthe geometric changes
that occur when the electron is localized, particularly wiiee molecules are closer
together. Furthermore, the two guanine molecules, pdatiguat small separations
may interact and this too may affect the geometry. In futhee dffect of geometry
relaxation could be investigated. However, for the weflasated dimers, where the
delocalization error is greatest, this should be small. TBot as useful for finding
the actual electronic state of a system. In effect the statddvhave to be known for
cDFT to be able to specify it exactly. It is unlikely that a geal constraint can be
applied and then cDFT used to find the exact electronic stawe this reduced charge
configuration space. However, as described in chapter § hibped that many of the
important physical and chemical characteristics can béuocag using just a general
constraint and this study gives an indication to that effegtending this study to look

at a larger strand of DNA is another avenue to be exploredin§d®ww the change

Table 8.1: Binding energies for positively charged DNA bdseers. Application of a
constraining potential is found to bring the energies aldse¢he SIC values. B3LYP

and SIC values are from ref [152].

Binding Energy (eV)
Molecule Separationg() DFT(PBE) cDFT DFT(B3LYP) SIC

' 2.50 -1.084 -2.019 -3.533 -3.450
Adenine

6.00 0.848 0.094 0.677 -0.182

_ 2.50 -2.321 -3.410 -3.936 -4.418
Guanine

6.00 0.691 -0.082 0.538 0.030

_ 2.50 -0.308 -1.558 -2.348 -6.440
Cytosine

6.00 1.001 0.015 0.812 0.017

. 2.50 -3.421 -4.564 -5.477 -6.302
Thymine

6.00 0.955 0.102 0.625 0.013
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in binding energy brought on by the localization of the halaffected by other bases
and surrounding solvent, is relevant to understanding h@icharge is transferred in
reality. CONQUEST has been used previously to investigate DNA molecules [4683]

adding a constraint to these types of calculations woulchtezesting.

8.4 Charge Separated Biphenyls

8.4.1 Introduction

As outlined in chapters 1 and 6, the field of molecular elegt® [30] is becoming
increasingly important. Owing to the ever decreasing sfzgdextronic devices, a fun-
damental limit will soon be reached beyond which convergiailicon devices cannot
be miniaturized any further [16]. Molecular electronics lstempted to create many
analogues of conventional electronic components, suctasistors [154], wires [155]
and switches [29] in a bid to overcome the eventual limitsarfventional silicon elec-
tronics. The ultimate aim is to construct functional inf@ton processing and storage

devices on a molecular scale.

One of the most sought after components is a molecular sy@fjh Switches are
used in many electronic systems to process or store infaymakhe principle ideais to
find a system that can be quickly and reversibly switched bebhiwo bi-stable states,
which have different conductive or transport propertieanylattempts have been made
to produce such devices, for example [156—-158]. These mlaleswitches can operate
in many different ways. They can utilize electric fields, im&gcical force, (for exam-
ple STM) or chemical changes, to change the transport piiepaf the molecule. As
when studying DNA there are particular experimental diffies. One of these is that
the properties of the molecule are determined not only bgvits electronic structure,
but also that of the leads to which it is coupled and any sundmg solvent or envi-
ronment. The interplay between the structural and eletqmmoperties of the system
is extremely complicated and difficult to understand in margerimental situations.
Theoretical modelling and computational simulation tifiemehave a large role to play

in helping to identify or design suitable systems.
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8.4.2 This Study

One way of switching molecular devices is via the applicatblight. So called photo-
switches, in which there is a ‘reversible photo-induceagfarmation between two
molecular states’ are extremely sought after [159] and nmoyotype devices have
been reported, for example [160, 161]. One recent study Jb6Red at three bi-phenyl
molecules, shown in figure 8.3, and the conformational chartgat occur in them
upon photo-excitation. It was experimentally observed tipown photo excitation, the
molecules became charge separated. The right hand endenlaeritrile, was found
to act as an electron acceptor, while the left hand end, tmettiylaniline, became
a positive electron donor. This charge separation inducstiugtural change in the
molecule’s dihedral angle. The experiments investigated the twist potential of the
three molecules. That is, the change in energy as a funcfidhheodihedral angle.
Molecule | is rotationally restricted, but the others areefto rotate and have a clear
twist potential. In [162], the ground state twist potentéimolecule 1l was found to
have a minimum a39° while molecule 11l had a minimum a®°. When the molecules
were photo-excited to a charge separated state, the equititangles were found to
change ta@° for molecule Il andi0° for molecule Ill. This change in geometry caused
by photo-excitation could effect the transport propertiehese molecules. The ideas
of a change in conformation upon application of light, gikke molecules potential to

act as the molecular photo-switches outlined above.

In the work here, the ground state twist potentials are t¢atled using DFT. Then
the cDFT method is used to create the charge separated rstitese molecules II
and Ill, and the geometry changes occurringpiare investigated. This enables the
assessment of whether the structural changes occurringalyaoge separation in these
systems can be accurately captured using constrainedylamsitional methods. The
constraint imposed here, splits the molecules in half betwbe two benzene rings.
Then itimposes that there is one net negative charge onghehand side and one net
positive charge on the left hand side. Thus a charge sepastate akin to that seen in
the experiment s created. Other constraint could have tigesen, such as choosing to
constrain the electron to specific atoms at either end of tlecule. However, it is not

clear which atom the electron and hole should be localizeahoithis simple left-right
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charge separation across the centre of the molecule, oughajpture the main effects
in any case. However, the changes caused by using diffepestraints or population

schemes could also be investigated in future work.

Figure 8.3: The structure of the three biphenyls used in ithelations here and ref.
The first compound (1) is rotationally restricted. Compodinaas a ground state equi-

librium twist angle of 39 and compound Il a twist angle of 78

8.4.3 Results

Twist potentials were created by fixing the atoms definingdihedral angley at 10
intervals and allowing the other atoms in the molecule taxel Figure 8.4 shows
the ground state twist potentials calculated using stah@d&T. They are extremely
shallow, agreeing in magnitude with AM2 calculations of2],@ut the results are well
enough converged to provide at least a qualitative indioatif the ground state angle
and agree well with the calculations of [162]. It is clearttb& T can produce accurate
ground state geometries for these compounds, as would leetexp
cDFT was then used to create the charge separated distribiithe twist potential

for this state is shown in figure 8.5. The potential is now mdekper, which again
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Figure 8.4: The twist potential for the ground state of bipfidl (Red Line) and
biphenyl Il (Blue Line). Produced using standard DFT.

agrees with the experimental results of [162]. However miomgortantly, there is a
clear change in the equilibrium angle in both the cases. &bgasilibrium angles have
reduced to values approximately in agreement with the éxyetal work. This is an
encouraging result that demonstrates that even thougHdab&anic state of a system
cannot be specified exactly by cDFT, important geometribainges of the system
are reproduced, using just the general constraint of aipesiharge on one half of
the molecule and a negative charge on the other. The differencharge between
the DFT and cDFT charge distributions are plotted in figur€sf8r Bill and 8.7 for
Billl. These illustrate where the constraint adds and reesmharge as compared to the

ground state.

Table 8.2: Change in twist angle when charge is separatediffeBent biphenyl com-

plexes.
Twist Angle (@)
Molecule AM2(G.st) Expt(CS.St) DFT(G.St) cDFT(CS.St)
I 0° 0° 0° 0°
Il 39° 0° 35° 8°

1] 79° 36° 75° 41°
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Figure 8.5: The twist potentials for charge separated sfdigphenyl Il (Red Line) and
biphenyl Il (Blue Line). Produced using constrained DFT.

The structural changes found upon upon charge separatiobheased to cal-
culate the reorganization of this electron transfer ev@hie reorganization energy is

calculated from the following expression, as outlined iager 7.
A= E(RD, nD) — E(RA,TLD) (82)
The energy differences between ground different eleatretates at the different ge-

ometries are shown in table 8.3.

Table 8.3: Change in energy for ground state and excited &iathe two compounds.

This enables calculation of the reorganization energy.
Energy Relative To Compounds’ Ground State (kJThpl

Molecule ¢p, ¢ =0° ¢ =90° ¢ =0° ¢ = 40°

Il 40°  6.50 13.90 6.50 -

[ 70° 88.95 0.79 - 11.55
Energy Relative To Compounds’ Excited State (kJ mpl

Molecule ¢p, ¢ =0° ¢ =90° ¢ = 40° ¢ ="70°

Il 0° 0 101.32 15.74 -

[l 40° 154.29 74.52 - 22.99

From the two right-most columns in table 8.3, the reorgdioneenergies of the
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charge separation in the two molecules can be calculatedseTare,11.12kJmol!
for molecule Il and17.27kJmol~! for molecule lll. The larger reorganization energy
for molecule Il is expected due to the larger number of atonthe system. Here the
reorganization energy for the separation event and reaatibn event have been aver-
aged. Thatis\;; = 204121 — 11.12kImol! and);;; = H:2252299 — 17.27kJmol !,
The separation and recombination reorganizations diffearbund10kJmol-! in each
case, as the two states are not exact diabatic states ofdtemg\as described in chap-
ter 6. In both cases the cDFT results give the reorganizétion the charge separated
state as larger than that from the neutral state. This afieesthe sharper diabatic

surface produced by cDFT for the charge separated state bigthenyl molecule.

These cDFT values are similar in magnitude to those found16®][ There,
adsorption and fluorescence measurements gave values @frtr00(11.96kJmot?)
and 2000cm* (23.93kJmot!) for molecules Il and 11l respectively. Alternatively, fig-
ures can be calculated from their graphs, figures 6 and 9 2] [1¢hich give values
of approximatelys.6kJmol~* and 16.0kJmol~! for molecules Il and lIl. It would be
interesting to investigate what effect the absence of aestlvas on the cDFT calcula-
tion. A solvent may well damp the energetic penalty to chaggihe geometry without
transferring the electron. This is indeed the case when eomgp the results in the

experimental paper for the molecule Il in different soltgen

8.4.4 Discussion

This study has shown that the straight forward constrais¢slun a cDFT calculation
can enable some important structural properties of chapgarated systems to be re-
produced. The good reproduction of the structural changethfs system, indicates
that in this case these are determined by ‘broad’ featuoes$, as orbitals of charge in-
teracting with each other resulting in a certain equilibriangle. These orbitals clearly
interact differently when charge is separated across theaule. Again, it should
be emphasized that the electronic state is not necessapitpduced accurately. The
excited states for small molecules can actually be writ@mrdin some cases and de-
termined by symmetry arguments. Although unable to do tid;T can still capture

the essential features and geometric results and this reWegovery useful.
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Figure 8.6: Charge difference plots for biphenyl Il at theited state equilibrium twist
angle. Created by taking the difference (cDFT - DFT) betwtbercharge distributions.

Yellow shows areas of excess charge, blue shows areas gfectiepletion.
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Figure 8.7: Charge difference plots for biphenyl I1l at tixeiged state equilibrium twist
angle. Created by taking the difference (cDFT - DFT) betwtbercharge distributions.

Yellow shows areas of excess charge, blue shows areas giectiepletion.

There are some interesting avenues down which to extenavtiris In particu-
lar, experimental results were performed with the moleauke variety of solutions as
well as in vacuum (the results compared with are those fromaguum experiments).
The solvent appeared to have an effect on the equilibriumdidd angle of the charge
separated molecule. It would be interesting to performgelacale constrained molec-
ular dynamics calculation of the biphenyl surrounded bydhleent and to see if the
effects of the solvent could be accurately investigatedis Would be a great aid in
determining whether DFT and cDFT are accurate in these cd$es is important as
many interesting biological systems are surrounded byesland this can often have
a crucial role in the ET properties. If cDFT can capture thentthese systems can be
investigated more thoroughly and whether or not the solisentucial for mediating
ET in certain cases, determined. When including solverdgg, énergies become very

important and other cDFT implementations focus primarmytiois aspect [137].
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8.5 Electron Transfer In Porphyrin Molecules

8.5.1 Introduction

The final section of this chapter draws different elementhefthesis together by ap-
plying constraints to porphyrin molecules similar to thetedied in chapters 3 and 5.
The aim is to demonstrate the different types of calculatit may be useful when
investigating electron transfer in porphyrin moleculessarfaces. The principle sys-
tem studied in this chapter is the Magnesium porphyrin. &hmaslecules, along with

the similar Zinc porphyrins, have attracted interest dudhéimportant role they play
in the process of photosynthesis within both bacteria aadtpl[163, 164]. They have
been considered as promising for use as the active componartificial solar cells

[8] or charge transport devices [26]. The photosynthetgtesys that contain these
porphyrins are large complicated systems, which a linealirggapplication of cDFT

would be suited to studying. Here, Magnesium porphyrinssérdied under a variety

of physically motivated constraints and the changes ingaties investigated.

8.5.2 Charge Separation in MgPor-Por

Charge separation is an important process in the photostyntkaction centre of plants
and bacteria [164]. Zinc and Magnesium porphyrins are itgmbiconstituents of these
biological systems and therefore charge separated panpdiymers are of interest. The
potential for them to be used in artificial solar cells, hasited in much investigation
of these systems. In this section the charge separated Mgrdror dimer, is created
using constrained DFT and its energy calculated at varieparations?, the distance
between the nearest Carbon atoms of the two rings, showreasqthlibrium value
5.87Ain figure 8.8. The correc% dependence is observed as the distance between
the two molecules is varied, figure 8.8. The difference inrgpéetween the ground
state and charge separated stat&\is = 5.133(3.75) eV for MgPor"-FbPor and
AFE = 5.579(3.94) eV for MgPor -FbPor . Bracketed values indicate the energy dif-
ferences found in [35] for a charge separated ZnBC-BC (WBE€res a Bacteriochlorin)
complex. The charge difference plots figure 8.9, for the logreergy state MgPor
FbPor , show where the charge has been lost and gained in the tws. CEisis is not

symmetric due to the difference of a FbPor and a MgPor. Thesdts show that the



8.5. Electron Transfer In Porphyrin Molecules 147

electron-hole interaction is being described correctlthesystem. This is something

that methods such as TDDFT fail to capture correctly [35].

@

N

o

o

=}
T

Energy (eV)
@ w
s 8
) a
I |

w

S

e

134

@
T

T o 02z 0%
1/R nm"

Figure 8.8: Top: Structure of the MgPor-Por compound stlidEequilibrium separa-

tion was found to be &. Bottom: Graph showing the change in energy as the distance

between the charge separated compounds is changed. Tlaetch‘omiependence is
observed.

The porphyrins in these dimers are sometimes joined togéwha bridge, for
example a benzene ring or other conjugated molecule. Theigated electrons of
the bridge are then expected to mediate charge transfeebetthie two molecules. In
other cases, some systems have porphyrins bound direethctoother. Porphyrins are
bonded into tape structures with the aim of creating a systenwill support charge

transfer over long distances [24]. These tape-porphyrstesys are considered in the
next section.
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Figure 8.9: Charge difference plots for MgPelPor (top) and MgPor-Por" (bottom).
These are obtained by subtracting the charge separategectistribution from the
neutral molecule charge distribution. Yellow shows arefagxaess charge and blue

areas of charge depletion.

8.5.3 Charge Localization in Tape Porphyrins

Tape porphyrins have been studied recently as they possesslzer of potential uses,
both as transport devices [24] and as molecular sensor$. [I&&nsport along a tape
porphyrin requires excess charge to be present and tray@irough the system. The
transport of this excess charge may be band-like or hopgamstrained DFT simu-
lations could give some indication as to which mode is moevglent by looking at
whether there are large energetic barriers or structueai@bs, required for the charge
transfer. When adding an extra electron to a tape strudgtwré| delocalize across the
whole system when treated with conventional DFT, as in thenme dimer. It is in-

teresting to see the effect of the charge localizing ontoafriiee porphyrin molecules.

First the bound porphyrin dimer of figure 8.10 was simulatetsolation. Figure
8.11(a) shows the charge difference between a neutral agatimely charged bound
dimer, calculated using DFT. This illustrates the delazlon of the electron across
both molecules. There is some charge on the central of tlee thonds joining the

porphyrin, however most is pushed to the opposite ends ofmbiecule, reflecting
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Figure 8.10: The structure of two molecules of a tape poiphyFhis molecule was

simulated in isolation first and then periodically repedtecreate a full tape porphyrin.

(a) Location of extra electron in negatively (b) Location of extra electron in negatively

charged dimer, using DFT. charged dimer using cDFT

Figure 8.11: Plots showing the location of the excess aladtra tape-porphyrin dimer.

the electrostatic repulsion between the electrons. Indiguil(b) a constraint has
been applied to force the extra electron onto the left hanglpein. The adjacent
neutral porphyrin clearly has an effect on the negativelrga porphyrin, as the charge
distribution across it is not symmetric, as it would be foregatively charged isolated
porphyrin. The electron on the left hand porphyrin has atégzelled charge repelled
charge on the neutral porphyrin and forced some to move ovthet far side of the
molecule. Again this illustrates electrostatic repulsi®eriodic cells have long range
electrostatic interactions as they are infinitely repeaeatessive charge is neutralized
using a positive background charge, however this does ldgaes. There should
not be a too large an effect, as a cell size was chosen to ld¢deast a 154 gap
between this bound dimer and the next periodic image in emebtin. Having seen
that adjacent porphyrins affect each other and change drgehlistribution from that

of an isolated negative porphyrin, the question of an irdicitain of tape porphyrin
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with a larger spacing between the donor and acceptor istigagsd.

For this study a chain of three bound porphyrins is used aad ghperiodic cell
is used to repeat the structure infinitely, as shown in figut@.8This three porphyrin
periodic structure now has two neutral porphyrins betwesrhenegatively charged
porphyrin. The neutral porphyrins of figure 8.12 are now mostsongly influenced by
the adjacent charged porphyrin as those of figure 8.11(lmampared. It is noted that
in both the tape dimer and the full tape porphyrin, none ofadditional electron is
ever present on the central metal atom. This indicates thaihé purposes of transport
the macro-cycle is the important feature.

These calculations have all been performed statically.hénftiture it would be
revealing to look at the structural relaxation occurringewtihe electron is localized.
Self trapping can be an important feature of some conjugatstgéms such as polymers

and may also play a role here.

Y Y

Figure 8.12: Upper panel: Structure of an infinitely repddatgpe porphyrin. Lower

panel: Charge difference between a DFT calculation and c€#tdulation of the neg-
atively charged periodically repeated porphyrin chaine €kcess electron is localized

onto the central porphyrin.

8.5.4 Summary

This final section has illustrated the use of cDFT on porphgrolecules. The charge

separation in a separated porphyrin dimer was studied awirsto give a% potential
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energy curve between the two molecules, illustrating abreéectron-hole interaction.
Then a negatively charged bound porphyrin pair was studiddBFT used to localize
the extra electron onto one of the two porphyrins. The chdigfebution this produced
was not simply the same as a negatively charged porphyria aedtral porphyrin, due
to the interaction between the two molecules. The locatimaif an electron within an
infinite tape porphyrin was studied, and demonstrated thatwthe charged porphyrin
was well-separated the electron constrained on it digegas it would in an isolated
porphyrin. In each case, the central atom played only a smwial] never taking extra
charge. This again indicates that the macrocycle is the imgsbrtant conduit for
charge transport in these systems. In the future the stalainanges in these systems
could be studied, in particular the self-trapping of eleestrin tape porphyrins. Going
further, studying tape porphyrins whilst they are on a sg@fand investigating the
effect of the porphyrin constraint on the surface geometyld also be interesting.
These are the kinds of large systems that a linear scalingementation of cDFT is

suited to studying.

8.6 Conclusions Electron Transfer Studies

In the second half of the thesis, constrained DFT has beeleimgnted into a linear
scaling DFT code. The code has been bench-marked and fowktate accurately
in O(NN) mode, using two different populations schemes. Using thjgementation,
some electron transfer calculations on small moleculeg werformed and illustrated
accurate reproduction of some experimental and theoletieage transfer and electron
localization properties. Finally, some cDFT calculationgporphyrins were performed
to demonstrate how these methods might be applied to thersgsttudied in the first
half of the thesis. Together these results provide the gtauork to enable electron
transfer calculations to be performed on large systemspatantial applications.

The implementation of cDFT into a linear scaling code is ukafid important, as
many interesting long-range electron transfer situattake place in large biological
systems. In addition, many biological systems are surrediy solvent and including
this requires extra computational overhead. Large scalelation of these systems

will be important in identifying desirable features of pati@l systems. To simulate the
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electron transfer in these situations is exciting and easgbbmputational physics to
make important contributions. cDFT provides an easily enpénted, understood and
executed method of addressing some specific problems amihgmome new paths of

work.

However, it is important to state that rarely is there a ‘e’ method that will
be superior in almost all situations. There are a number pfementations of cDFT
available that themselves have specialized in particukaisa such as calculating the
reaction barriers in small molecules [166], or the free gnehanges in large systems
[137]. The implementation here fits into a highly paralleldar scaling code with the
potential to perform on extremely large systems, which ghptove a useful addition
to currently available codes. In addition to other cDFT iempéntations, there are
numerous other approaches, to addressing electron trassféh as time-dependent
DFT and steady band transport in open systems, Non-EquitibGreen’s Function
methods and first principles molecular dynamics [117] arbist [115, 116]. These
have made large contributions, as outlined in the intrddacnd will continue to do
so. They offer more exact ways to treat certain situatiomlsiaparticular are the only

way to access a dynamic interpretation of electron transferesses.

Many future simulations could be performed using the im@etation of cDFT
described here. Firstly systems built from the two smallenoles studied in this chap-
ter, such as large DNA systems surrounded by a solvent agel lbdpphenyl derivatives
coupled to leads, are of particular interest. However, laro¢xtension to this work is
use the method to address electron transfer in surfacensys@ne potential avenue of
investigation is to use cDFT to simulate the effect of chaggaration in a molecule on
a surface and the subsequent diffusion of the electronetgtbstrate. This is seen in

dye molecules on Ti@which have been suggested as potential photo-voltaic egvic

As stated at the end of chapter 7 there is also much work to e oo theoretical
extensions. Coupling matrix elements using single-partdensity matrices for exam-
ple. There are numerous other ways to correct some of theseaduressed by cDFT.
One of the most prominent is the development of new functsofa the exchange
and correlation. In particular functionals which aim to dmnhthe self-interaction er-

ror such as self-interaction-corrected functionals [1drjybrid functionals [45]. And
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also those that aim to capture weak dispersive interactiocis as van-der-Waals forces
[167], which are prevalent in weakly bound systems. Furtheoretical developments

such as these would further enhance the method.



Chapter 9

Thesis Summary and Outlook

The desire to address a number of important technologicdll@ms has led to much
study in the field of nanotechnology. Traditional surfaciersce has already made an
impactin a diverse range of applications such as detedatalysis, and microelectron-
ics. The natural extension of some surface science tecésidown to the nano-scale
has allowed many potential technological advances, suchascular wires, nano-
scale magnetic storage, spintronic information procesdevices, quantum comput-
ing, artificial photo-voltaic cells, improved catalytic teaals and many more, to be ex-
plored. The computational study of nano-scale surfacesyshas played an important
role within this. It has provided valuable guidance to catexperiments, suggested fu-
ture avenues for work and given insight into more specudaystems not yet amenable
to experimental study. Within many of these potential de\dgstems, the transfer of
charge is an important feature and techniques studyingthisess are highly sought
after. There has been much work focused on the computasanalation of electron
transport processes in nano-scale systems, particutterbgeton surfaces.

This thesis has provided a framework within which the etactiransfer proper-
ties of large molecules on surfaces may be investigated atatipnally and has done
so in two parts. First, through a series of density functi@tadies on surface sys-
tems, which revealed the different binding regimes andrabeparadigms possible
for atoms and molecules on silicon surfaces. And secondhéymplementation and
demonstration of the constrained density functional fdisnawithin a highly parallel
and linear scaling code, that enables electron transfeulegions to be performed on

very large systems. By bringing the results and insights fittese two aspects together,
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new simulations of electron transfer in large surface systean be performed. These
simulations can then be used to provide insight into whetinerot certain molecules

are suitable required for nano-scale applications.

9.1 Surface Systems

In chapter 2 the basic formalism of density functional tlyewas presented. In chap-
ter 3 a study of Haem(b) on the Si(111):H surface was perfdrar& confirmed the
weak nature of the interaction between porphyrin derieati@nd hydrogen passivated
surfaces. It was also found that this interaction could begmally strengthened and
the molecule-surface distance decreased, by creatingeatdetthe surface’s hydrogen
layer. The defect then acted as a favourable binding sitinéomolecule on the surface.
Such tethering of molecules to silicon surfaces has beearedd experimentally for
phthalocyanines on the Si(001): and Si(111):H and couldigeca method of directed
assembly to create desired patterns of molecules. Thraghis chapter, the ideas of
strengthening weak interactions via hydrogen desorptierevemphasized.

Chapter 4 investigated the binding of Mn atoms at low covesatp the Si(001)
surface. In contrast to chapter 3, these systems boundengsy to the surface. This
caused them to induce structural rearrangements of thacguaind bind cooperatively
with each other at certain coverages and conformationsruttsire of Mn atoms on
the surface was proposed to explain the line-like strustteeently observed in STM
experiments on this system. The differences in comparistmahapter 3, now that
the interaction between adsorbate and surface is strong,vighlighted. Specifically,
how the strong interaction is linked to a mode of structurédmg that is now a more
passive growth process. This results in the propertiessodyistem changing upon, and
being determined by, the adsorption.

Chapter 5 combined elements of the previous two chaptersaestigated a man-
ganese porphyrin (MnPor) on the clean Si(001) surface, @sy&/hich also has po-
tential technological applications of its own. MnPor wasrid to bind strongly to the
Si(001) surface and induce structural rearrangement®daiittface, with the interaction
varying greatly over different sites. This is in contrasthe weak dispersive binding

seen for the molecule on some other surfaces. In chapter B,ndy not have been
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capturing the full dispersive interaction between mole@rid surface but in the case of
the MnPor in chapter 5, much of the interaction appeared wuieeto strong covalent
bonding between the porphyrin ring and the surface. Thiksrly a different binding
regime to that of haem on the hydrogen terminated surface. study also provides
an indication that MnPor on Si(001) will have a preferableding site, similar to the
binding of a benzene ring on the surface, due to the latticeeimalndividually, all
three of these works also provide visual and structuratpmétation to experimental-
ists working on these systems. Together they illustrateeffext of differing surface

interaction strengths, on possible morphologies, coostm methods and uses.

9.2 Electron Transfer

Chapter 6 outlined the Marcus theory of electron transfepravide background to
the following studies. Chapter 7 described the implemeéntaidf the constrained den-
sity functional formalism into the linear scaling DFT codeXQUEST. Technical is-
sues were discussed, regarding population schemes, famdesonvergence, pertain-
ing specifically to implementation within a linear scalingde. Some benchmarking
calculations were performed illustrating the codes opamat These showed similar
population scheme behaviour to previous works and foundckdeeight population
scheme to be the best suited for use in a linear scaling coderief description of
how electron transfer parameters are extracted from cDIElle@ions was then given
and the difficulties faced in this regard by &{/N) implementation, pointed out. The
implementation of cDFT in GNQUEST will allow linear scaling calculations of large
systems to be performed. However due to the limited timdabiai, as a first step, the
following chapter featured calculations performed onlysamall molecules.

Chapter 8 used this implementation of constrained DFT tdystinarge localiza-
tion and separation in three different small systems andpeoeud the work to past
experiments and theoretical calculations. Investigatware performed, studying the
energetics of positively charged dimers of DNA base moleguthe structural rear-
rangements of charge separated biphenyl molecules andhéingecseparation and lo-
calization in Magnesium porphyrin molecules. The method slagown to work well

for each of these systems, when compared with past cDFTlattims or experimental
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work. With these results, larger scale simulations of systbased on these molecules
can be performed with more confidence. Chapter 8 demondttiaée, following the
work in this thesis, it is possible to perform large scale®tn transfer calculations
on molecules, such as the systems studied in the first halfeofttesis. Some ideas
for these future calculations were outlined in the releeduaipters and are recapitulated

here.

9.3 Future Work: Combining The Two

The study of surface systems and electron transfer will nemgportant and challeng-
ing areas. Much experimental and theoretical work is needembntinue to design
and improve potential devices and reach the stage wheralsgstems can be easily
produced. From a theoretical standpoint, with regardstisealing studies of electron
transfer, a particularly useful development would be etioa of the electron trans-
fer coupling matrix element from just single-particle dénsatrices. In addition, the
recent advances in other cDFT codes such as the constrangulitation of free en-
ergies and reaction barrier methods, will enable more tations to be performed. In
the wider context, density functional theory and indeeaathputational methods, are
continuously being developed and improved with attempisdoease their accuracy
and efficiency always underway. These include new funclsisaaling behaviour and
basis sets, that are accurate and allow rapid calculatroddferent situations. Many
other methods will continue to provide important work, sashTDDFT and NEGF
methods and all of these will hope to answer different qoestin this area. These do
not possess one of cDFT’s main limitations, that it cannetlg@rovide a dynamical
description of an electron transfer event. The questiorxat#y how a process will
occur, cannot be answered easily by cDFT. Instead, fixedgainst be picked that
will be important in the process and these used to build ugta@ and say something
constructive about the transfer event.

There are also many potential simulations that can foll@mfthe work here. In
particular detailed investigations of the binding of meabphyrins to dangling bonds
on surfaces could be performed. For example, ascertaihengtomic physics behind

the 3d.=-2p, hybridization might reveal important features of the bimgli However,
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the most novel studies will involve looking at electron s#ar in large systems. A par-
ticular example currently being investigated is the chagaration that occurs when
a dye molecule is photo-excited on a Ti®urface. The electron from the electron-
hole pair can subsequently diffuse into the surface and ¢hesgy from a photon is
converted into electrical energy and the systems operatassalar cell. This work is
currently being performed and forms part of a collaboratiffert between the devel-
opers of @NQUESTand experimental groups. The behaviour of the charge dgpara
while on the surface and the way in which the surface carhestectron away from
the molecule, are important considerations in how suchcgevtould work. A linear
scaling implementation of cDFT is ideally suited to providsight to these types of
question. In additiorO(N) calculations make including water and other solvents in
calculations possible. This is important in calculatioha diological nature. Another
potential study is to look at the transfer of a sodium ion tigtoan ion channel. cDFT
can be used to constrain the valence of the ion as it passegtithis large solvated
complex and the structural changes investigated. This reyraveal the structural and
electronic features most important to the functioning ekthsystems. DNA molecules
will also be of interest, these too can be effected by a sadimg solvent. Calculating
the reorganization energy for these situations would enabsessment to be made of

how important the solvent is in mediating electron tranpfeicesses.

9.4 Closing Summary

The contribution of this thesis is to provide a frameworkhiitwhich large scale elec-
tron transfer calculations of molecular systems and sesfaan be performed. By
investigating molecule-surface systems with differingdang strengths, the ways in
which the interaction with a surface can be altered andridido purpose were iden-
tified. By implementing constrained density functionaldheinto an existing linear

scaling density functional code, much knowledge has bearedabout applying this

method to these kinds of systems. The initial calculatierégpmed help enable excit-

ing new electron transfer calculations to be performed withfidence.
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