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Spin models are used in many studies of complex systems—be it condensed
matter physics, neural networks, or economics—as they exhibit rich macro-
scopic behaviour despite their microscopic simplicity. Here we prove that all
the physics of every classical spin model is reproduced in the low-energy sec-
tor of certain ‘universal models’. This means that (i) the low energy spectrum
of the universal model reproduces the entire spectrum of the original model to
any desired precision, (ii) the corresponding spin configurations of the original
model are also reproduced in the universal model, (iii) the partition function is
approximated to any desired precision, and (iv) the overhead in terms of num-
ber of spins and interactions is at most polynomial. This holds for classical
models with discrete or continuous degrees of freedom. We prove necessary
and sufficient conditions for a spin model to be universal, and show that one
of the simplest and most widely studied spin models, the 2D Ising model with
fields, is universal.

The description of systems with many interacting degrees of freedom is a ubiquitous prob-
lem across the natural and social sciences. Be it electrons in a material, neurons interacting
through synapses, or speculative agents in a market, the challenge is to simplify the system so
that it becomes tractable while capturing some of the relevant features of the real system. Spin
models are one way of addressing this challenge. While originally introduced in condensed
matter physics to study magnetic materials (1,2,3,4), they have now permeated many other dis-
ciplines, including quantum gravity (5), error-correcting codes (6), percolation theory (3), graph
theory (7), neural networks (8), protein folding (9), and trading models in stock markets (10).
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The reason for this success is that spin models are microscopically simple, yet their versatile
interactions lead to a very wide variety of macroscopic behaviour. Formally, a spin model is
specified by a set of degrees of freedom, the “spins”, and a cost function, or “Hamiltonian”, H
which specifies the interaction pattern as well as the type and strength of interactions among
the spins. (In physics, the Hamiltonian specifies the energy of each possible spin configura-
tion; in other contexts, this energy value may quantify a more abstract “cost” associated with a
configuration.)

Naturally, this definition encompasses a wide range of models, including, e.g., attractive
and/or repulsive interactions, regular and irregular interaction patterns, models in different spa-
tial dimensions, with different symmetries (e.g. “conventional” spin models with global sym-
metries, versus models with local symmetries such as lattice gauge theories), many-body inter-
actions (e.g. vertex models and edge models (11)), and more. We will use the word “model”
to refer to a (generally infinite) family of spin Hamiltonians. Different Hamiltonians within the
same model are typically related in some natural way. For example, the “2D Ising model with
fields” is the family of Hamiltonians of the form

HG(σ) =
∑
〈i,j〉

Jijσiσj +
∑
i

riσi, (1)

where σ = σ1, σ2, . . . , σn is a configuration of Ising (i.e. two-level) spins σi ∈ {−1, 1} on a 2D
square lattice, 〈i, j〉 denotes neigbouring spins, and Jij and ri are real numbers specifying the
coupling strengths and local fields, respectively.

Here we show that there exist certain spin models, which we call universal, whose low
energy sector can reproduce the complete physics of any other classical spin model. What
does it mean to “reproduce the complete physics”? Informally, we say that a spin model with
Hamiltonian H simulates another one H ′ if (i) the energy levels of H below a threshold ∆
reproduce the energy levels of H ′, (ii) there is a fixed subset P of the spins of H – which we
call the “physical spins” – whose configuration for each energy level below ∆ reproduces the
spin configuration of the corresponding energy level of H ′, and (iii) the partition function of
H reproduces that of H ′. Note that from the partition function one can derive all equilibrium
thermodynamical properties of the system. A universal model is then a model that can simulate
any other spin model.

Precise Statement of Results
More precisely, we will denote spin degrees of freedom—discrete or continuous—by a string
of spin states σ = σ1, σ2, . . . , σn. For q-level Ising spins (i.e. discrete degrees of freedom with a
finite number q of distinct states), we can label the states arbitrarily by integers: σi ∈ {1, . . . , q}.
For continuous spins, a spin state is represented by a unit vector: σi ∈ SD (where SD is the
D-dimensional unit sphere; often D = 2 or 3). We write σR to refer to the configuration of
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a subset R of the spins. We will often refer to the Hamiltonian being simulated as the target
Hamiltonian. With this, we can define simulation more precisely:
Let σ′ = σ′1, σ

′
2, . . . be the spin degrees of freedom of a target Hamiltonian H ′. We say that a

spin model with spin degrees of freedom σ = σ1, σ2, . . . can simulate H ′ if it satisfies all three
of the following:

1. For any ∆ > maxσ′ H ′(σ′) and any 0 < δ < 1, there exists a Hamiltonian H in the
model whose low-lying energy levels Eσ = H(σ) < ∆ approximate the energy levels
E ′σ′ = H ′(σ′) of H ′ to within additive error δ.

2. For every spin σ′i in H ′, there exists a fixed subset Pi of the spins of H (independent
of ∆) such that states of σ′i are uniquely identified with configurations of σPi

, such that
|E ′σ′ − Eσ| ≤ δ for any energy level Eσ < ∆. We refer to the spins P = ∪Pi in the
simulation that correspond to the spins of the target model as the “physical spins”.

3. The partition function ZH(β) =
∑

σ e
−βH(σ) of H reproduces the partition function

ZH′(β) =
∑

s′ e
−βH′(s′) of H ′ up to constant rescaling, to within arbitrarily small error:

ZH′(β) = γ(1 + δ)ZH(β) +O(e−∆) for some known constant γ.

Rescaling of the partition function must necessarily be permitted in the definition of simula-
tion, as the universal model will in general have more degrees of freedom than the target model.
(Note that the magnitude of the rescaling has no impact on the efficiency of the simulation, as
long as the rescaling is a known, constant value.) The following trivial example makes this clear.
Consider adding a single q-level spin to a system, which does not interact with anything else.
Clearly this new system simulates the original one (just ignore the extra particle). However, its
partition function is rescaled by a factor of q.

We say that a model is universal if, for any HamiltonianH ′ =
∑m

I=1 hI on n spins composed
of m separate k-body terms, H ′ can be simulated by some Hamiltonian H from the model
specified by poly(m, 2k, 1/δ) parameters and acting on poly(n,m, 2k, 1/δ) spins, with the size
of the set of physical spins scaling at most as |P | = poly(1/δ).

In the following, we establish necessary and sufficient conditions for a model to be universal.
We use these to show that one of the simplest and most widely studied spin models, the 2D Ising
model with fields, is universal. Note that our definition of simulation is very strong: it requires
that the target model can be approximated with an arbitrarily large energy cut-off ∆ and to
arbitrarily good accuracy δ. In general, this accuracy is achieved at the expense of increasing
the coupling strengths in the universal model. When both the universal model and the target
Hamiltonian have discrete degrees of freedom (e.g. the 2D Ising model with fields), the energy
levels and configurations are reproduced exactly, i.e. δ = 0.

The first property required for a universal spin model concerns the computational complex-
ity of the ground state energy problem (GSE) of the model. In this problem, we are asked
whether the ground state energy of the system is below some given value K. Recall that NP is
the class of Yes/No problems for which every “Yes” instance has a “certificate” or “proof” that
can be verified in polynomial time, whereas all certificates are rejected in polynomial time if it
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is a “No” instance. A problem in NP is NP-complete if every other problem in NP can be effi-
ciently transformed into it (a ‘polynomial-time reduction’). A canonical NP-complete problem
is SAT, which asks whether there is an assignment to the variables of a Boolean formula for
which the formula evaluates to true (is ‘satisfiable’).

It is a classic result that the GSE for general spin models is NP-complete (12). This can be
seen by providing a polynomial-time reduction from SAT. That is, given a Boolean formula φ,
one constructs a Hamiltonian H such that φ is satisfiable if and only if there is a spin configu-
ration σ such that H(σ) ≤ K, where H and K are determined by φ, and the number of spins
and parameters in H is at most polynomially larger than the number of Boolean variables. For
universality we will need a slightly stronger form of reduction: a faithful reduction from SAT.
This should additionally preserve the structure of the solution, in the sense that every satisfying
assignment of φ should be in one-to-one correspondence with a ground state configuration of
H , when the latter is restricted to a subset of spins P .

The second condition, which we call closure, concerns combining different Hamiltonians
from the same model. We say that a model is closed if, for any pair of Hamiltonians H(1)

A and
H

(2)
B in the model acting on arbitrary sets of spins A, B (which could overlap) there is another

Hamiltonian H in the model that simulates H(1)
A + H

(2)
B . If the model places no constraints on

the interaction pattern or coupling strengths (for example, it is the set of Ising models on any
graph), then it is trivially closed. Closure is non-trivial if the interaction pattern of the spins is
restricted in some way (e.g. to a lattice).

Our first main result is that: A spin model is universal if and only if it is closed and its ground
state energy problem admits a faithful, polynomial-time reduction from SAT. Our second main
result is that the 2D Ising model with fields (see eq. (1)) satisfies these two conditions, hence:
The 2D Ising model with fields is universal.

Universality construction
The intuition behind our results is that closure allows large systems to be built up by combining
basic building blocks, whereas the faithful SAT reduction guarantees that the model is suffi-
ciently rich. More precisely, the SAT reduction allows us to encode universal computation into
the ground state. We use this to isolate one bit of information about the spin configuration, and
localise it in a single “flag spin”. To give energyE to a particular spin configuration σ, we make
the state of the flag spin indicate whether or not the other spins are in the state σ (say, spin-up if
they are, spin-down if not). Adding a term to the Hamiltonian that gives energyE to the spin-up
state of the flag spin produces the desired energy level for the σ configuration. We do this for
every energy level of each local interaction of the target Hamiltonian, and then combine all the
resulting Hamiltonian terms using closure.

To see how this works, consider the example of the Ising model with fields on an arbi-
trary graph. First, recall that any boolean expression can be rewritten in terms of a con-
junction (boolean AND, ∧) of clauses, where each clause is the disjunction (boolean OR,
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∨) of three variables or their negations (boolean NOT, ¬). E.g. consider the boolean func-
tion φ00(x1, x2, x3) = 1 if (x1, x2, x3) = (0, 0, 1) or (0, 1, 0) or (1, 0, 0) or (1, 1, 0), and
φ00(x1, x2, x3) = 0 otherwise. We can write this as

φ00(x1, x2, x3) = (x1∨x2∨x3)∧(x1∨¬x2∨¬x3)∧(¬x1∨x2∨¬x3)∧(¬x1∨¬x2∨¬x3). (2)

Combining results from (12,13) we obtain a faithful reduction from any boolean formula to
the Ising model with fields (see also (14)). First, we identify each boolean variable xi (taking
values 0/1) with an Ising spin σi = 2xi−1 (taking values−1/+1). We introduce an additional
spin σ¬i (whose state will be identified with ¬xi) coupled to σi by an antiferromagnetic Ising
interaction:

hi =
1

2
σiσ¬i +

1

2
. (3)

For each clause c, we introduce three auxiliary spins σ(c)
1 , σ

(c)
2 , σ

(c)
3 , coupled to each other in a

triangle of Ising interactions and local fields, and couple σ(c)
i to the spin corresponding to the

literal (i.e. variable or its negation) appearing in the ith position of the clause. The Hamiltonian
for the clause (x1 ∨ x2 ∨ x3) is

hc = −
3∑
i=1

σ
(c)
i −

1

2

3∑
i=1

σi +
1

2

3∑
i,j=1
i<j

σ
(c)
i σ

(c)
j +

1

2

3∑
i=1

σi σ
(c)
i +

5

2
. (4)

For a clause involving a negated variable ¬xi, the next-to-last term would contain σ¬i instead
of σi.

For example, the Hamiltonian for the formula φ00 from eq. (2) is

H00 =
3∑
i=1

hi +
4∑
c=1

hc, (5)

where the second sum runs over the four clauses in eq. (2) (see Fig. 1). One can easily verify
that the four ground states of H00 have energy 0, and in any ground state, σ3 = 1 only when
(σ1, σ2) = (−1,−1), otherwise σ3 = −1. Thus, σ3 acts as a “flag” for configuration (−1,−1)
of the first two spins.

A flag spin b for a general spin configuration (σ1, σ2, . . . , σn) is constructed in the same way
from the boolean function

φ(x1, x2, . . . , xn, b) =

{
1 b = 1 and xi = 1+σi

2
for all i

0 otherwise.
(6)

We “penalise” configurations where the flag spin is incorrect by multiplying the whole Hamil-
tonian by a large constant ∆.
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Figure 1: The Ising model with HamiltonianH00 (eq. (5)) corresponding to formula φ00 (eq. (2))
is defined on the graph shown here. The spins marked in red are those belonging to the physical
set P .

Finally, to reproduce one energy level of the target model, we add a local field E ′ to the
corresponding flag spin, where E ′ is chosen to be the energy of the target model in this con-
figuration. For example, to produce an energy level E ′ for the spin configuration (−1,−1), we
use

H = ∆H00 + E ′
σ3 + 1

2
. (7)

One can verify directly that this has exactly one energy level below ∆ in which (σ1, σ2) =
(−1,−1), and this has energy E ′.

This construction already shows that the Ising model with fields on an arbitrary graph (with
real coupling strengths and fields) is universal. This is easier than the general case, because
closure is trivial (if H1 and H2 are both Ising Hamiltonians then H1 + H2 is also an Ising
Hamiltonian); the model includes arbitrary local field terms, which lets us simply add the second
term in (7); and the construction automatically reproduces the partition function (with γ =
1/576m for a target hamiltonian with m two-body terms). Nonetheless, the general proof (29)
uses the same ideas, is also constructive, and similarly only introduces a polynomial overhead
in the number of spins and interactions. The above proof can be extended to the 2D Ising with
fields (with inhomogeneous couplings and local fields), thereby showing that the 2D Ising model
with fields is universal. Full technical details, including precise expressions for the polynomial
simulation overhead, are given in the Supplementary Material.

The fact that the Ising model with fields is closed and has a faithful reduction from SAT
shows that these conditions are necessary for universality: if it is universal, one of the models it
must be able to simulate is the Ising model.

We have focused so far on models with discrete spin degrees of freedom. For universal
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models with continuous spins, the requirement of a faithful reduction from SAT implies that
the model is able to approximate energy distributions that are sharply peaked around a set of
configurations that correspond to discrete boolean values. Thus the arguments for the discrete
case essentially go through unchanged. (Such sharply peaked energy distributions seem some-
what artificial, so our results suggest that natural models with continuous degrees of freedom
will typically not be universal.) To simulate target models with continuous spins, the idea is to
discretize the continuous degrees of freedom sufficiently finely to give a good approximation,
and then simulate this discretized version. One can show that the overhead from this discretiza-
tion scales favourably with the precision of the approximation (29).

Discussion
The role of universal models for classical spin Hamiltonians is analogous to that of universal
Turing Machines for classical computation (Fig. 2). Just as choosing the input to a univer-
sal Turing Machine allows it to simulate any other computation, choosing the parameters of a
universal model allows it to simulate any other Hamiltonian H ′. Moreover, our proof is con-
structive: it provides the parameters needed for the universal model to simulate H ′—indeed,
these parameters can be computed efficiently from the description of H ′.

Turing machine 

with instructions  

Set of transition rules 

Universal Turing

machine

poly. enlargement

Hamiltonian simulator

with parameters    

Hamiltonian     :   

spectrum of each term 

and interaction pattern
parameters 

Universal model

poly. enlargement

Figure 2: Computation vs. Hamiltonian simulation. (Left) Any given Turing machine computes
some function f(x) of its input x. Knowing the transition rules of a specific Turing Machine,
we can choose the input to a Universal Turing machine in such a way that it simulates the
original machine (at the expense of a polynomial overhead). (Right) Similarly, any given spin
Hamiltonian assigns an energy H(σ) to each spin configuration σ. Knowing the energy levels
of the individual terms of a specific Hamiltonian, we can choose the parameters of a universal
model in such a way that it simulates the original Hamiltonian (at the expense of a polynomial
enlargement).

The existence of universal models has intriguing implications for our theoretical under-
standing of classical many-body physics. It means that, in different parts of its phase diagram,
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a universal model will reproduce every phase of every other spin model. In some sense, this
can be viewed as an inversion of the usual renormalisation group flow: by “fine-graining” the
model and introducing additional short-range parameters, all models (including models in dif-
ferent universality classes) are revealed to be specific cases of the universal model (see Fig. 3).

One might have assumed that the physics of a many-body system would have characteristics
determined by the number of spatial dimensions, or the structure of the interaction pattern,
or whether the interactions are 2-body or many-body, or the symmetry of its interactions, or
whether the local degrees of freedom are continuous or discrete. The existence of universal
models implies that, for models with inhomogeneous couplings, none of these are the case.
E.g. there can be nothing uniquely characteristic to the physics of spin systems in three spatial
dimensions, since all physical properties of a 3D system can be simulated in a 2D Ising model
with inhomogeneous couplings. Another way of viewing this is that the inhomogeneity of the
couplings destroys all properties related to spatial dimension, symmetries, etc. Similarly, in a
sense there can be no physical properties specific to models with continuous degrees of freedom,
since these can be simulated to any desired precision using Ising spins. Our result also implies
and explains the recently found “completeness results” (15,16,17,18,19,20), where a model is
called “complete” if its partition function can equal (up to a factor) the partition function of any
other model (15). Any universal model is complete by taking ∆ to∞ (29).

Simulating a target model using a universal model necessarily incurs some overhead. In
general, this is unlikely to be useful for numerical computations, since simulating the target
model directly will usually be more efficient. However, sometimes one is interested in physi-
cally constructing a particular spin model. Indeed, in the quantum setting this is precisely the
goal of “analogue” or “physical” Hamiltonian simulation which has already been demonstrated
experimentally in specific cases (21). Universal models are potentially interesting in this set-
ting of physical simulation. Our results imply that one is free to choose a universal model with
interactions that are easier to generate in a physical system (e.g. two-body, nearest-neighbour
interactions), and this will be sufficient to simulate any other spin model, even ones with interac-
tions that are difficult to produce directly (e.g. long-range, many-body interactions). Examples
of simulation of specific models with their precise polynomial overheads are given in the Sup-
plementary Material. These constructions can be optimised for a specific pair of universal and
target model. Finding optimal constructions in different physical settings is an interesting open
problem.

It is not easy in general to determine whether the GSE of a model has a reduction from
SAT, but for models with 2-level spins a complete classification is known (22, 23). This could
lead to a classification of all universal models with 2-level spins. Another interesting possibility
is whether translationally-invariant models can be universal. The NP-hardness of the GSE of
certain translationally-invariant models suggests this may be a possibility (24).

Finally, it is interesting to ask whether such (efficient) universal models exist for the simula-
tion of quantum Hamiltonians, particularly given the potential applications to physical Hamilto-
nian simulation. The QMA-completeness of various important quantum Hamiltonians (26, 27)
and the ability to efficiently simulate Hamiltonian dynamics (28), could pave the way to quan-
tum generalisations of our results.
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Figure 3: (A) A spin model is universal if and only if it its ground state energy problem admits
a faithful reduction from SAT and it is closed. This means that there exists a fine-graining
procedure from any spin model —including models with many-body interactions, long-range
interactions, or defined on high dimensional lattices— that transforms it to the low-energy sector
of the universal model. On the other hand, coarse-graining different spin models leads to a
classification into different universality classes. (B) For any spin Hamiltonian, the parameters
of the universal model can be chosen so that its spectrum below a threshold ∆ is identical to
the entire spectrum of the target Hamiltonian. Moreover, the spin configuration of each energy
level, σj , is reproduced in a subset of the spins of the universal model. Finally (not shown) the
two partition functions are identical up to a rescaling and an exponentially small factor in ∆.
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In this Supplementary Material, we give additional technical details and mathematical proofs
of the results reported in the main text, as well as a number of examples illustrating the general
results by applying them to specific spin models. The material is structured as follows. Sec-
tion 1 introduces the necessary notation and reviews some basic concepts used later. Section 2
discusses and gives precise mathematical definitions of Hamiltonian simulation and universal
models, as well as introducing the two properties of a spin model (closure and faithful reduc-
tion) that will turn out to characterise all universal models. Section 3 gives a full that one of
the most important spin models, the 2D Ising models with fields, has both of these properties.
Section 4 gives full technical details of our main result in the case of discrete spins: the closure
and faithful reduction properties characterise all universal spin models. Section 5 extends this
result to the case of continuous spin degrees of freedom. Finally, Section 6 applies these results
to a number examples, showing how various important spin models can be simulated by spe-
cific universal models. The examples also illustrate how the general construction can often be
simplified when applied to specific universal or target models.

1 Preliminaries
We start by fixing some notation and definitions. We will need some basic notions from graph
theory. A graph is a pair of sets G = (V, E), such that the elements of E are 2-element subsets of
V (1). V is called the vertex set and E the edge set. G is called a hypergraph if the elements of E
(called hyperedges) contain an arbitrary number of elements of V . Given two graphs G = (V, E),
G′ = (V ′, E′), their union is defined as G ∪ G′ := (V ∪ V ′, E ∪ E′), and their intersection as
G∩G′ = (V ∩V ′, E∩E′) (1). A graph G is said to be a minor of a graph G′ if G can be obtained
as a sequence of edge contractions (shrinking edges and merging their endpoints) and vertex
and edge deletions (removing vertices and edges) applied to G′ (2).
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We will call a family of spin Hamiltonians a “spin model” (or simply “model”). Typically,
these families will be infinite, and Hamiltonians in the same family (“model”) will be related
in some way. For example, the planar Ising model is the set of all Hamiltonians with 2-body
Ising-type interactions between pairs of spins on a planar interaction graph. The 2D Ising
model additionally restricts the interaction graph to be a two-dimensional square lattice. Thus,
a Hamiltonian in the family of the 2D Ising model with fields is specified by the size of the
lattice and the set of coupling strengths between neighbouring Ising spins in the lattice. Since
these particular models will recur frequently, we define them formally here:

Definition 1 (Ising model with fields) The “Ising model with fields” is the family of Hamilto-
nians specified by a graph G = (V, E) (with vertex set V and edge set E), a coupling strength
Ji, j ∈ R for each edge (i, j) ∈ E, a local magentic field strength ri ∈ R for each vertex i ∈ V,
and a global energy shift K. An Ising spin σi ∈ {−1, 1} is associated with each vertex i ∈ V, and
the Hamiltonian is given by:

H({σi}) =
∑

(i, j)∈E

Ji, j σiσ j +
∑
i∈V

ri σi + K. (S1)

(On a cubic lattice with constant fields, this model is sometimes called the Edwards–Anderson
model (3).)

Definition 2 (2D Ising model with fields) The “2D Ising model with fields” is the subfamily
of the Ising model with fields (Definition 1) in which G is restricted to be a 2D square lattice.

Note that the size of the graph is not fixed in either definition. (We will occasionally refer to this
for brevity as the “2D Ising model” where it is clear that the model we are referring to includes
the local field terms.)

The interaction pattern of a model specifies which spins interact with which. If spins are
associated to vertices V , every interaction pattern can be represented by a hypergraph. A hyper-
edge containing k vertices would represent a k-body interaction, i.e. a term in the Hamiltonian
that depends on only k of the spins (4). For example, in Eq. (S1), each term Ji, jσiσ j is a 2-body
interaction, whereas the term ri σi is a single-body interaction. Throughout this text, we will
mostly give examples for models with 1- and 2-body interactions, but the results hold generally.

Given a set of spins {σi ∈ {1, 2, . . . , q}} for i ∈ {1, . . . , n}, a spin configuration is an assign-
ment of values to the spin variables, e.g. σ1 = 1, σ2 = 1, etc. We denote the set of variables {σi}

simply by σ for brevity. We denote by H(σ) the energy of configuration σ under Hamiltonian
H. HR denotes a Hamiltonian acting on a set of spins R. If σ is a configuration of all the spins,
and R is a subset of the spins, then σR denotes the restriction of σ to the subset R.

We will also need some basic notions of Boolean logic, which we collect here. A Boolean
variable x is a variable that can take two truth values, true or false, which we often identify
with 1 and 0, respectively. Boolean variables can be connected using Boolean connectives such
as ∨ (logical or), ∧ (logical and). ¬x will denote the logical negation of variable x (i.e. the
operation that inverts 0 and 1). A Boolean expression or formula is a combination of Boolean
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connectives and Boolean variables. xi or ¬xi is called a literal. Given two Boolean expressions
φ1, φ2, φ1 ∨ φ2 is called the disjunction of φ1 and φ2, and φ1 ∧ φ2 the conjunction of these two.

A truth assignment (or simply assignment) is an assignment of truth values {true, false}n

to a finite set of Boolean variables x1, . . . , xn. An assignment is satisfying for an expression φ if
φ evaluates to true for that assignment. A Boolean expression φ is satisfiable if there exists a
truth assignment to its variables such that φ evaluates to true.

A Boolean expression φ is in conjunctive normal form (CNF) if φ =
∧m

i=1 Ci and each of the
Cis is the disjunction of one or more literals. Every such Ci is called a clause. If every clause
has three literals, then φ is said to be in 3 conjunctive normal form (3CNF). Every Boolean
formula can be expressed in 3CNF (5).

An n-ary Boolean function is a function g : {true, false}n → {true, false}. A Boolean
expression φ with variables x1, . . . , xn expresses the n-ary Boolean function g if, for any n-tuple
of truth values t = (t1, . . . , tn), g(t) is true if t satisfies φ, and g(t) is false if t does not
satisfy φ, where T (xi) = ti for i = 1, . . . , n. Every Boolean expression expresses some Boolean
function. Conversely, any n−ary Boolean function g can be expressed as a Boolean expression
φg involving variables x1, . . . , xn.

We will denote by {e`(x) : Zk
2 → Z2} the elementary basis for Boolean functions on k bits,

e`(x) = 1 if and only if (iff) x = `, and e`(x) = 0 otherwise. Finally, x1 � x2 will denote the
Boolean exclusive-nor operation, i.e. x1 � x2 = 1 iff x1 = x2.

2 Hamiltonian Simulation
We are now in a position to give a precise definition of Hamiltonian simulation. When showing
that one spin model can simulate another, we call the model we are simulating the “target
model”, and a specific Hamiltonian in that model the “target Hamiltonian”. We refer to a model
that can simulate any other spin model as a “universal model”.

We will first state and prove our main result under the assumption that the spins of the
target Hamiltonians are discrete q-level Ising spins (i.e. they take values in {1, . . . , q}). We
then generalise the result to continuous classical spin models, in which the spins can rotate
continuously, i.e. the spins are normalised vectors in RD, which can equivalently be thought
of as points on the D-dimensional unit sphere S D. (In fact, our proof applies equally well to
models whose local degrees of freedom take values in an arbitrary compact set, but we will
restrict to spins for clarity.)

We will also assume that the spins of the universal Hamiltonian are 2-level Ising spins.
However, unlike the case of continuous target models, which requires additional work to prove,
the assumption of discrete universal models is purely for notational simplicity; the argument
for continuous universal models is identical.

Definition 3 (Hamiltonian Simulation – discrete case) We say that a spin model can simulate
a Hamiltonian H′ on Ising spins if it satisfies all three of the following:
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(i). For any ∆ > maxσ′ H′(σ′) there exists a Hamiltonian H from the model whose low-lying
energy levels {Eσ = H(σ) : Eσ < ∆} are identical to the energy levels {E′σ′ = H′(σ′)} of
H′.

(ii). There is a one-to-one correspondence F(σPi) = σ′i between the states σ′i of each spin in
H′ and the spin-configurations σPi of a fixed subset Pi of spins in H, such that for all
configurations σ with energy Eσ < ∆, the energy E′σ′ = Eσ for σ′i = F(σPi).

(iii). The partition function ZH(β) =
∑
σ e−βH(σ) of H reproduces the partition function ZH′(β) =∑

σ′ e−βH′(σ′) of H′ up to rescaling, to within exponentially small additive error: ZH′(β) =

γZH(β) + O(e−∆) for some known constant γ. (Here, β is inverse-temperature).

We will refer to the set of spins P := ∪iPi as the “physical spins”. Note that the cardinality
of P is fixed (it depends on number of spins in H′), and, in particular, is independent of ∆. Note
also that, given H′, H is fixed, hence the number of terms of both ZH(β) and ZH′(β) is constant.
The O(e−∆) term in the partition function approximation thus indicates that the approximation
error is at most some constant times e−∆, where this constant will generally depend on the
number of terms. This approximation error can be made arbitrarily small at the expense of
increasing the strengths of some of the couplings to arbitrarily large values. (This is also the
case for the earlier completeness results, see Section 4).

Definition 4 (Universal Model) We say that a model is universal if, for any Hamiltonian H′ =∑m
I=1 hI on n spins composed of m separate k-body terms hI , H′ can be simulated by some

Hamiltonian H from the model specified by poly(m, 2k) parameters and acting on poly(n,m, 2k)
spins.

Note that we demand that the overhead incurred by simulating a target Hamiltonian using a
universal model scales polynomially in the number of parameters required to describe the target
Hamiltonian. A general target Hamiltonian H′ on n spins can involve n-body interactions, re-
quiring 2n parameters to specify. In this case, any Hamiltonian that simulates it will necessarily
have to contain at least 2n parameters. On the other hand, if the target Hamiltonian is made up
of m separate k-body terms, it can be described by m2k parameters. In this case, our definition
of universality requires that the universal model should only contain poly(m, 2k) parameters. In
other words, the simulation overhead should be polynomial in all cases.

Note also that we allow for the partition function to be rescaled by a known constant γ,
since H has generally more degrees of freedom than H′, so that its partition function may scale
differently. For ∆ = ∞, this simply amounts to a global energy shift.

Up to now, we have placed no restriction whatsoever on what a spin model can look like; it
could consist of an arbitrary collection of completely unrelated Hamiltonians. However, in any
reasonable spin model we expect there to be some relationship between different Hamiltonians
within the same model. The following definition imposes some additional structure on spin
models, such that different Hamiltonians in the same model are at least loosely related.
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Definition 5 (Closed Model) We say that a spin model is closed if, for any pair of Hamiltonians
H(1)

A and H(2)
B in the model acting on arbitrary sets of spins A and B respectively, possibly with

A ∩ B , ∅ there exists a Hamiltonian in the model which simulates H(1)
A + H(2)

B .

If the model places no constraints on the interaction graph (e.g. it consists of arbitrary k-body
terms, with no restrictions on which sets of k spins can interact directly, and allows arbitrary in-
homogeneous coupling strengths), then it is trivially closed: the sum of two such Hamiltonians
is itself another Hamiltonian from the model. Closure becomes a non-trivial property for spin
models in which the form of the interaction graph is restricted in some way (e.g. to a planar
graph, or to a square lattice).

We will make use of the concept of reductions between decision problems from complexity
theory. We first recall the definitions of some of the most famous computational problems in
complexity theory, which we will make key use of:

Definition 6 (SAT) Given a Boolean expression φ, is it satisfiable?

Definition 7 (3SAT) Given a Boolean expression φ in 3 conjunctive normal form, is it satisfi-
able?

Since every Boolean expression can be expressed in 3CNF, every SAT problem can be rephrased
as a 3SAT problem.

The basic computational problem corresponding to the task of finding ground state energies
of spin models is called the Ground State Energy problem (GSE):

Definition 8 (Ground State Energy) The ground state energy problem of a modelM = {Hα}α,
asks: given Hα ∈ M, is there a configuration σ such that Hα(σ) ≤ 0?

A configuration σ that minimizes Hα(σ) is called a ground state configuration.
A polynomial-time reduction from SAT to GSE is a map f from boolean formulae to Hamil-

tonians, which can be computed in time polynomial in the size of the formula, such that a for-
mula φ is satisfiable if and only if f (φ) is a yes-instance of GSE (i.e. there is a configuration σ
such that Hα(σ) ≤ 0). We will need a form of polynomial-time reduction between SAT and GSE
that additionally preserves the structure of the witnesses. (We could use another NP-complete
problem in the definition instead of SAT, or even define faithful reductions directly in terms
of witnesses. But this would just make the identification between witnesses and spins in the
definition more complicated, for little gain.)

Definition 9 (Faithful reduction) We say that a reduction from SAT to GSE is faithful if there
exists a one-to-one mapping F between subsets of spins Ri and Boolean variables xi, such that
the ground state configuration σ corresponds to a satisfying assignment xi = F(σRi) of the SAT
problem. We denote the set of spins that correspond to Boolean variables by R := ∪iRi.
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Remark 10 (On the relation between faithful reductions and FNP) The concept of faithful
reduction is related to that of a reduction between the function versions of SAT and GSE. SAT
and GSE are decision problems, in which we are asked whether a solution exists. In function
problems, we are additionally asked to provide the solution, if it exists. For example, in the
function version of SAT, called FSAT, we are given a Boolean expression φ, as in SAT. But
now, if φ is satisfiable, we must return a satisfying assignment for φ; otherwise we must return
“no”. Similarly, in FGSE, the function version of GSE, we are given a Hamiltonian H, and if
there exists a spin configuration σ so that H(σ) ≤ 0, we must provide σ; otherwise we must
return “no”.

Informally, NP is the class of decision problems such that, if the answer is “yes”, then there
is a proof of this fact (the ‘witness’), of length polynomial in the size of the input, that can be
verified in polynomial time; if the answer is “no”, then the algorithm must reject all purported
proofs. FNP, the function version of NP, is the class of function problems such that, if the answer
is “yes”, then the algorithm must return a proof of this that can be verified in polynomial time;
if the answer is “no”, then the algorithm must reject all proofs. FSAT is known to be FNP-
complete (5, 6).

Now, a reduction between function problems A and B is a polynomial map g such that x is a
yes-instance of A if and only if g(x) is a yes-instance of B, and another polynomial map G such
that w is the witness of the fact that x is a yes-instance of A if and only if G(w) is a witness of
the fact that g(x) is a yes-instance of B. That is, there is an additional polynomial map, G, that
maps the witness of one problem to a witness of the other.

Our faithful reduction is thus a reduction between FSAT and FGSE in which G is a partic-
ularly simply map, as it merely identifies part of the witness of the FGSE problem (namely the
ground state configuration σR of a subset R of the spins) with the witness of the FSAT problem.

3 2D Ising Model with Fields
The 2D Ising with fields is an important example of a model that is closed and whose GSE
admits a faithful reduction from SAT. To see this, we first need to recall some well-known
computational problems. Given a graph G = (V, E), a vertex cover is a a subset C ⊆ V such
that, for each edge (u, v) ∈ E, at least one of u and v belongs to C (1). The cardinality of C, |C|,
is also called the size of C. Trivially, every graph G = (V, E) has a vertex cover of size |V |.

Definition 11 (Vertex Cover) Given a graph G = (V, E) and an integer K, does G have a
vertex cover of size K or less?

A graph G is planar if it can be drawn in the plane without any two edges crossing.

Definition 12 (Planar Vertex Cover) Given a planar graph G and an integer K, does G have
a vertex cover of size K or less?
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An independent set in a graph G = (V, E) is a subset I ⊆ V such that, for all u, v ∈ I the
edge (u, v) is not in I. It is easy to see that C ⊆ V is a vertex cover of G = (V, E) iff V − C is an
independent set of G (6). Similarly, |I| is called the size of the independent set I (7).

Definition 13 (Independent Set) Given a graph G = (V, E) and an integer J, does G have an
independent set of size J or more?

We are now ready to show that the 2D Ising model with fields fulfils our two properties:
closure and faithful SAT reduction. Many different ways of reducing SAT to Ising are known,
but not all of these are faithful. (I.e. spin configurations in the ground state do not necessarily
correspond to values of the boolean variables for which the formula evaluates to true.) We
perform the reduction in two steps: SAT to Vertex Cover, then Vertex Cover to GSE for the
2D Ising model. The first step uses a standard construction from Garey and Johnson (7), the
second uses the classic construction of Barahona (8). What we need to additionally verify is
that each step on these constructions is faithful.

Lemma 14 The 2D Ising with fields (Definition 2) is closed and its GSE admits a polynomial-
time faithful reduction from SAT.

Proof We first show that the GSE of the 2D Ising with fields admits a polynomial-time faithful
reduction from SAT, via the following sequence of transformations:

(i). Express the SAT formula in 3 Conjunctive Normal Form (3CNF). Every Boolean formula
can be written in 3CNF, so the SAT problem is translated into a 3SAT problem. Rewriting
a formula in 3CNF gives a boolean formula over the same set of variables with the same
satisfying assignments, so this step is manifestly faithful.

(ii). Reduce 3SAT to Vertex Cover. The construction and argument follows (7) (page 55).
Given a formula φ in 3CNF, construct a graph G = (V, E) as follows. Let U = {u1, . . . , un}

denote the set of variables and C = {c1, . . . , cm} the set of clauses of φ. Denote the three
variables or their negations involved in clause c j by x j, y j, z j.

The graph G has 2n + 3m vertices V = VU ∪ VC, labelled VU = {ui, ūi}i=1,...,n and VC =

{ax[ j], ay[ j], az[ j]} j=1,...,m. That is, there are two vertices ui, ūi for each boolean variable
(ūi will be associated with the negation ¬ui of the corresponding boolean variable), and
three vertices ax[ j], ay[ j], az[ j] for each clause c j.

Each pair of vertices ui and ūi is joined by an edge: EU = {(ui, ūi)}i=1,...,n. Each triple of
vertices ax[ j], ay[ j], az[ j] is joined by a triangle of edges:

E∆ =
{
(ax[ j], ay[ j]), (ay[ j], az[ j]), (az[ j], ax[ j])

}
j=1,...,m

. (S2)

For each clause c j involving variables x j, y j, z j, every vertex in the triangle corresponding
to that clause is joined by an edge to a vertex corresponding to one of the variables:
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EC = {(ax[ j], x j), (ay[ j], y j), (az[ j], z j)} j=1,...,n. (If a variable x j is negated in the clause, the
edge joins the triangle to x̄ j rather than x j.) The complete edge set of the graph is then
E = EU ∪ E∆ ∪ EC. (Figure S1 shows an example of the resulting graph for the boolean
formula given in Eq. (S39).)

Now, G cannot have an independent set of size greater than n + m, since the set can
include at most one vertex from each pair ui, ūi and at most one vertex from each triple
ax[ j], ay[ j], az[ j]. Hence the minimum size of a vertex cover is |V | − (n + m) = n + 2m
(see Definition 13). For an arbitrary assignment to the boolean variables, consider the
vertex set F consisting of all the vertices labelled by variables that are false in the
assignment (i.e. the set includes vertex ui if that variable is false, or ūi if ui is true). F
is manifestly an independent set, but is not necessarily maximal. If clause c j is satisfied
by the assignment, then at least one variable appearing in c j (x j, say, without loss of
generality) is true, hence does not appear in F. We can therefore extend the independent
set F by adding the triangle vertex ax[ j] to the set. (Note that we cannot extend the
independent set with any further vertices from the same triangle.) On the other hand, if
clause c j is not satisfied, then all variables appearing in c j are false, all corresponding
vertices appear in F, and none of the triangle vertices can be added to the independent
set.

If the assignment satisfies φ, then all clauses are satisfied and we obtain in this way an
independent set of size n + m which matches the upper bound, hence is maximal. If
φ is not satisfiable, then every assignment fails to satisfy at least one clause, and the
resulting independent set has size < n + m. It remains to show that there is no other
larger independent set. An independent set of size n + m necessarily contains one vertex
from each triangle, hence contains n vertices from VU . Since this set is independent, it
must contain exactly one vertex from each ui, ūi pair, hence can be consistently identified
with an assignment to the boolean variables. But we have already seen that no such
independent set exists if φ is unsatisfiable.

The above argument also shows that the reduction is faithful with R = {ui}i=1,...,n, since
vertices in R that are in the vertex cover (resp. independent set) are in one-to-one corre-
spondence with true (resp. false) variables in the satisfying assignment.

(iii). Reduction from Vertex Cover to Planar Vertex Cover. This step follows (9). Take
an arbitrary projection of G onto the plane, resulting in a non-planar graph with, say, t
crossings.1 Replace every crossing by a “crossing gadget” (9), introducing 22 vertices
and 40 edges per crossing, as shown in Fig. S1. This defines a new graph G̃ = (Ṽ , Ẽ),
which is planar. Following (9), we will call the vertices at the four corners of a crossing
gadget outlet vertices, or simply outlets.

1Note that determining the projection that gives rise to the minimum number of crossings is itself an NP-hard
problem (10), but we do not need to minimize t here.
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Garey, Johnson and Stockmeyer prove in (9) that G has a vertex cover of size p iff G̃ has
a vertex cover of size p + 13t (9). More precisely, they prove that any vertex cover of G
can be extended to a vertex cover of G̃ by adding 13 vertices from crossing gadget. And,
conversely, G̃ always has a minimal vertex cover such that restricting G̃ to the vertices
of G gives a vertex cover for G. (Note that there are no minimal vertex covers of G̃ that
contain two opposite outlets from the same crossing gadget (see Table 1 in (9)).)

We claim that any minimal vertex cover of G̃ that includes exactly one vertex from each
pair of opposite outlets (see Fig. S1) restricts to a minimal vertex cover of G. To see
this, we need to show that if in the restriction to G, any edges in G that were replaced
by crossing gadgets in G̃ are covered. Note that the vertex cover of G̃ must contain all
the vertices of G that are attached to outlet vertices not in the cover (otherwise the edge
joining that vertex to the crossing gadget outlet would not be covered). Thus at least one
of the vertices on any edge that was replaced by a crossing gadget is included in the cover,
as required.

We have shown that every minimal vertex cover of G extends to a minimal vertex cover of
G̃ contianing exactly one vertex from each outlet pair, and conversely any minimal vertex
cover of G̃ with this property restricts to a vertex cover of G. A vertex cover of G̃ which
extends a vertex cover of G clearly preserves faithfulness, since the set R only contains
vertices from the original graph G. (9) does not prove that all minimal vertex covers have
this property.2 However, for our purposes, there is a simpler way of ensuring faithfulness
in the next step, which is equivalent to simply imposing at this stage that we must choose
a minimal vertex cover that contains exactly one vertex from each pair of opposite outlets.

(iv). Reduction from Planar Vertex Cover to GSE of Planar Ising with fields. This step in
the reduction follows Barahona (8). Given a planar graph G̃ = (Ṽ , Ẽ), associate one Ising
variable σi ∈ {−1, 1} to each vertex i ∈ Ṽ and define the Ising Hamiltonian

hG̃({σi}) =
1
2

∑
i∈Ṽ

σi(1 − deg(σi)) +
1
2

∑
(i, j)∈Ẽ

σiσ j −
|Ṽ |
2

+
|Ẽ|
2

+ K, (S3)

where deg(σi) is the degree (i.e. number of neighbours) of the vertex associated with σi.
Since the interaction graph of h is G̃, this is obviously a planar Ising model. We claim
that hG̃ has a ground state of energy 0 iff G̃ has a vertex cover of size |Ṽ | − K.

To see this, define the Boolean variables si ∈ {0, 1}, which are related to the Ising variables
by σi = 1 − 2si. Then, in terms of this change of variables,

hG̃({si}) = −
∑
i∈Ṽ

si + 2
∑

(i, j)∈Ẽ

sis j + K. (S4)

It is easy to see that an independent set of size K for G̃ gives a configuration with energy
0, by setting the si = 1 for vertices that are in the independent set, and setting all other

2Though it is conceivable that this is true.
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B ......

... ...

...

...

...

...

A

Figure S1: A. The Boolean formula φ1 in Eq. (S39) is satisfiable iff the graph shown here has
a vertex cover of size 11 (see the proof of Lemma 14). The variables belonging to R (see
Definition 9) are marked with dashed squares, and those in the physical set P (see Definition 3)
are marked with red circles. B. The crossing gadget to reduce Vertex Cover to Planar Vertex
Cover (Step (iii) in the proof of Lemma 14) (9).
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si = 0. Moreover, the ground state corresponds in this way to a maximal independent
set, since if a set contains two adjacent vertices (thus being an invalid independent set),
the energy can be decreased by removing one of them from the set (due to the factor of 2
multiplying the interaction term).

Note that this reduction is faithful, since vertices in the vertex cover are in one-to-one
correspondence with boolean variables si taking the value 0, or equivalently, spins σi = 1
in the ground state. See Step (iv) for a summary of the correspondences of the witnesses.

3SAT Vertex Cover C Ind. Set I GSE of Ising (Eq. (S4)) GSE of Ising (Eq. (S3))
xi = 1 i ∈ C i < I si = 0 σi = 1
xi = 0 i < C i ∈ I si = 1 σi = −1

Table 1: Summary of the identifications of the witnesses in the computational problems SAT
(where the witness is given by an assignment to the boolean variables {xi}), Vertex Cover
(where the witness is the vertex cover C itself), Independent Set (where the witness is the
independent set I itself; C is a vertex cover iff V\I is an independent set), GSE of Ising model
depending on 0/1 spins (Eq. (S4)), and GSE of an actual Ising model (Eq. (S3)). In summary, a
Boolean variable xi = 1 iff the corresponding Ising variable σi = 1.

It remains to enforce the additional constraint we imposed in Step (iii): that the minimal
vertex cover must be one that contains exactly one vertex from each pair of opposite outlet
vertices. To enforce this, we first multiply the entire Hamiltonian constructed thus far by
a large constant factor, 100 say.3 We then add local field terms −σi to all outlet vertices
Ṽo:

HG̃ = 100 hG̃ + houtlets, (S5)

houtlets = −
∑
i∈Ṽo

σi. (S6)

In this way, vertex covers that contain more outlet vertices have lower energy, but the
ground state must still be a minimal vertex cover. The latter follows from the fact that
every additional vertex in the cover increases the energy contribution from the original
Hamiltonian by 100. Whereas adding an outlet vertex to the cover only reduces the energy
contribution of houtlets by 1. Since vertex covers that include more than one vertex from
an outlet pair are never minimal (see Step (iv)), the ground states must correspond to
minimal vertex covers containing exactly one vertex from each outlet pair. Finally, since
all these minimal vertex covers contain the same number of outlet vertices, all such states
have the same energy and are ground states.

3This is certainly larger than necessary, but it makes the argument clear.
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(v). Reduction from GSE of Planar Ising with fields to GSE of 2D Ising with fields. Since
G̃ is a planar graph, it can be embedded as a minor of a 2D square lattice F with only a
polynomial overhead in the number of spins (11, 12, 13). The effects of the edge contrac-
tion and deletion operations are easily implemented in the Ising model: contraction of
edge (i, j) by setting Ji j > ∆, and hi = 0 (or h j = 0), and deletion of edge (i, j) by setting
Ji j = 0 (see (14)). These operations preserve faithfulness, as the set of spins R will be left
unchanged.

It remains to prove that the 2D Ising model with fields is closed. Clearly, the Ising model
with fields (Definition 1) is closed, since for any two graphs G1, G2, their union G1 ∪G2 =: G
is another graph G with another set of couplings J = {J1,J2}, which is another element of
the family. To see that the 2D Ising model with fields is also closed, consider two 2D square
lattices F1, F2, possibly with F1 ∩ F2 , ∅, which implies that generally F1 ∪ F2 =: G′ is not
a 2D square lattice. However, there will be another 2D square lattice F3 which will be able to
simulate G′, as G′ can be projected to the plane, each crossing replaced by a crossing gadget as
in Step (iii), and the resulting planar graph can be obtained as a minor of F3, as in Step (v). �

4 Universal Hamiltonian Simulation – discrete spins
We are now in a position to prove our main result: that the closure and faithful SAT reduction
conditions are necessary and sufficient for a model to be universal. In this section, we state and
prove the result for spin models with discrete degrees of freedom (q-level Ising spins). Section 5
extends the result to models with continuous spin degrees of freedom.

Theorem 15 (Main result – discrete case) A spin model is universal if and only if it is closed
and its Ground State Energy problem admits a polynomial-time faithful reduction from SAT.

If the faithful reduction from a SAT problem on n spins requires at most p(n) spins, and
the universal model is trivially closed, then simulating the energy levels and configurations
(Definition 3, Parts (i) and (ii)) of a Hamiltonian on n q-level spins with m k-body interactions
requires at most m q 2k+1 p

(
k dlog2 qe + 1

)
spins and 3 m q 2k+1 interaction terms. If closure is

non-trivial, the overhead is a polynomial g
(
m q 2k+1 p

(
k dlog2 qe + 1

)
, 3 m q 2k+1

)
in both these

quantities, where g depends on the particular universal model.
Approximating the partition function (Definition 3, Part (iii)) increases the overhead to

at most m q 2k+1
[(

q 2k+1 − 1
)

p
(
dlog2 qek + 1

)
+ p (1) + p (p (1))

]
spins and m q 2k+1

[
q 2k+1 + 1

]
terms. If closure is non-trivial, the overhead is the same model-dependent polynomial g in both
these quantities.

Note that in a fully general result such as this, it is not meaningful to quantify the reduction
in terms of the number of literals and/or clauses of the SAT problem, since this depends on the
particular decomposition of the SAT formula into clauses, and the most efficient decomposition
will depend on the the particular choice of universal Hamiltonian. It is also not meaningful
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to attempt to quantify the closure overhead more precisely than the polynomial function g,
since this is again Hamiltonian-dependent, whereas the theorem asserts a general result for
arbitrary Hamiltonians. Applying our result to any particular universal model and computing
the overhead is a matter of determining the polynomials p and g for that specific model, and
plugging them into the theorem.

Note also that NP-completeness of the ground state energy problem does not on its own
imply universality. It is true that a spin model whose GSE problem is NP-complete can encode
the ground state energy problem of any other spin model, since the latter is in NP. However,
universality requires substantially more: we must reproduce the entire energy spectrum, not
just the ground state energy. Furthermore, we must also reproduce the corresponding spin
configurations and partition function.

It is clear that we need some additional structure to the reduction, beyond that required by
NP-hardness. One way to emphasise the difference between a complexity-theoretic polynomial-
time reduction and a faithful reduction is to consider what would happen if P=NP (which is
possible, as far as we know!). If P=NP, then the GSE problem for essentially any Hamiltonian
becomes NP-complete, for trivial reasons: we can simply solve the SAT problem instance as
part of the polynomial-time reduction (remember we are assuming P=NP here!) to determine
whether it is satisfiable or not. Once we know what the right answer is, we simply construct
the trivial constant Hamiltonian H = 0 or H = 1, depending on whether the SAT instance is
satisfiable or not. If P=NP, this is a valid polynomial-time reduction from any SAT instance
to the GSE of an extremely trivial Hamiltonian. But this trivial Hamiltonian clearly cannot be
a universal simulator in the sense we require. This absurd example illustrates that for phys-
ical Hamiltonian simulation (as opposed to merely computing ground state energies), simple
computational reductions do not capture enough of the structure of the problem. By proving
necessary and sufficient conditions for universal simulation, Theorem 15 shows precisely what
additional structure is required.

Proof (of Theorem 15) The “only if” direction is immediate. The closure part follows imme-
diately from the definition of universality (Definition 4): the model must be able to simulate
any H(1)

A , H(2)
B and H = H(1)

A + H(2)
B , including any H(1)

A and H(2)
B that are in the universal model

itself. The faithful reduction part follows immediately from the fact that the 2D Ising model
with fields admits a faithful reduction from SAT (Lemma 14): one Hamiltonian that must be
simulatable by the universal model is the 2D Ising model with fields.

To prove the “if” direction, it will be sufficient to show that we can simulate a single k-body
Hamiltonian term. We will then apply this to each term in the Hamiltonian separately, and use
closure of the model to assemble the resulting simulations of the local terms into a simulation
of the full Hamiltonian. We therefore focus initially on a single k-body term H′. We will first
prove that the model satisfies Parts (i) and (ii) of Definition 3, before extending the construction
to prove Part (iii).

To achieve the required separation of energy scales (cf. Definition 3), we will use the re-
duction from SAT three times, and combine the resulting Hamiltonians (see Fig. S2). Each use
of the reduction will in general introduce new auxiliary spins (see Definition 9). We assume
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without loss of generality that the reduction gives a Hamiltonian whose ground state energy
is 0, and all excited states have energy at least 1, as this can always be achieved by shifting and
rescaling the energy.

Step 1 Step 2 Step 3

Figure S2: The proof of Theorem 15 for the case k = 2, here for σP = 3. Step 1 introduces
auxiliary spins A` and b`, and Steps 2 and 3, B` and C`, respectively, for all `. Note that we do
not assume any structure in the interactions of the spins.

We first expand the target Hamiltonian in terms of the elementary basis for Boolean func-
tions (see Section 1), H′(x) =

∑2k

`=1 E`e`(x) where E` = H′(`).

Step 1 We apply the reduction to the Boolean formula φ` = e`(σP) � σb` , for ` = 1, . . . , 2k,
where b` is a single auxiliary “flag” spin. This gives a Hamiltonian H`

1 acting on spins P∪b`∪A`

such that H`
1(σ) = 0 σb` = e`(σP), σA` ∈ Σ

b`
A`

H`
1(σ) ≥ 1 otherwise,

(S7)

for some non-empty sets of configurations Σb
A`

of the auxiliary A` spins. That is, the ground state
configurations of H`

1 satisfy that σb` = e`(σP), i.e. the flag spin σb` correctly signals whether
σP = ` or not.

Step 2 We apply the reduction to the Boolean formula which forces the flag spin to be 0:
σb` � 0. This gives a Hamiltonian H`

2 acting on spins b` ∪ B` such thatH`
2(σ) = 0 σb` = 0, σB` ∈ ΣB`

H`
2(σ) ≥ 1 otherwise,

(S8)
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where ΣB` is some non-empty set of configurations of the auxiliary B` spins. In particular,
choose an arbitrary configuration σ? and let

κ` := H`
2(σb` = 1, σB` = σ?) ≥ 1 . (S9)

Note that computing κ` requires computing an energy level of the Hamiltonian H`
2. Since H`

2 is
constructed by reduction from a formula involving only a single variable, this is a Hamiltonian
on a constant number of spins, so κ` can be computed in constant time.4

Step 3 We apply the reduction to the Boolean formula which forces the configuration of B` to
be σ?

B`
if σb` = 1, and does nothing if σb` = 0:(

(σb` � 1) ∧ (σB` � σB?
`
)
)
∨ (σb` � 0). (S10)

This gives Hamiltonian H`
3 acting on spins B` ∪C` such that
H`

3(σ) = 0 σb` = 1, σB` = σ?
B`
, σC`

∈ Σ1
C`

H`
3(σ) = 0 σb` = 0, σC`

∈ Σ0
C`

H`
3(σ) ≥ 1 otherwise,

(S11)

for some non-empty sets of configurations Σb
C`

of the auxiliary C` spins.
By rescaling these Hamiltonians and adding them together, we construct the following

Hamiltonian (which can be simulated by a Hamiltonian within the same model, since the model
is closed by assumption):

H(σ) =∆
∑
`

H`
1(σP, σb` , σA`) +

∑
`

E`

κ`
H`

2(σb` , σB`)

+∆
∑
`

H`
3(σB` , σC`

).
(S12)

Consider a configuration with

σP = x, (S13)
σA` ∈ ΣA` , (S14)
σb` = e`(x), (S15)
σB` = σ?

B` for ` , x, (S16)
σB` ∈ ΣB` for ` = x, (S17)

σC`
∈ Σ

e`(x)
C`

. (S18)

4Strictly speaking, in Definition 4 we do not actually require the Hamiltonian to be constructable in polynomial-
time, only that it has polynomial overhead in terms of the number of spins and parameters. However, our proof
also gives this stronger property.
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(Here x is any particular configuration of the physical spins). From Eqs. (S7), (S8) and (S11),
H(σ) evaluated on such a configuration gives energy Ex. For all other configurations, H(σ) ≥ ∆.
So H simulates the low-lying energy levels and configurations of H′, as required (see Fig. S3).
This proves that the model satisfies Parts (i) and (ii) of Definition 3.

...

Energy

...

... ... ...

...

Energy

Figure S3: The proof of Theorem 15. The upper side corresponds to ` , x, and the lower to
` = x. The first, second and third column illustrate the spectrum of H after adding the first,
second and third term in Eq. (S12), respectively. Note that after the third step the spectrum of H
below ∆ coincides with that of H′. The ground state (or low-lying) configurations are indicated
at each step.

Partition Function It remains to prove Part (iii) of Definition 3. The previous construction of
H simulates the energy levels and corresponding configurations of the target Hamiltonian H′.
However, it does not necessarily reproduce the correct partition function. Even though each en-
ergy level Ek corresponds to a unique configuration σP of spins P,5 the construction introduces
additional auxiliary spins at various steps. There may be multiple possible configurations of
these auxiliary spins for the same energy Ek, and this degeneracy could be different for different
energy levels, in which case H will not correctly reproduce the partition function of H′.

5Even if an energy level is degenerate, each of those degenerate energy levels will correspond to a unique σP.
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Thus, we must modify the construction to ensure that the auxiliary spins introduce the same
degeneracy for each energy level below the cut-off ∆. The idea is to introduce additional aux-
iliary spins and additional terms in the Hamiltonian, which do not change the energy levels or
configurations of the physical spins P, but which increase the degeneracy of each energy level
in such a way that all the degeneracies are identical.

Step 1’ We use the shorthand notation |A`| ≡ |ΣA` |. From Eq. (S7), the number of zero-energy
configurations of H1 with σP = x is given by∣∣∣A1

x

∣∣∣ ∏
`,x

∣∣∣A0
`

∣∣∣ , (S19)

which could depend on x. By introducing 2k copies of P and symmetrising over all 2k cyclic
permutations of the terms H`

1 that couple to the flag spins, we can increase this degeneracy to∏
`′

∣∣∣A1
`′

∣∣∣ ∣∣∣A0
`′

∣∣∣2k−1
, (S20)

which is independent of x.
More precisely, we introduce 2k − 1 auxiliary copies P`′ of the physical spins P, and denote

P ≡ P0. Define the Hamiltonian H`,`′

1 = H`−`′

1 (cf. Eq. (S7)) acting on spins P`′ ∪ b` ∪ A`,`′ ,
where the difference ` − `′ is taken modulo 2k. (So in particular H`,0

1 = H`
1.) We similarly have

A`,`′ = A`−`′ (hence again A`,0 = A`), and Ae`(x)
`,`′ = Ae`(x)

`−`′ . Construct the overall Hamiltonian

H1 =

2k∑
`,`′=1

H`,`′

1 (S21)

by combining all of these terms. Each flag spin b` is now coupled to 2k copies of P, by all
possible 2k Hamiltonian terms from Eq. (S7) (see Fig. S4).

The H`,0
1 terms couple the original set of physical spins P0 to the flag spins, by exactly the

same Hamiltonians as in our previous construction. So, exactly as before, for a given config-
uration σP = x of the physical spins, the flag spin b` is forced to take the value σb` = e`(x)
(Eq. (S7)), and there are

∣∣∣Ae`(x)
`,0

∣∣∣ possible configurations of the auxiliary A`,0 spins.
We must show that this is consistent with the constraints imposed by all the new terms

H`,`′,0
1 . Consider the P`′ copy of P. It is coupled to flag spin bx by Hx,`′

1 . But σbx = 1, so by
Eq. (S7) the only zero-energy configuration of P`′ is σP`′ = x− `′. All other flag spins σb`,x = 0,
and ` − `′ , x − `′ for ` , x, so this configuration satisfies the constraints imposed by all other
H`,`′

1 . Thus there exists a unique zero-energy configuration for each of the other P`′ copies, with∣∣∣Ae`(x)
`,`′

∣∣∣ possible configurations of the corresponding auxiliary spins A`,`′ .
The configuration σP of the physical spins uniquely determines σb` for all ` in any zero-

energy configuration. Thus the zero-energy configurations of the A`,`′ spins can be chosen
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Figure S4: The modified construction in the proof of Theorem 15 to reproduce the partition
function. Here the configuration of the target Hamiltonian is x = 3 (encircled in yellow). We
reuse the flag spins σb`′ (`) as σbπ(`′)(π(`)) where π is a cyclic permutation of (1, 2, 3, 4). The two
spins encircled in dashed lines in each row are the same as those to their left. This induces a
degeneracy of auxiliary spins of the first Hamiltonian which is constant for all x.

independently of one another. Since the sets A`,`′ are also completely disjoint, the total degen-
eracy of the zero-energy configurations with σP = x is given by the product of all the individual
degeneracies: ∏

`,`′

∣∣∣Ae`(x)
`,`′

∣∣∣ =
∏
`′

∣∣∣A1
`′

∣∣∣ ∣∣∣A0
`′

∣∣∣2k−1
, (S22)

which is independent of the configuration σP = x of the physical spins, as claimed. H1 will
be multiplied by ∆, so all non-zero energy configurations of H1 have energy ≥ ∆, and their
degeneracies do not concern us.

Steps 2’ and 3’ We leave the Hamiltonians H2 and H3 from Eqs. (S8) and (S11) unchanged.
Note that all the terms H`

2 from Eq. (S8) are the same Hamiltonian, just acting on different
subsets of spins b` ∪ B` (which implies that all κ` in fact take the same value κ). Similarly for
the terms H`

3 from Eq. (S11), acting on subsets b` ∪ C`. Furthermore, for given ` and `′, the
terms H`+N,`′+N

1 = H`,`′

1 constructed above are the same Hamiltonian for all N, just acting on
different subsets of spins P`′ ∪ b` ∪ A`,`′ . Let πN be a cyclic permutation with shift N of the 2k

blocks P` ∪ b` ∪ A` ∪ B` ∪C`. Applying πN to the overall Hamiltonian

H = ∆
∑
`,`′

H`,`′

1 +
∑
`

E`

κ`
H`

2 + ∆
∑
`

H`
3 (S23)
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transforms it into

πN H = ∆
∑
`,`′

H`+N,`′+N
1 +

∑
`

E`

κ`
H`+N

2 + ∆
∑
`

H`+N
3

= ∆
∑
`,`′

H`,`′

1 +
∑
`

E`+N

κ
H`

2 + ∆
∑
`

H`
3.

(S24)

Now, from Eqs. (S8) and (S11), we know that a low-energy configuration of H with en-
ergy Et < ∆ must be a zero-energy configuration of H1, H3, and all of the H`

2 terms except
Ht

2. Thus if σ is a low-energy configuration of H with energy Et, comparing Eqs. (S23)
and (S24) we see that it must also be a low-energy configuration of πN H with energy Et+N .
But H(π−1

N (σ)) = πN H(σ) = Et+N , which implies that π−1
N (σ) is a low-energy configuration of H

with energy Et+N . Since πN is bijective, the configurations with energy Et are therefore in one-
to-one correspondence with the configurations with energy Et+N , so these energy levels have
the same degeneracy. This holds for any cyclic permutation πN , thus all energy levels have the
same degeneracy, as required.

We have shown that the Hamiltonian H from our modified construction Eq. (S23) repro-
duces the low-lying energy levels and configurations of any target Hamiltonian, and that the
degeneracy γ is the same for all low-lying energy levels Et < ∆. Thus, not only does it satisfy
Parts (i) and (ii) of Definition 3, as before, but also

ZH(β) =
∑
σ

e−βH(σ) = γ
∑
Et<∆

e−βEt +
∑
Et≥∆

e−βEt = γZH′ + O(e−∆). (S25)

Thus H satifies Part (iii), too. Since H is a sum of Hamiltonians H`,`′

1 , H`
2 and H`′

3 from the
model, by the closure assumption (Definition 5) it can itself be simulated by a Hamiltonian
from the model.

So far, we have simulated a single k-body Hamiltonian H′, using a Hamiltonian H on n +

O(2k) spins with 2k parameters E`. To simulate an arbitrary target Hamiltonian H′ =
∑m

I=1 hI

made up of m separate k-body terms hI , we simply use the above construction for each hI

individually. The resulting Hamiltonian

H =

m∑
I=1

2k∑
`,`′=1

(
∆H`,`′

I,1 +
EI,`

κ`
H`

I,2 + ∆H`
I,3

)
(S26)

Again by closure, H can be simulated by a Hamiltonian from the model.
To complete the proof of Theorem 15, we must account for the overhead incurred in the

construction. Consider a target Hamiltonian H′ on n q-level spins, with m k-body terms. We
can always re-express H′ as an equivalent model on 2-level spins by mapping the q levels to the
states of dlog2 qe 2-level spins. This increases the interactions from k-body to k′-body, where
k′ = k dlog2 qe.
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In our construction of a Hamiltonian H that reproduces the energy levels and configurations,
for a fixed interaction term and fixed `, the overheads in Steps 1, 2 and 3 are p(k′ + 1), p(1) and
p(p(1)), respectively. Summing over all ` and all interaction terms, the number of variables is
at most

m 2k′ [p
(
k′ + 1

)
+ p (1) + p (p (1))

]
. (S27)

On the other hand, the number of Hamiltonian terms in H is at most 3 m 2k′ .
Finally, H simulates the sum of all these terms (Eq. (S12)) by applying the closure property.

If closure is trivial, e.g. because there are no constraints on the locality of interactions, then this
incurs no overhead. Otherwise, it incurs polynomial overhead

g
(
m 2k′ [p

(
k′ + 1

)
+ p (1) + p (p (1))

]
, 3 m 2k′

)
. (S28)

A similar calculation shows that the number of variables involved in the construction of the
partition function simulation is at most

m 2k′
[(

2k′ − 1
)

p
(
k′ + 1

)
+ p (1) + p (p (1))

]
, (S29)

the number of terms in the universal model is at most m 2k′
(
2k′ + 1

)
, and the closure overhead

is again given by the polynomial g of this number of variables and terms. �

In the above proof, note that we do not need to know the energy levels and configurations
of the overall Hamiltonian H′ in order to simulate it. It is sufficient to know the energy levels
and spin configurations of the individual terms h′I in the Hamiltonian H′ =

∑
I h′I , and these can

always be computed efficiently. Note also that the proof is constructive.

Remark 16 (Parsimonious reductions) Steps 1’ to 3’ in the proof of Theorem 15 are not
needed if the faithful SAT reduction for a particular model has an additional property. A parsi-
monious reduction between two computational problems is a reduction that preserves the num-
ber of solutions (6, 5). A c-monious reduction is a reduction such that the number of solutions
of every instance is multiplied by some constant factor c (independent of the instance). If there
is a c-monious reduction from SAT to the GSE of the model we are interested in, then Steps
1 to 3 in the proof of Theorem 15 already guarantee the partition function of the target model
is reproduced up to a constant factor γ, which is usually an easy-to-compute function of c (see
Definition 3).

We will see examples of models that admit c-monious reductions in Section 6.
Theorem 15 and Lemma 14 imply that one of the simplest 2D models, namely the 2D Ising

model with fields (Definition 2), is universal.

Corollary 17 The 2D Ising model with fields is universal.
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We remark that Theorem 15 result implies and explains the recently found “completeness
results”, where a model is called “complete” if its partition function can equal (up to a factor)
the partition function of any other model (15). Any universal model is complete by choosing
∆ = ∞. The 2D Ising model with fields for imaginary coupling strengths and fields (15,16), the
3D Ising model for a restricted class of models (14), and the 4D Ising lattice gauge theory (17)
were all shown to be complete in this sense, and similar results were found for φ4 theories (18)
and models with continuous variables (19). Our results also show that the 2D Ising model with
physical real-valued coupling strengths and fields is universal (Corollary 17).

5 Universal Hamiltonian Simulation – continuous spins
We now show that the results of Theorem 15 extend to models with continuous spin degrees of
freedom. Nothing in the proof of Theorem 15 (other than the notation) depends on the universal
model having discrete degrees of freedom. The only requirement is that the universal model
has a faithful reduction from SAT, which implies that there is an identification between boolean
values and particular values of the continuous degrees of freedom, and that the model is closed.
Theorem 15 therefore extends immediately to universal models with continuous spins (or more
general continuous local degrees of freedom).

It remains to extend Theorem 15 to target models with continuous spin degrees of freedom,
i.e. where the spins are normalised vectors in RD, or equivalently points on the surface of the
unit D-dimensional sphere, S D. Of course, no model with discrete degrees of freedom can
exactly simulate a model with continuous degrees of freedom. We need to show that the energy
levels and configurations of the continuous model can be approximated to any desired accuracy
by the universal model, implying that even universal models on Ising spins can simulate (in
the strong sense of Definition 3) models with continuous variables to any desired precision.
The following extends Definition 3 of Hamiltonian simulation to models with continuous spin
degrees of freedom. Similarly as above, we denote the spin configuration by s = (s1, . . . , sn),
where si ∈ S D.

Definition 18 (Hamiltonian Simulation – continuous case) We say that a spin model can sim-
ulate a Hamiltonian H′ on continuous spins si ∈ S D if it satisfies all three of the following:

(i). For any ∆ > maxs′ H′(s′) and any 0 < δ < 1, there exists a Hamiltonian H from the
model whose low-lying energy levels {Eσ = H(σ) : Eσ < ∆} approximate the energy
levels {E′s′ = H′(s′)} of H′ to within additive error at most δ.

(ii). There is a one-to-one correspondence F(σPi) = s′i between spin-configurations σPi of
fixed subsets Pi of spins in H, and the states s′i of each spin in H′, such that for all
configurations σ with energy Eσ < ∆, the energy E′s′ = H′(s′) with s′i = F(σPi) satisfies
|E′s′ − Eσ| ≤ δ.
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(iii). The partition function ZH(β) =
∑
σ e−βH(σ) of H reproduces the partition function ZH′(β) =∑

s′ e−βH′(s′) of H′ up to rescaling, to within arbitrarily small error: ZH′(β) = γ(1 +

δ)ZH(β) + O(e−∆) for some known constant γ.

As before, we denote the set of physical spins by P = ∪iPi. Its cardinality is again independent
of ∆, and scales as poly(1/δ).

Similar to the proof of Theorem 15, we first prove that a single k-body Hamiltonian term on
continuous spins can be approximated by a Hamiltonian on q-level Ising spins. Note that the
resulting Ising spin Hamiltonian is then simulatable (in the sense of Definition 3) by a universal
model, by virtue of Theorem 15. The result for an arbitrary target Hamiltonian made up of
multiple k-body terms on continuous spins then follows easily, by approximating each term
individually, and using closure of the universal model to simulate the sum of all these individual
terms. The main difference between this and the discrete case is that we must carefully keep
track of the approximation error throughout.

Lemma 19 Let h′(s1, . . . , sk) be a k-body Hamiltonian term on continuous spins si ∈ S D which
is Lipschitz-continuous in each argument, i.e. |h′(s1, . . . , si + ε, . . . , sk) − h′(s1, . . . , si, . . . , sk)| ≤
Lε for any i, where L is the Lipschitz constant. Then h′ can be simulated to accuracy kLε by a
k-body Hamiltonian term on q-level Ising spins, where q =

(
2
ε

+ 1
)D

= O
(
1/εD

)
.

Proof To approximate the continuous spins by discrete Ising spins, we discretise them in the
obvious way. Take an ε-net for the space of the spins, i.e. a set of points P =

{
pi ∈ S D

}q

i=1
such

that any point s ∈ S D is ε-close to some point pi in the net: ||s − pi|| ≤ ε, where ||y|| is the
“maximum norm” for vectors, ||y|| := max j

∣∣∣y j

∣∣∣. A standard argument shows that it suffices to
take a net containing q = O(1/εD) points.

As this argument is straightforward, we repeat it here to make the proof self-contained.
Assume that P is an ε-net with cardinality q. Since pi ∈ S D, the union of the balls of radius ε/2
around pi is contained in the ball of radius 1 + ε/2 centered at the origin. Thus

q (ε/2)D
≤ (1 + ε/2)D , (S30)

and q ≤
(

2
ε

+ 1
)D

= O
(
1/εD

)
.

We discretise each continous spin si by approximating its value by the closest point pσi in
the ε-net, and identify each point pσi in the net with a distinct value σi of a q-level Ising spin.
Thus a configuration (s1, . . . , sk) of the k continuous spins is approximated by the configuration
(σ1, . . . , σk) of the k q-level Ising spins.

Define the k-body Hamiltonian term h on q-level Ising spins to take the same value as h′ on
the corresponding points in the ε-net: h(σ1, . . . , σk) = h′(pσ1 , . . . , pσk). Since h′ is Lipschitz-
continuous in each argument, we have

|h(σ1, . . . , σk) − h′(s1, . . . , sk)| =
∣∣∣h′(pσ1 , . . . , pσk) − h′(s1, . . . , sk)

∣∣∣ ≤ kLε, (S31)

which completes the proof. �
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Theorem 15 can now readily be extended to show that any universal model can also simulate
(in the sense of Definition 18) all models on continuous spin degrees of freedom.

Corollary 20 Any Hamiltonian H′ on continuous spin degrees of freedom which is Lipschitz-
continuous can be simulated (in the sense of Definition 18) by a universal model H.

If H′ is a Hamiltonian on n continuous D-dimensional spins with m k-body terms, each
of which is Lipschitz-continuous in each argument with constant L (cf. Lemma 19), then the
overhead for approximating the energy levels and configurations to accuracy δ is at most the
overhead given in Theorem 15 for q =

(
2 m k L
δ

+ 1
)D

.
Approximating the partition function to accuracy δ (see Definition 18) increases this to at

most the overhead given in Theorem 15 for q =
(

2 βm k L
δ

+ 1
)D

.

Proof That the energy levels and corresponding configurations can be simulated follows almost
immediately from Lemma 19 and Theorem 15. If we use Lemma 19 to approximate each term
in H′ to accuracy k L ε, and sum over all these terms to obtain a Hamiltonian H on q-level
Ising spins, we approximate the overall Hamiltonian H′ to accuracy m k L ε. Thus to achieve
an accuracy δ, we need ε = δ/(m k L), hence q ≤

(
2 m k L
δ

+ 1
)D

= O
(
(m k L/δ)D

)
. But this Ising

spin Hamiltonian can be simulated by the universal model, by virtue of Theorem 15, and we are
done.

To show that this also approximates the partition function up to an overall rescaling (as
in Definition 18), we must compute the approximation error in the partition function. Note
that we are comparing the partition function of a discrete model H – given by a sum over qn

configurations – to that of a continuous model H′ – given by an integral over the space (S D)×n.
Thus the partition function of the discrete model will need to be rescaled by 1/qn D to account
for the volume element of the continuous space.

Taking this rescaling into account in the definition of ZH(β) =
∑
σ e−βH(σ)/qn D and using

Lipschitz-continuity of H′, we obtain

e−βm k L ε ZH(β) ≤ ZH′(β) ≤ eβm k L ε ZH(β). (S32)

Thus to achieve the multiplicative error δ in Definition 18, we need eβm k L ε − 1 ≤ δ. For δ < 1
it suffices to take ε ≤ δ/(βm k L), and the claimed value of q follows from Lemma 19.

Once again, having approximated the continuous Hamiltonian H′ by a Hamiltonian H on
q-level Ising spins, the latter can now be simulated exactly by the universal model, by virtue of
Theorem 15. �

6 Examples
In this section, we give various examples of how discrete models can be simulated using the
Ising model. We also present alternative and simpler reductions from SAT to the GSE of other
types of Ising model, which are useful in showing that other important and well studied models
are also universal.
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Definition 21 (The 3D Ising model) The “3D Ising model” is defined as a subfamily of the
Ising model with fields (Definition 1) in which G is restricted to be a three-dimensional (3D)
square lattice, and there are no local fields (i.e. hi = 0 for all i).

Note that “the 3D Ising model” is defined without local fields. We could prove directly that
the 3D Ising model is universal by showing that it can simulate the 2D Ising model with fields,
which is universal. But by introducing yet another NP-complete computational problem, we
can prove this in a simpler and more direct way.

Definition 22 (1-in-3-SAT) Given a set of “clauses” each containing three boolean variables
or their negations, does there exist an assignment to the variables in which exactly one variable
per clause is true?

Clauses in a 1-in-3-SAT problem will be called 1-in-3-SAT clauses. Note the clauses are merely
subsets of the variables, not disjunctions.

Example 23 The 3D Ising model is universal.

Proof (of Example 23) By Theorem 15, we only need to show that the GSE of the 3D Ising
model (Definition 21) admits a faithful reduction from SAT, and that the model is closed. To
see the former, we proceed as follows:

(i). Express the Boolean formula in 3 Conjunctive Normal Form (3CNF), exactly as explained
in Step (i) in the proof of Lemma 14.

(ii). Reduction from 3SAT to 1-in-3-SAT. We use the standard reduction (20). Each 3SAT
clause χ := (x ∨ y ∨ z) is transformed into three 1-in-3-SAT clauses:

χ̃ := R(x̄, a, b) ∧ R(y, b, c) ∧ R(z̄, c, d), (S33)

where we have introduced four additional boolean variables, a, b, c, d, and R(x, t, z) de-
notes the boolean function which is 1 iff exactly one of the variables x, y or z is 1. It is easy
to verify that χ is satisfiable in 3SAT iff χ̃ is satisfiable in 1-in-3-SAT. Moreover, for all
but one of the satisfying assignments of χ, there exists a unique assignment to (a, b, c, d)
such that χ̃ can be satisfied. (The only exception is (x, y, z) = (1, 0, 1), for which both
(a, b, c, d) = (0, 1, 0, 1) and (1, 0, 1, 0) satisfy χ̃.)

(iii). Reduction from 1-in-3SAT to GSE of Ising with fields. We transform an instance φ̃ of
1-in-3SAT to an Ising model with fields (Definition 1) on a graph G = (V, E) and with a
parameter set J as follows. First, for every boolean variable xi in φ̃, we create a pair of
vertices in G labelled xi and x̄i, associated to the Ising variables σi, σī, respectively, and
construct the Ising term

hi = σiσī + 1. (S34)
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Second, for each 1-in-3-SAT clause c in φ̃, define the Ising term

hc =
∑
i< j

σiσ j +
∑

i

σi + 2, (S35)

where {σi} are the Ising variables corresponding to the Boolean variables {xi} that appear
in c. Finally, wherever we have a Boolean variable in a fixed state (0 or 1), we use the
Hamiltonian

h f = 1 + σ f or h f = 1 − σ f , (S36)

respectively, where f indexes the spin representing the variable whose value is fixed. The
full Hamiltonian is then

HG,J =
∑

clauses c

hc +
∑

variables i

hi +
∑

fixed variables f

h f + K (S37)

where K = 2(m̃+ p), where m̃ is the number of clauses of φ̃ and p the number of variables
in φ̃ such that the variable and its negation appear in φ̃. It is easy to see that φ̃ is satisfiable
in 1-in-3SAT iff HG,J has a ground state with energy 0. Moreover, the state of the Ising
spin σ j ∈ {−1, 1} associated to the Boolean variable x j ∈ {0, 1} is determined by

σ j = 2x j − 1. (S38)

For example, the satisfiability of φ1,

φ1 = (x1 ∨ x2 ∨ σb1) ∧ (x1 ∨ x̄2 ∨ σ̄b1) ∧ (x̄1 ∨ x2 ∨ σ̄b1) ∧ (x̄1 ∨ x̄2 ∨ σ̄b1), (S39)

in 3SAT is mapped to the satisfiability of φ̃1,

φ̃1 =R(x̄1, a1, b1) ∧ R(x2, b1, c1) ∧ R(σ̄b1 , c1, d1)∧
R(x1, a2, b2) ∧ R(x2, b2, c2) ∧ R(σb1 , c2, d2)∧
R(x̄1, a3, b3) ∧ R(x̄2, b3, c3) ∧ R(σb1 , c3, d3)∧
R(x1, a4, b4) ∧ R(x̄2, b4, c4) ∧ R(σb1 , c4, d4), (S40)

in 1-in-3SAT, which is mapped to an Ising model on the graph shown in Fig. S5.

Let ñ and m̃ denote the number of variables and clauses of φ̃, respectively. Then this
construction yields a graph G with ñ vertices and 3m̃ + p edges. The relation with φ, the
3CNF expression of φ̃, is also straightforward: we have ñ = n + 4m and m̃ = 3m, where n
and m denote the number of variables and clauses in φ, respectively.

Now consider the sequence of transformations SAT → 3SAT → 1-in-3SAT → GSE of
Ising with fields that we have applied to a formula φ j depending on boolean variables
(x1, . . . , xk, b j) (such as φ1 for k = 2 and the first flag spin, see Eq. (S39)). Each of the
variables in φ j is mapped to a single spin in GSE of Ising with fields, which form the
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Figure S5: The formula φ̃1 (Eq. (S40)) is satisfiable in 1-in-3SAT iff the Ising Hamiltonian
Eq. (S37) defined on the graph shown here has a ground state of energy 0. The variables
belonging to R (see Definition 9) are marked with dashed squares, and those in the physical set
P (see Definition 3) are marked with red circles.
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set R of spins, σR = (σ1, σ2, . . . , σk, σb j). The rest of spins in H are auxiliary, which we
denote with the subscript aux. Then for each configuration of σR for which there exists
some state σaux such that (σR, σaux) is a ground state, the Boolean variable assignment
corresponding to σR is satisfying. Hence the reduction is faithful. Note that the set P of
physical spins is σP = (σ1, σ2, . . . , σk).

(iv). Reduction from GSE of Ising with fields to GSE of 3D Ising model. First we reduce the
GSE of the Ising model with fields on a graph G to the GSE of the Ising model without
fields on a graph G′. Consider the Ising Hamiltonian with fields of Eq. (S37), which can
be written as

HG(σ) =
∑

(i, j)∈E

Ji jsis j +
∑
i∈V

hiσi + K′ . (S41)

for some parameters {Ji, j}, {hi} and K′. We introduce one additional spin, σspike, and define
the following Ising Hamiltonian without fields,

HG′(σ,σspike) =
∑

(i, j)∈E

Ji jσiσ j +
∑
i∈V

hi σiσspike + ∆
1 − σspike

2
+ K′. (S42)

Now, HG′ simulates the sector with energy < ∆ of HG, since σspike = 1 for all configura-
tions with energy < ∆.

Finally, we simulate HG′ with an Ising Hamiltonian without fields on a 3D square lattice.
To do this, we embed G′ in a 3D square lattice (which only needs to be polynomially
larger (21)), and obtain G′ as a minor of this square lattice by edge contractions and
deletions. The edge contraction operation is accomplished by setting Ji, j > ∆, and edge
deletion by setting Ji, j = 0. (This is the same idea as Step (v) in the proof of Lemma 14,
but here both G′ and the 3D square lattice are non-planar graphs, and we do not have local
fields.) The resulting 3D Ising model without fields will simulate HG′ .

Finally, the 3D Ising model is closed because given any two 3D square lattices G and G′,
G ∪ G′ can be embedded in 3D space and obtained as the minor (again using the techniques
of Step (v) in the proof of Lemma 14) of some other, polynomially larger 3D square lattice
G′′ (21). �

We now present another example that illustrates in a more direct way the idea of encoding a
Boolean formula into the ground state, and how we use it to localise information about the spin
configuration in single “flag” spin. At the same time it illustrates how specific features of the
model can be exploited to simplify the general construction.

Definition 24 (Potts model) The Potts model on an arbitrary graph G = (V, E) with inhomo-
geneous couplings Ji, j ∈ R is defined as the set of Hamiltonians of the form

HPotts,G(σ) =
∑

(i, j)∈E

Ji, j δ(σi, σ j) (S43)

where Ji, j ∈ R and σi ∈ {1, . . . , q}. δ(σi, σ j) = 1 if σi = σ j, otherwise δ(σi, σ j) = 0.
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The Potts model is a generalisation of the Ising model (22); another possible generalisation is
the clock model (Definition 26), which we will consider later.

Example 25 (Potts model to Ising model with fields) We consider the Potts model with q = 4
(see Definition 24) defined on a graph G′ = (V ′, E′),

H′G′(σ
′) =

∑
(i, j)∈E′

Ji, jδ(σ′i , σ
′
j) (S44)

with σ′i ∈ {1, 2, 3, 4}. We simulate this model with the Ising model with fields (Definition 1) on
a graph G = (V, E). We will follow the Steps in the proof of Theorem 15, but will adapt them to
this specific model.

We first consider a single interaction of H′G′ of edge e between, say, σ′1 and σ′2,

J1,2 δ(σ′1, σ
′
2). (S45)

We will later use closure of the Ising model with fields to simulate H′G′ .
We map each σ′i to dlog2 4e = 2 binary variables x j ∈ {0, 1}: (x1, x2) will be the binary

expression of σ1, and similar for (x3, x4) and σ2.

(i). Now we present an abridged version of Step 1 in the proof of Theorem 15. Since the
interaction term (S45) has only one non-zero energy, we construct only one flag spin σb.
We want to construct a hamiltonian such that in its ground state, σb = 1 only if σ′1 = σ′2
and σb = −1 for any other configuration of σ′1, σ

′
2. To this end, given Boolean variables

u, v,w, consider the formula

φ(u, v,w) := (u ∨ v ∨ w) ∧ (u ∨ v̄ ∨ w̄) ∧ (ū ∨ v ∨ w̄) ∧ (ū ∨ v̄ ∨ w). (S46)

The satisfying assignments of φ verify that w = 1 iff u = v. Now, let

Φ := φ(x1, x3, g1) ∧ φ(x2, x4, g2) ∧ φ(g1, g2, b), (S47)

where we omit the dependence of Φ on the variables for clarity. The satisfying assign-
ments of the first and second clause are such that g1 = 1 iff x1 = x3, and g2 = 1 iff x2 = x4,
respectively. The third clause is satisfied if b = 1 iff g1 = g2. This is nearly what we want,
except for the fact that b = 1 for g1 = g2 = 0 is also a valid satisfying assignment. We
will increase the energy of this last configuration in the next step, and thereby solve this
problem.

(This could of course be directly solved by replacing the last clause in (S47) by a formula
which is satisfied if b = 1 iff g1 = g2 = 1. The reduction of this formula to the Ising
model with fields, however, introduces different number of ground state configurations for
each satisfying assignment, which would make the reproduction of the partition function
(Step (iv) below) less straightforward. The reduction of (S47), in contrast, will give us an
example of a c-monious reduction (see Remark 16)).
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(ii). We now reduce the satisfiability of Φ to the GSE of the Ising model with fields. We
first reduce 3SAT to Vertex Cover (Step (ii) in the proof of Lemma 14), and then Vertex
Cover to GSE of Ising with fields (as in Step (iv) in the proof of Lemma 14; this reduction
is the same irrespective of whether the initial graph is planar or not).

For the formula φ this results in the Ising model on the graph Gφ shown in the top left of
Fig. S6, with the Hamiltonian defined in (S3) with |V | = 2n+3m = 18, |E| = n+6m = 27,
Kis = n + m = 7 and a constant degree deg(σi) = 3 for all i, i.e.

h = −
∑
i∈V

σi +
∑

(i, j)∈E

σiσ j +
23
2
. (S48)

This way we map φ(x1, x3, g1), φ(x2, x4, g4) and φ(g1, g2, b) to h(1), h(2) and h(3) respec-
tively, and define

h1 = h(1) + h(2) + h(3) (S49)

which is defined on the graph Ge = (Ve, Ee) shown in Fig. S6.

By construction, Φ is satisfiable iff h1 has a ground state of 0 energy. Moreover, all ground
states of h1 satisfy that σb = 1 iff σg1 = σg2 . We still need to enforce that additionally
σg1 = σg2 = 1 in any ground state configuration. We follow the same argument as in
Step (iv) in the proof of Lemma 14: we multiply the hamiltonian h1 by a large factor, say
100, and add local magnetic fields to the spins σg1 , σg2:

he,1 = 100 h1 +
1 − σg1

2
+

1 − σg2

2
. (S50)

The ground state configurations (with 0 energy) of he,1 must be ground state configura-
tions of h1, and σg1 and σg2 must be in state 1.

(iii). We now implement Step 2 of the proof of Theorem 15. This is trivial with the Ising model
with fields, since it has local magnetic fields:

he,2 = J1,2
σb + 1

2
. (S51)

The Hamiltonian
he = ∆he,1 + he,2 (S52)

simulates (S45) as far as Part (i) and Part (ii) of Definition 3 are concerned. Note that here
the set of variables P (see Part (ii) of Definition 3) is σP = (σ1, σ2, σ3, σ4).

Finally, the Hamiltonian
HG =

∑
e∈E′

he (S53)

simulates the Potts Hamiltonian (S44) since the Ising model with fields is trivially closed.
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(iv). For the partition function, we do not require Steps 1’-3’ in the proof of Theorem 15,
as the construction we have presented introduces a constant degeneracy in the number
of solutions (it is an example of a c-monious reduction; see Remark 16). Explicitly,
every satisfying assignment of φ (Eq. (S46)) corresponds to 3 vertex covers of size 11.
For example, take the assignment (u, v,w) = (1, 1, 1) and its corresponding graph. The
triangle corresponding to the first clause has 3 valid vertex covers of size 2, whereas
each of the other 3 triangles has exactly one valid vertex cover of size 2. An analogous
argument can be made for the other satisfying assignments. Then the vertex covers are
mapped one-to-one to the ground state configurations of the Ising model. Since a single
edge e involves 3 clauses φ, we have∑

σ′1,σ
′
2

e−βh′e(σ′1,σ
′
2) =

1
27

∑
σ: he(σ)<∆

e−βhe(σ) +
∑

σ: he(σ)≥∆

e−βhe(σ). (S54)

For the entire model we thus have∑
σ′

e−βH′G′ (σ
′) =

1
27|E′ |

∑
σ: HG(σ)<∆

e−βHG(σ) +
∑

σ: HG(σ)≥∆

e−βHG(σ). (S55)

That is, γ (Part (iii) in Definition 3) is here 1/27|E
′ | and δ = 0.

Note that if the Potts model of Eq. (S44) has some symmetries (e.g. it is defined on a regular
lattice, or is translationally invariant), these are recovered at a coarse-grained level in the Ising
model; broadly speaking, at the scale of a the graph GΦ, which reproduces a single edge. Also,
clearly, if the Potts model has uniform couplings Ji, j = J for all i, j, all flag spins will be subject
to the same local fields ∆.

We now consider another generalisation of the Ising model.

Definition 26 (Clock model) The q−level clock model on an arbitrary graph G = (V, E) with
inhomogeneous couplings Ji, j ∈ R is defined as the set of Hamiltonians of the form

Hclock,G =
∑

(i, j)∈E

Ji, j cos
[
2π
q

(σi − σ j)
]

(S56)

where σi ∈ {1, . . . , q}.

Example 27 (Clock model to Ising model with fields) We consider the clock model (Defini-
tion 26) with q = 4 defined on a graph G′ = (V ′, E′), and simulate it with the Ising model
with fields (Definition 1) on a graph G = (V, E). We proceed analogously to Example 25. We
consider one interaction

J1,2 cos
[
2π
4

(σ′1 − σ
′
2)
]

(S57)

with σ′i ∈ {1, 2, 3, 4}. We map σ′1 to (x1, x2) and σ′2 to (x3, x4), where xi ∈ {0, 1}.
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(i). We need only 4 flag spins, each signalling whether σ′i − σ
′
j = ` mod 4, with ` ∈

{0, 1, 2, 3}. To this end, we consider φ defined in Eq. (S46) whose satisfying assignments
are such that w = 1 iff u = v. We define ψ as the formula whose satisfying assignments
are such that w = 1 iff u = v̄,

ψ(u, v,w) = (u ∨ v ∨ w̄) ∧ (u ∨ v̄ ∨ w) ∧ (ū ∨ v ∨ w) ∧ (ū ∨ v̄ ∨ w̄). (S58)

Now define the boolean functions

Φ0 = φ(x1, x3, u1) ∧ φ(x2, x4, u2) ∧ φ(u1, u2, b0)
Φ1 = φ(x1, x3, v1) ∧ φ(g1, x2, v3) ∧ ψ(x2, x4, v2) ∧ φ(v2, v3, b1)
Φ2 = ψ(x1, x3,w1) ∧ φ(x2, x4,w2) ∧ φ(w1,w2, b2)
Φ3 = φ(x1, x3, z1) ∧ ψ(g1, x2, z3) ∧ ψ(x2, x4, z2) ∧ φ(z2, z3, b3).

(S59)

One can easily verify that the satisfying assignments of Φ` are nearly what we want,
namely that b` = 1 iff σ′1 −σ

′
2 = ` mod 4, except for the assignments b0 = 1 if u1 = u2 =

0, b1 = 1 if v2 = v3 = 0, b2 = 1 if w1 = w2 = 0, b3 = 1 if z2 = z3 = 0. This situation is
completely analogous to that of Step (i) of Example 25. We will thus increase the energy
of these assignments in the next step.

(ii). As in Item (ii) in Example 25, the satisfiability of Φ0 is mapped to the ground state energy
problem of the Ising Hamiltonian h(0)

1 . We multiply this hamiltonian by a large constant
and penalise the configurations with u1 = u2 = 0, resulting in

h0,1 = 100 h(0)
1 +

1 − σu1

2
+

1 − σu2

2
. (S60)

We proceed similarly for Φ`, with ` = 1, 2, 3: we map its satisfiability to the ground state
energy problem of h(`)

1 , and then obtain h`,1 as in (S60) (but substituting u1, u2 by v2, v3

for ` = 1, w1,w2 for ` = 2 and z2, z3 for ` = 3).

Finally, we only need add the local magnetic fields to the flag spins with the appropriate
energy,

he = ∆

4∑
`=1

h`,1 +

4∑
`=1

J1,2 cos
(
2π
4
`

)
σb` + 1

2
, (S61)

in order to reproduce the energies and spin configurations of Eq. (S57). The overall Ising
Hamiltonian

HG =
∑
e∈E′

he (S62)

will reproduce the energies and configurations of the clock model on G′.

(iii). If we additionally want to reproduce the partition function, we need to make the following
modification. Note first that each formula ψ introduces a degeneracy 3 in the number
of solutions (by the same argument as for φ, see Step (iv) in Example 25). Since the
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Figure S6: A. The formula Φ (Eq. (S47)) is satisfiable iff Ising model with Hamiltonian
Eq. (S48) in the graph GΦ shown here has a ground state of 0 energy. The variables belonging
to R (see Definition 9) are marked with dashed squares, and those in the physical set P (see
Definition 3) are marked with red circles.

formulas of Eq. (S59) have a different number of φ and ψs, we modify Φ0 and Φ2 they
will introduce a different degeneracy. This is easily solved by modifying Φ0 and Φ2 in an
innocuous way, for example as follows,

Φ0 := φ(x1, x3, g1) ∧ φ(x2, x4, g2) ∧ φ(g1, g2, b0) ∧ φ(x1, x3, g3)
Φ2 = ψ(x1, x3, g1) ∧ ψ(x2, x4, g2) ∧ φ(g1, g2, b2) ∧ φ(x1, x3, g3) (S63)

Now, each configuration (x1, x2, x3, x4) introduces a degeneracy 34 = 81. Defining he as
in Eq. (S61), we obtain∑

σ′1,σ
′
2

e−βh′e(σ′1,σ
′
2) =

1
81

∑
σ, he(σ<∆

e−βhe(σ) +
∑

σi,he(σi≥∆

e−βhe({σi}) (S64)

Finally, for the entire partition function we have∑
σ′

e−βH′G′ (σ
′) =

1
81|E′ |

∑
σi,H(σ)<∆

e−βHG(σ) +
∑

σ,HG(σ)≥∆

e−βHG(σ) (S65)

Finally, we give an example that illustrates how to apply Corollary 20 to continuous spins.
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Definition 28 (XY model) The “XY model” is defined as the set of Hamiltonians defined on a
graph G = (V, E) of the form

HXY,G({θi}) =
∑

(i, j)∈E

Ji, j cos(θi − θ j) (S66)

where θi ∈ [0, 2π) for all i ∈ V.

Note that the XY model can be obtained as a clock model in the limit q→ ∞.

Example 29 (XY model to Ising model with fields) We simulate the XY model (Definition 28)
on an arbitrary graph G′ with the Ising model with fields on another graph G. To this end, we
first approximate (in the sense of Definition 18) the XY model with a q-level clock model (Def-
inition 26) on the same graph G′ and with the same set of couplings {Ji, j}. Finally, we simulate
this clock model with an Ising model with fields as explained in Example 27.

To simulate the XY model with a clock model, observe that we just need to approximate
cos

(
θi − θ j

)
by cos

(
2π(σi − σ j)/q)

)
with σi ∈ {1, . . . , q}. Applying Lemma 19 with L = 1,

D = 2 we achieve this with accuracy δ = 2
√

q−1 .
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