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In this paper we show that some of the predictions of models of 
consumer intertemporal optimization are in line with the patterns 
of nondurable expenditure observed in U.S. household-level data. 
We propose a flexible specification of preferences that allows multi- 
ple commodities and yields empirically tractable equations. We esti- 
mate preference parameters using the only U.S. micro data set with 
complete consumption information. We show that previous rejec- 
tions can be explained by the simplifying assumptions made in previ- 
ous studies. We also show that results obtained using good consump- 
tion or aggregate data can be misleading. 

I. Introduction 

In this paper, we show that some of the predictions of models of 
consumer intertemporal optimization are in line with the patterns of 
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nondurable expenditure observed in U.S. household-level data. Our 
results and our approach are new in several respects. First, we use 
the only U.S. micro data set that has direct and complete information 
on household consumption. The macroeconomic data sets used in 
most of the consumption literature so far contained either very lim- 
ited information on consumption (like the Panel Study on Income 
Dynamics [PSID]) or none at all, in which case consumption had to 
be obtained indirectly from income and changes in assets. Second, 
we present empirical results that show that it is possible to find a 
reasonably simple specification of preferences that controls for the 
effects of changes in demographics and labor supply behavior over 
the life cycle and is not rejected by the available data. Third, we 
propose a flexible and novel specification of preferences that is easily 
estimable and allows a general treatment of multiple commodities. 
We show that a proper treatment of aggregation over commodities 
can be important, both theoretically and in practice. 

Our results contrast sharply with most of the previous evidence, 
which has typically been interpreted as rejection of the theory. Several 
papers in the last 15 years have used macroeconomic data to establish 
the plausibility of the intertemporal optimization model. Hall and 
Mishkin (1982), for instance, find that consumption is excessively sen- 
sitive to lagged labor income. Zeldes (1989) finds excess sensitivity 
for low-wealth households and suggests that liquidity constraints are 
important for individuals in these households.' Results based on ag- 
gregate time-series data, such as those in Flavin (1981) and Campbell 
and Mankiw (1989), suggest even stronger rejections. 

In this paper we interpret previous rejections as evidence against 
some simplifying assumptions made to derive empirically tractable 
equations. In particular, we show the following results. 

a) Aggregate data are particularly unsuitable to test the theory. 
Incorrect aggregation can lead to spurious rejections of the theory. 
Even in the simple case of isoelastic utility, aggregation can be trou- 
blesome, since the theory requires knowledge of the logarithm of 
consumption. We use our household-level data to assess the conse- 
quences of neglecting the nonlinearities implied by the model and 
find that theory restrictions can be rejected just because of an incor- 
rect aggregation procedure. 

b) Food consumption, which is often taken as a "proxy" for total 
nondurable consumption in studies using micro data, is unsuitable 
because preferences are nonseparable between food and other non- 

1 See also Carroll and Summers (1991), who observe that consumption tracks income 
over the life cycle. The papers by Meghir and Weber (1991), Runkle (1991), and Keane 
and Runkle (1992) are exceptions. Altonji and Siow (1987) appeal to measurement 
error to explain the rejections reported in some of these papers. 
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durables, and food is a necessity. Furthermore, during the sample 
period, the relative price of food is far from constant. We show that 
the consequences of using food consumption rather than total nondu- 
rable consumption are nonnegligible: theory restrictions are rejected, 
and the elasticity of intertemporal substitution is poorly determined 
when food is used. 

c) The allocation of total nondurable consumption over time is 
affected by predictable changes in both household composition and 
labor supply of individual household members. If this dependence is 
either neglected or poorly specified, evidence of excess sensitivity to 
labor income growth is produced. 

We use a time series of cross sections (the Consumer Expenditure 
Survey, 1980-90) to construct consistently aggregated cohort-level 
data-a synthetic panel-in which households are grouped by year 
of birth and education. As discussed below, the availability of a rela- 
tively long time period is crucial in the estimation of Euler equations. 
Furthermore, thanks to the detailed information in the data set, we 
can construct different consumption measures, which include food 
and other nondurable commodities. 

On our preferred specification, we obtain precise estimates of key 
behavioral parameters (including the elasticity of intertemporal sub- 
stitution) and no rejections of theoretical restrictions. 

The paper is organized as follows. Section II describes the data: it 
shows that income and consumption age profiles track each other. 
This could be due to myopic behavior (as pointed out by Carroll and 
Summers [1991]) but could also be explained by changes in demo- 
graphics and leisure over the life cycle. Section III presents the basic 
intertemporal optimization model and discusses its empirical imple- 
mentation. Section IV discusses econometric issues, with particular 
reference to the techniques used to estimate a dynamic relationship 
on a time series of repeated cross sections. The econometric tech- 
niques used are discussed in detail in the Appendix. Section V illus- 
trates the effects of incorrect aggregation across consumers and pre- 
sents estimates of preference parameters when consumption is 
defined as total nondurable expenditure, deflated by a standard price 
index, and the chosen specification allows for the effects of demo- 
graphic and labor variables. Section VI shows that Euler equations 
based on food consumption are misspecified, if no attempt is made 
to control for the presence of other nondurable commodities. In Sec- 
tion VII, we describe in detail our specification of preferences, which 
allows for nonhomotheticity and nonseparability between goods and 
leisure while preserving empirical tractability, and we show that both 
the relative price of food and its share in nondurable expenditure 
have varied considerably over the 1980s. Section VIII presents esti- 
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mation results: Section VIIIA describes parameter estimates of a 
small demand system, which confirm the importance of nonhomo- 
theticity, and Section VIIIB presents our estimates of the Euler equa- 
tion implied by the specification of preferences presented in Section 
VII. Section IX concludes the paper. 

II. Consumption Behavior: Data and Descriptive 
Analysis 

Until recently, no micro data set contained complete information on 
U.S. household consumption. As stressed above, most of the empiri- 
cal work on the life cycle model used the PSID, which contains only 
a measure of food consumption. Since 1980 the Bureau of Labor 
Statistics (BLS) has been running the Consumer Expenditure (CEX) 
Survey on a continuous basis. The survey is now available for 11 
consecutive years, which include two recessions, a long expansion, 
and two major tax changes and witnessed substantial movements in 
relative wages and prices. The CEX is not a full panel (households 
are interviewed over four consecutive quarters and then replaced); 
however, because it is available over a relatively long time period and 
contains considerable demographic information, the use of synthetic 
cohort analysis allows the study of the evolution of consumption over 
the life cycle. 

Therefore, the CEX gives, for the first time, the possibility of ana- 
lyzing individual consumption behavior over the life cycle and over 
the business cycle. In the next section we present a structural model 
for nondurable consumption that is not rejected by the data and 
allows us to estimate some key behavioral parameters. Before doing 
so, however, we describe the main features of the data used in estima- 
tion. 

A. The CEX Survey 

The data we use cover the period 1980-90. In this subsection we 
describe the data and the main selection criteria used. The CEX is 
based on a comprehensive survey run by the BLS, which interviews 
about 4,500 households every quarter;2 80 percent of them are then 

2 The unit of reference is what the BLS Tape Manual defines as "consumer unit," 
which consists of "all members of a particular housing unit or other type of living 
quarters who are related by blood, marriage, adoption, or some other legal arrange- 
ment, such as foster children. Consumer unit determination for unrelated persons is 
based on financial independence. To be considered financially independent, at least 
two of the three major expense categories (food, housing, and other living expenses) 
have to be provided by the respondent." 
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reinterviewed the following quarter, and the remaining 20 percent 
are replaced by a new, random group. Therefore, each household is 
interviewed at most four times over a period of a year. During the 
interviews, a number of questions are asked concerning household 
characteristics (demographics, work status, education, race, etc.) and 
detailed expenditures over the three months prior to the interview. 
The sample is representative of the U.S. population. 

We exclude from our sample nonurban households, households 
residing in student housing, and households with incomplete income 
responses. Furthermore, as discussed below, we consider only house- 
holds headed by individuals born after 1904 and before 1965 and 
that are at least 19 and no more than 75 years old. These exclusion 
restrictions leave us with a sample of 146,219 interviews. From each 
interview, in addition to the demographic and labor supply variables 
discussed below, we consider the expenditure figures for the month 
preceding the interview. The first two months of the quarter preced- 
ing the interview are excluded to avoid the fairly complicated error 
structure that the timing of the interviews would imply on quarterly 
data.3 

In what follows we consider various components of nondurable 
expenditure. In particular, for reasons to be discussed below, we look 
at food (defined as the sum of food at home, food away from home, 
alcohol, and tobacco) and expenditure on other nondurable goods 
and services, such as services, heating fuel, public and private trans- 
port (including gasoline), and personal care, and semidurables, de- 
fined as clothing and footwear. The major exclusions from total con- 
sumption expenditure are consumer durables, housing, health, and 
education expenditure. 

Below we use two income variables: total after-tax family income 
and total before-tax "labor" income. Labor income is defined as total 
family income minus capital income. Unfortunately, it is not possible 
to reconstruct the after-tax labor income.4 

The CEX contains a wealth of information on household character- 
istics and labor supply behavior. The demographic variables we ex- 
amined in the empirical analysis are family size, number of children 
by age groups, number of adult members, number of persons older 
than 64, gender of the household head, the educational attainment 
of the reference person, and the marital status of the household head. 

' Such a complication would arise because there are households interviewed in each 
month, and therefore their quarterly consumption would refer to overlapping periods. 

4 Income data are collected at the first and last interviews and refer to the previous 
12 months. Labor income is also computed at the second or third interview if a member 
of the household reports changing his or her employment. 
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The labor supply variables we have considered are various employ- 
ment dummies, the number of earners, the number of hours worked 
by the wife, and the dummies for part-time and full-time female 
employment. 

The demand system in Section VII is estimated for different 
groups, formed on the basis of the educational attainment of the 
household head. The first group includes high school dropouts, the 
second high school graduates, the third households with some college 
education, and the fourth college graduates. When all years are con- 
sidered together, the four groups account for 22.7, 29, 22, and 26.3 
percent of the total sample. 

We devote a considerable amount of attention to the construction 
of appropriate price indices. Besides the parameters of the demand 
system discussed below, to construct such indices we need the prices 
of the commodities we model (food and other nondurables). These 
indices are constructed from the components of the Consumer Price 
Index published monthly by the BLS. These prices are region- 
specific. The price indices for the composite commodities (food, other 
nondurables) that form our demand system are then constructed as 
expenditure share weighted averages of the elementary price indices. 
They are therefore household-specific. 

To describe the intertemporal allocation of consumption, we also 
need a nominal interest rate. We choose the return on municipal 
bonds since it is tax-exempt, therefore avoiding the difficulty of mea- 
suring individual marginal tax rates. We have also experimented with 
the 3-month Treasury bill. Both interest rate series are taken from 
the Economic Report of the President. 

B. Life Cycle and Time-Series Variation 

In this subsection we describe the main features of the variables that 
are relevant for the more formal analysis of Section VI. In particular, 
we characterize the life cycle profile of nondurable consumption, 
household income, family composition, and female labor supply. In 
addition, we examine the time-series variability of prices and average 
consumption over the sample period under study. This analysis is 
useful not only as a descriptive tool but also as an indirect check on 
the quality of the data set, which is relatively new. 

The main problem with using the CEX for the analysis of a dy- 
namic model such as the life cycle one is that each household is not 
observed over a long period of time. However, the continuity of the 
survey allows us to follow the average consumption behavior of ho- 
mogeneous groups over time, as they age. This is the main idea be- 
hind the synthetic cohort analysis, which is used both in this section 
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and in the more- structural analysis in Section VI. We divide the 
households in the sample into cohorts, defined on the basis of the 
year of birth of the household head.5 We then average the variables 
of interest over all the households belonging to a given cohort ob- 
served in a given year. If there are N cohorts observed for T years, 
this procedure gives us NT observations. In table 1, we report the 
cohort definition, their age in 1980, and the average cell size. The 
same cohort definitions are used in Section V to construct quarterly 
times series. 

The advantage of grouping by the year of birth rather than by age 
in studying life cycle behavior is obvious. One follows over time a 
group of individuals born in the same period and therefore coming 
of age at the same time. Estimating age profiles by pooling together 
several cross sections and grouping by age is potentially very mis- 
leading in the presence of cohort effects. 

In figure 1, we plot average cohort log nondurable consumption 
(fig. la) and log income (fig. lb) against age. Each connecting segment 
represents mean log income or consumption of a given cohort. Be- 
cause cohorts are defined by a 5-year interval and the sample covers 
11 years, each cohort overlaps with an adjacent cohort at six ages. 

Both income and consumption are hump-shaped, peaking before 
retirement. Furthermore, consumption is considerably less variable 
than income: the standard deviation of the residuals obtained when 
first log consumption and then log income are regressed on a polyno- 
mial in age and cohort dummies is 0.04 and 0.06, respectively. This 
difference could be explained by smoothing behavior or by greater 
measurement error in income than in consumption. 

The fact that both consumption and income present a pronounced 
hump (and the fact that differences in the shape of income profiles 
among occupation groups were reflected by similar differences in 
consumption profiles) is interpreted by Carroll and Summers (1991) 
as evidence against the life cycle model. However, they ignore family 
composition. In figure 2, we plot the age profile of family size. As 
can be seen, the age profile for family size is also hump-shaped.6 

In figure 3, we plot the life cycle profile for female average annual 
hours of work. The average is conditional on the presence of the 

5 The household head is defined as the person who owns or signs the rental contract 
of the home in which the consumer unit lives. For married couples, however, we define 
the husband as the household head and therefore use his age to establish which cohort 
the household belongs to. 

6 There are also remarkable differences in the shape of family size across education 
and occupation groups. It is therefore possible that differences in consumption across 
education groups could be explained by differences in demographics. See the discus- 
sion in Attanasio et al. (1995). 



TABLE 1 

COHORT DEFINITION 

Average Cell Used in 
Cohort Year of Birth Age in 1980 Size Estimation 

1 1960-64 16-20 no 
2 1955-59 21-25 461 yes 
3 1950-54 26-30 460 yes 
4 1945-49 31-35 426 yes 
5 1940-44 36-40 321 yes 
6 1935-39 41-45 258 yes 
7 1930-34 46-50 241 yes 
8 1925-29 51-55 255 yes 
9 1920-24 56-60 272 yes 

10 1915-19 61-65 no 
11 1910-14 66-70 no 
12 1905-9 71-75 no 

a 
6.8 

6.6 0fi 
6.4 

6.2 

6 / 
20 40 60 B0 

asp 

b 
10.5 

C os 

* 
0 

9.5 

9 / 
20 a40 60 

FIG. 1.-a, Log of household nondurable consumption. b, Log of after-tax household 
income. 
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FIG. 3.-Female annual hours of work 

wife, but not on positive hours. Several features are worth noticing. 
First, female labor supply exhibits a substantial amount of variability 
at both life cycle and business cycle frequencies. Strong cohort effects 
are also apparent. Second, there is no apparent dip in female hours 
corresponding to fertility ages. This feature differentiates this profile 
from similar ones for other countries (such as the United Kingdom) 
or other time periods. 

Several influences affect consumption and are partially detectable 
in figure 1. We can think of life cycle effects, cohort effects, and 
business cycle effects. In figure 4, we try to remove life cycle and 
cohort effects to isolate time effects. Of course this decomposition is 
somewhat artificial since the three kinds of effects are not identifiable. 
By regressing average cohort consumption on cohort dummies and 
a fifth-degree age polynomial and considering the residuals of such 
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a 

FIG. 4.-Business cycle effects: a, cohort data, age and cohort effects removed; b, 
detrended aggregate data. 

a regression as time effects, we interpret all trends in consumption 
as deriving from a combination of cohort and age effects. In figure 
4a, we plot these residuals against time; in figure 4b, we plot de- 
trended aggregate nondurable consumption. Two features are no- 
ticeable. First, there is a substantial amount of synchronization across 
cohorts. The 1981-82 recession is particularly visible. After that, the 
average residuals seem to rise fairly steadily until the end of the 
sample. Second, average residuals follow aggregate consumption rea- 
sonably well. The correlation coefficient between the average residu- 
als and aggregate detrended consumption is around .4.7 

III. Tuning Up the Basic Model 

A typical Euler equation often used in the empirical literature on 
consumption is 

Alog(ch+1) = constant + u log(1 + rt+ 1) + E ' (1) 

7The presence of measurement error and of definitional differences between the 
CEX and national accounts consumption should also be kept in mind. 
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where ch is individual consumption (expenditure on nondurable 
goods and services, deflated by a suitable price index), r is the real 
interest rate, a is the elasticity of intertemporal substitution, and E is 

a residual uncorrelated with all the information available as of time 
t - 1.8 Equation (1) can be derived by log-linearizing the first-order 
condition from an intertemporally separable optimization problem 
with isoelastic preferences. If consumers allocate their period t expen- 
diture across commodities in different ways, the price index will be 
h-specific.9 Before we even try to fit this equation to the data, a num- 
ber of simple modifications are necessary. They allow the model to 
explain some obvious, and yet quantitatively important, features of 
the data. 

The utility derived from a given amount of expenditure obviously 
depends on, among other things, family composition. In general, it 
is quite difficult to model properly intrahousehold decisions. Fertility 
choices are probably endogenous and should be modeled simulta- 
neously with consumption and labor supply behavior. However, it is 
quite easy to introduce some simple corrections to make the model 
more realistic. We assume that utility is shifted by a number of demo- 
graphic variables such as the number of children of various ages, the 
number of adults, and so forth. Such a framework allows for fairly 
flexible adult equivalent schemes. The instantaneous utility function 
for a generic household h that will be used in the empirical application 
below is 

Uh = U(C)4) (Zh, 0), 

where Ch is total family expenditure and 4)(zh, 0) is a function of 
various demographic variables. Changes in 4) are equivalent to a time- 
varying rate of discount. For this reason we shall refer to 4) as the 
discount factor. If 4) is given by 4)(Zh, 0) = exp(0'Zh), the term 0AZh 
enters the log-linearized Euler equation for consumption. In addition 
to demographic variables, we also consider the presence of seasonal 
shocks to the discount factor. They will be reflected by the presence 
of seasonal dummies among the determinants of the discount factor. 

An implicit and potentially controversial assumption often used in 
papers that estimate Euler equations for consumption is separability 
of the utility function between consumption and leisure. While in this 

8 The constant of eq. (1) includes the log of the discount rate and various terms 
reflecting second and higher moments of the conditional distribution of t+ ,. If t+ 1 is 

conditionally lognormal, the constant will include only the variances of consumption 
growth and the interest rate as well as their covariance. 

9 This is true even if preferences are homothetic, as long as some heterogeneity 
affects budget shares. In our application we use the Stone price index, which defines 
log(P) as the share-weighted sum of the log of commodity price indices. 
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paper we do not explicitly model labor supply behavior, we argue 
that nonseparability between consumption and leisure can be taken 
into account in a very simple way. Common sense tells us that the 
level of utility obtained from a given amount of expenditure depends 
on labor force participation variables: when a member of the house- 
hold works, he or she will have to bear a number of job-related ex- 
penses that will be reflected in total consumption expenditure. These 
job-related expenses will affect both the intertemporal allocation of 
expenditure (normally increasing expenditure when leisure is low) 
and the intratemporal allocation (by making leisure-intensive com- 
modities relatively more expensive). Therefore, we introduce as de- 
terminants of the marginal utility of consumption a number of labor 
supply variables, reflecting both employment status and hours. This 
strategy allows us to avoid the formal modeling of labor supply, with 
the complications arising from corner solutions and institutional con- 
straints. This strategy obviously identifies only conditional prefer- 
ences (see Browning and Meghir 1991).1o 

To summarize, the Euler equation that we estimate is 

Alog(c + l) = constant + u log(1 + rt+ l) + O'Az + 
I 

+ F+l, (2) 

where z includes seasonal dummies, demographics, and labor supply 
variables. 

IV. Econometric Issues 

As we said in Section II, the CEX survey is a rotating panel. Rather 
than employing the (short) panel dimension of the survey, we decided 
to construct synthetic panels. As in the descriptive analysis of Section 
11B, we define cohort by the year of birth of the household head. 
Our technique is equivalent to using the interaction of time and 
group dummies as instruments. We impose an age limit (23-60) and 
a cell size limit (150) on the cohorts we consider, so that our synthetic 
panel is not balanced. "l 

There are several advantages in the use of synthetic panel tech- 
niques to estimate an Euler equation. First, averaging over individuals 
belonging to a group should eliminate additive idiosyncratic measure- 

10 We also allow for leisure effects in the demand system estimated in Sec. VI, thus 
producing price deflators that depend on leisure. 

11 See Browning, Deaton, and Irish (1985), Deaton (1985), and Moffitt (1993). We 
also experimented with groups formed by year of birth and educational attainment. 
The education groups were the same as those used in the estimation of the demand 
system. The reason we report results based only on birth year cohorts is that by crossing 
cohorts and education groups, we are left with very small cells, giving rise to extremely 
noisy data. The results were extremely imprecise. 
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ment error. Second, it is known that if the panel dimension is short, 
the introduction of household-specific fixed effects gives inconsistent 
estimates, unless the instruments used are strictly exogenous (see 
Runkle 1991). Taking cohort averages over long time periods can get 
around this problem: because we observe groups for the whole sam- 
ple period (at least potentially), the relevant dimension is the total 
length of the period covered by the survey, not the length of time 
each household stays in it. A similar argument can be made about 
the presence of aggregate shocks. If we think our sample is long 
enough so that expectational errors are averaged out, the use of more 
or less standard instrumental variable techniques gives us consistent 
estimates. This solves the small T problem discussed by Chamberlain 
(1984) and Hayashi (1987).12 Third, we do not need to worry about 
attrition as much as we would if we were using a long panel. In this 
respect, as stressed by Moffitt (1993), the use of a time series of cross 
sections has some advantages relative to the use of panel data. Fourth, 
even though we work with aggregate data, in that we sum over the 
individuals belonging to a certain group, we can control the aggrega- 
tion process directly. In this respect, we can perform interesting exer- 
cises to evaluate the extent of aggregation biases. 

The use of synthetic panels, however, does not by itself solve some 
important econometric problems. First, it does not help deal with 
nonadditive measurement error. We should stress that any form of 
nonadditive measurement error in the variables of which we take 
averages induces inconsistent estimates. Second, it does not eliminate 
concerns about nonrandom attrition. In particular, we have to rely on 
the assumption that the population from which the sample is drawn is 
homogeneous over time. This assumption might be violated if, for 
instance, there is a relationship between mortality and wealth. If this 
is the case, each cohort would become progressively "richer" as it 
ages, and therefore we would overestimate the rate of growth of 
consumption for older cohorts. 

The choice of the interval that defines a cohort (in our case 5 
years) is arbitrary. On one hand, one wants to have cells that are 
relatively homogeneous and therefore chooses a narrow interval; on 
the other hand, it is desirable to have large-size cells, therefore reduc- 
ing the sampling noise of the resulting pseudo panels. In addition to 
taking into account this basic trade-off, one wants to define the co- 
horts so that the resulting panels are able to identify the effects of 
variables deemed to be important. If one defines a cohort with a very 

12 Of course this argument impinges on the assumption that our sample is large 
enough so that expectational errors are averaged out. While 44 quarterly observations 
might not be a very large number, it should be stressed that our sample period includes 
two recessions and a long period of moderate growth. 
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wide interval, say 40 years, variables such as the demographics would 
exhibit very little variation and their coefficients would be poorly 
identified. 

Having defined many cohorts, we can estimate a consistently aggre- 
gated version of equation (2) for each cohort separately or for all 
cohorts simultaneously, using appropriate instrumental variable tech- 
niques. In what follows, when considering more cohorts, we choose 
the latter alternative. 

Averaging over cells of relatively small size induces measurement 
error in the levels, which in turn implies an MA(1) structure in the 
first differences (details are given in the Appendix). Our data do 
indicate negative first-order autocorrelation, thus suggesting that 
measurement error is an important issue. As a consequence, the in- 
struments lagged one period are invalid. However, instruments 
lagged two and more periods yield consistent estimates. 

The panel dimension of the CEX implies that temporally adjacent 
cells do not include completely different households. For instance, 
households at their first interview in time period t appear also at time 
t + 1, t + 2, and t + 3. On the other hand, those at the fourth and 
last interview at time t also appear at time t - 1, t - 2, and t - 3. 
This pattern implies some problems in the construction of instru- 
ments yielding consistent estimates that are discussed in detail in the 
Appendix. 

The presence of MA(1) residuals for each cohort is not the only 
problem with the error structure of equation (1). Because we estimate 
it for N cohorts simultaneously, the expectational errors for a given 
time period for different cohorts are likely to be correlated. We allow 
for contemporaneous correlation among the residuals of different 
cohorts. We also allow for the presence of arbitrary heteroscedasticity, 
which is likely to arise because of differences in cell sizes. 

The complicated error structure of equation (1) estimated for sev- 
eral cohorts simultaneously has to be taken into account in the con- 
struction of an efficient estimator and in the estimation of its standard 
errors.13 Details are provided in the Appendix, where we describe 
the generalized method of moments (GMM) estimator we use as well 
as the choice of the instruments. 

V. The Euler Equation for Total Nondurable 
Consumption 

As stressed in the Introduction, most of the empirical work on inter- 
temporal substitution has used either aggregate data or micro data 

13 A generalized least squares type transformation can generate inconsistent esti- 
mates if it involves filtering the system backward (see Hayashi and Sims 1983). 
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that contained only limited information on consumption, namely ex- 
penditure on food. The use of a time series of cross sections with 
detailed and exhaustive information on expenditure allows us to esti- 
mate the parameters of a flexible specification of preferences and 
also to replicate the results of other researchers. Not only are the 
overidentifying restrictions of our specification not rejected, but we 
can also explain the rejections typically obtained by other researchers. 
In this section, we address the issue of aggregation across consumers 
and the necessity to control for the effects of demographics and labor 
supply on the marginal utility of consumption. We show that the 
former can explain rejections of the overidentifying restrictions, and 
the latter accounts for the so-called excess sensitivity of consumption 
growth to labor income. In Section VI we evaluate the problems con- 
nected to the use of food expenditure as a measure of consumption, 
and in Sections VII and VIII we deal with the aggregation across 
commodities. 

A. Aggregation across Consumers 

Nobody would doubt that actual consumers are heterogeneous. The 
issue, however, is to establish to what extent heterogeneity affects 
inferences on the intertemporal optimization model based on aggre- 
gate data.'4 Using a long time series of U.K. cross sections, Attanasio 
and Weber (1993) have shown that aggregation bias can explain the 
rejection of the overidentifying restrictions implied by the model. 
The Euler equation derived from isoelastic preferences implies a non- 
linear relationship between consumption and the interest rate at the 
individual level. Using aggregate data to estimate and test such a 
relationship is equivalent to taking the log of the mean rather than 
the mean of the log. One of the advantages of working with a time 
series of cross sections is that one can control the aggregation process 
directly: we can aggregate any known nonlinear function of the indi- 
vidual data and evaluate the effects of improper aggregation. 

Equation (2) can be aggregated across consumers to obtain a similar 
equation for aggregated data: 

14 The use of a representative consumer can be justified, theoretically, if one assumes 
the existence of perfect insurance markets. Attanasio and Davis (1994) show over- 
whelming evidence against this hypothesis. Furthermore, even in the presence of com- 
plete markets, the nonlinearity issue would still be relevant, unless we impose special 
preferences on the individual agents. In a recent paper, Mace (1991) reports results 
obtained using the CEX that could be interpreted in favor of the perfect insurance 
hypothesis. However, they could simply reflect the presence of measurement error. 
Cochrane (1991), using PSID data, finds evidence against the hypothesis. 
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h A log(c^ 1 ) = constant + or log(I + r,+ 1) 

h h (l ) 

+ Of~> Az hI+, + Ej h.'. (' + H EAt+l H E t+l1 

In the absence of individual data, researchers have estimated 

A log c^+1 = constant + C log(1 + rt+ 1) 
h 

+ ' Alog I Zh+1) + vt+i. 

In table 2, we present estimates of equations (1') and (1"). We did 
not search for a satisfactory specification: the exercise is meant only 
to show the effects of incorrect aggregation. 

Row 1 in table 2 reports estimates for the correctly aggregated 
nondurable consumption measure. Row 2 reports estimates for the 
incorrectly aggregated model (we have taken the logarithm of the 
arithmetic mean, as is normally done on aggregate time-series data).'5 
Four seasonal dummies (S1-S4) are introduced to take into account 
seasonality in preferences. Changes in family size are also used as an 
explanatory variable to take into account that, in aggregate studies, 
consumption is usually expressed in per capita terms.16 The real in- 
terest rate is the final explanatory variable and is treated as endoge- 
nous in estimation. The GMM estimator used is the same as that used 
for the subsequent tables and is described in detail in the Appendix. 
The instrument set includes the second and fourth lags of consump- 
tion growth, the second lag of inflation and the interest rate, the 
seasonal dummies, and the change in log family size. The sample size 
is 39 because we aggregate the whole sample instead of considering 
separate cohorts. 

The key difference between the two columns occurs in the Sargan 
test for overidentifying restrictions. The test statistic (defined in the 
Appendix) is sensitive to the instrument set used in estimation: to 
enhance its power we have chosen a parsimonious list of overidentify- 
ing instruments on the basis of first-stage regressions. With the cho- 
sen instruments, we find that the test rejects the null in column 2 but 
fails to reject it in column 1. The test result for the specification that 

'5 We have used CEX-provided population weights to enhance comparability with 
published national accounts data, but similar results obtain when unweighted averages 
are taken instead. 

16 If the family size variable is omitted or its coefficient constrained to unity, the 
results are similar. 
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TABLE 2 

ESTIMATES BASED ON AGGREGATE CEX DATA (Weighted) 

H Alog(c'+1) = intercept + 6rt+I + l Alog(famsize)^+1 + v+1 

Sargan Criterion 
o Cf (p-Value) 
(1) (2) (3) 

.855 .214 2.02 
(.256) (.381) (.569) 

A logI ct+1 = intercept + arrt+1 + -A log (j famsizet+ 1) + Dt+ I 

Sargan Criterion 
o v (p-Value) 
(1) (2) (3) 

.474 .452 8.42 
(.246) (.411) (.038) 

NOTE.-MA(l)-consistent standard errors are in parentheses. The intercept in each equation is season-specific. 
Instruments used are the second and fourth lags of consumption growth, the second lag of inflation, and the 
interest rate, plus the following exogenous explanatory variables: S1-S4 and A log(famsize). The Sargan criterion 
is a x2test of the overidentifying restriction with three degrees of freedom. 

uses arithmetic averages is in line with the evidence from aggregate 
data, where overidentifying restrictions are typically rejected (e.g., 
Hansen and Singleton 1982).17 

Incorrect aggregation is a plausible explanation of this result. The 
difference between the geometric and arithmetic average is an index 
of inequality, which, as shown by Attanasio and Weber (1993), is 
serially correlated and covaries with business cycle indicators. Because 
the instruments include lags of the endogenous variables, they are 
likely to be correlated with it. 

B. Demographics, Labor Supply, and Excess Sensitivity 

Following Flavin (1981), several papers have used aggregate and indi- 
vidual data to study the relationship between expected consumption 
growth and expected income growth. The papers by Campbell and 
Mankiw (1989) on the macro side and by Hall and Mishkin (1982) 

17 When we employ the much larger instrument set used to produce the estimates 
from a larger sample reported in the following tables, the Sargan test fails to reject 
the null for both specifications. However, the misspecification of the equation that uses 
arithmetic means is detected by an autocorrelation test and by some evidence of excess 
sensitivity of consumption to income. When we add income growth to the specification 
in table 2, we find some weak evidence of excess sensitivity, particularly if we fail to 
control for family size. 
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and Zeldes (1989) on the micro side are only a few examples of the 
many studies that performed "excess sensitivity" tests. The idea is 
that under a simple version of the life cycle model, there should be 
no relationship between these two variables, since consumers with a 
concave utility function should smooth expected income fluctuations. 
However, besides the aggregation problems discussed above, these 
studies neglect the possibility that the marginal utility of consumption 
is affected by demographic or labor supply variables. 

In column 1 of table 3, we report the results obtained estimating 
equation (2) with the addition of the rate of growth in labor income 
and, as a sole control for demographics, the log change in family size. 
The estimates are obtained using the GMM technique described in 
the Appendix for several cohorts simultaneously. The instruments, 
including several lags of the variables included as well as seasonals, 
age, and age squared, are listed in the table note. Below the variable 
names we report the R2's of the first step regression of each of the 
variables on the instruments (for the longer sample)."8 

The coefficient on the interest rate is almost 0.4, but is imprecisely 
estimated. The coefficient on labor income growth, however, is 0.25 
with a t-statistic above four. Excess sensitivity is enhanced if we elimi- 
nate the family size variable. The Sargan test of overidentifying re- 
strictions does not reject the null. In column 4 the same equation is 
estimated for a shorter sample that excludes data for 1980 and 1981, 
which were collected with a slightly different methodology (see the 
discussion in Sec. VI). These results are qualitatively similar to those 
of column 1 and are consistent with most of the results in the litera- 
ture, which have been interpreted as an indication of excess sensitivity 
of consumption to income. 

In column 2 (and 5 for the shorter sample), we add to the specifica- 
tion in column 1 several variables that are meant to capture the effects 
of changing family composition and labor supply on the discount 
factor 4Q(). After trying several specifications, we settled on the one 
reported. The main conclusions we draw are robust to the inclusion 
of additional demographic variables or to the exclusion of some of 
the less significant ones. 

In the specification reported, the discount factor 4( ) is assumed to 
depend on seasonal dummies, on the log of family size, on the num- 
ber of children between the ages of 0 and 15, on a dummy that equals 
unity if the wife works full-time, on the log of annual hours of leisure 
enjoyed by the wife (computed as 5,000 minus the number of hours 
of work), and on a dummy for single individuals. Other variables that 

18 We also tried the rate of growth in total after-tax family income and different 
instrument sets, and we obtained comparable results. 
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TABLE 3 

EULER EQUATION FOR TOTAL CONSUMPTION EXPENDITURE 
(Using Stone Price Index to Deflate Total Nondurable Expenditure) 

Alog($tj) = constant + crlog(l + rt+i) + O'A $^' + Et+1 

1981:3-1990:4 1982:3-1990:4 
(Cohorts 1-8; N = 288) (Cohorts 1-8; N = 256) 

(1) (2) (3) (4) (5) (6) 

Real interest rate .392 .341 .149 .386 .480 .331 
.51 (.280) (.276) (.347) (.212) (.282) (.316) 
A log(famsize) .365 1.172 .948 .534 1.539 1.413 
.16 (.186) (.399) (.479) (.178) (.383) (.417) 
Children - .539 - .453 - .617 - .558 
.18 (.169) (.200) (.186) (.192) 
Aww - 1.551 - 1.560 - 1.808 - 1.826 
.12 (.666) (.639) (.665) (.649) 
A ln(wl) -2.578 -2.486 -3.207 -3.011 
.07 (.835) (1.046) (1.185) (1.144) 
Single -2.239 -2.157 -2.744 -2.567 
.07 (.912) (.906) (.828) (.987) 
A log(labor income) .247 .100 .200 .094 
.24 (.058) (.103) (.060) (.089) 
Sargan criterion 24.85 11.66 12.34 30.13 12.11 13.06 
(p-value) (.36) (.92) (.87) (.15) (.91) (.84) 

NOTE.-Asymptotic standard errors are in parentheses. All specifications include a constant and three seasonal 
dummies. The instrument set is the same across columns and includes the second to fourth lags of consumption 
growth, inflation, nominal interest rates, and labor income growth; the second and third lags of all the other 
variables listed; the second and third lags of the number of earners; three seasonal dummies; age; age squared; 
and a constant. The numbers under the variable names are the R2's of the first step regression on the 1981:3-1990:4 
sample. ww is the dummy for the wife working full-time, ln(wl) is the log of the wife's annual hours of leisure, 
single is the dummy for single consumers, and children is the household members between the ages of 0 and 15. 

were considered during the specification search include the number 
of children of various ages, a dummy for part-time working wife, and 
the number of earners.'9 We also considered variables such as the 
number of vehicles and dummies for homeownership. 

All variables in the equation, with the exception of seasonals, are 
instrumented. There are two reasons for using this procedure. First, 
some of the variables considered are choice variables determined si- 
multaneously with consumption. Second, given the size of our sam- 
ple, they all are subject to measurement error. As argued above, the 
presence of measurement error and therefore of MA(1) residuals 
makes lag 1 instruments invalid. The instruments used were second, 
third, and fourth lags of interest rates, consumption, and income 
growth and inflation; the second and third lags of all the variables 

19 The cohort average of a dummy variable (such as that for working wives) measures 
the proportion of households, within a particular quarter-cohort cell, that meet a 
specified condition. 
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considered in the discount factor; and the number of earners, age, 
age squared, a constant, and three seasonal dummies. 

The point estimate of the coefficient on income is more than halved 
and that of its standard error increased, so that the coefficient is not 
statistically different from zero. In column 2 (but not in col. 5), the 
point estimate of the coefficient on the interest rate is also greatly 
reduced. In both columns 2 and 5, the Sargan test fails to reject the 
overidentifying restrictions. 

In columns 3 and 6, we report our favorite specification, obtained 
eliminating from columns 2 and 5 the rate of growth in income. The 
coefficient on the interest rate, which in the present specification is 
equal to the elasticity of intertemporal substitution, is estimated at 
0.34 in the long sample and at 0.48 in the short one, but without 
much precision. Once again, the Sargan test does not reject the null. 

C. Interpretation 

The results discussed in this section show that the rejections of the life 
cycle-permanent income model typically obtained in the empirical 
literature on consumption using aggregate time-series data can be 
explained by aggregation problems and by the failure to control for 
important factors such as the effect that demographics and labor 
supply variables have on utility. In table 2, we have shown that nonlin- 
earities can lead to rejections of the overidentifying restrictions. In 
table 3, we have shown that excess sensitivity disappears once some 
demographic and labor supply variables are allowed to affect the 
discount factor. It should be stressed that this result cannot be ex- 
plained by large measurement error in our measure of labor income 
or by the inability of the instruments to capture its variability: the R2 
of the first-stage regression for income is above .2, higher than that 
for the demographic and labor supply variables, and we do obtain 
excess sensitivity when we do not control for demographic and labor 
supply variables. Nor can the result be explained by excessive noise 
induced by a large number of insignificant variables: the point esti- 
mate of the coefficient on income is considerably reduced by the 
introduction of the various controls.20 

20 Following Zeldes (1989) and Runkle (1991), much of the consumption literature 
that used micro data has tested for excess sensitivity by dividing the sample on the 
basis of income or wealth. The idea is that wealthier individuals are less likely to exhibit 
excess sensitivity. Here we do not pursue this line of research for several reasons. First, 
we do not have a true panel but work with a pseudo panel. It is therefore impossible 
to split the sample on the basis of variables that change over time, such as income and 
wealth. Furthermore, we have shown that in our data, one observes excess sensitivity 
when one fails to control properly for demographics and does not when such controls 
are introduced. When we performed the same exercise separately on younger cohorts 
(and therefore more likely to be liquidity constrained), we obtained the same result. 
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As is evident from the estimates, some of the demographic variables 
are quite important. Attanasio et al. (1995) plot the life cycle profiles 
for the discount factors implied by a specification similar to the pres- 
ent one and estimated on the same data set. They show that, when 
used to solve and simulate a life cycle model, these estimated discount 
factors are able to generate not only the hump-shaped profile that 
characterizes life cycle consumption but also the differences across 
education groups.2' 

The specification presented in columns 3 and 6 of table 3 is theoret- 
ically appealing and does not present signs of excess sensitivity. Fur- 
thermore, the overidentifying restrictions are not rejected. The equa- 
tion, however, could be misspecified if intertemporal allocation 
cannot be described by using a single price index. In Sections VII 
and VIII we address the issue of aggregation across commodities. 
But first we look at the consequences of proxying consumption with 
the expenditure on food. 

VI. Food Consumption 

Most of the U.S. literature on the life cycle model based on micro 
data has used the PSID, which contains only information on food 
consumption.22 This is a very serious limitation. The assumption nec- 
essary to justify the use of food to study the intertemporal allocation 
of consumption is that utility is separable between food and other 
consumption goods. All available studies of demand systems strongly 
reject such a hypothesis. Furthermore, if the aim of the exercise is to 
estimate behavioral parameters, such as the elasticity of intertemporal 
substitution, it is questionable whether those obtained using food 
consumption are indicative of the substitutability over time of total 
consumption. Finally, the isoelastic specification often assumed in em- 
pirical studies is particularly ill suited for food, which is a necessity 
(i.e., the budget share of food falls as the budget rises). 

In table 4, we report the results obtained estimating equation (2) 
with consumption defined as expenditure on food. The specification 
of the equation is similar to that estimated by several authors, such 
as Zeldes (1989), Runkle (1991), and Keane and Runkle (1992). In 
column 1 the rate of growth in food consumption at the cohort level 
is related to the real interest rate (obtained subtracting the rate of 
growth in food prices from the nominal rate) and to other control 
variables such as seasonal dummies and the log of family size. Instru- 

21 Even though the taste parameters are assumed to be the same across education 
groups, the discount factors (and therefore the implied consumption profiles) will 
differ because the forcing variables-demographics and labor supply-differ across 
education groups. 

22 A notable exception is the paper by Lusardi (1992), who also used the CEX. 
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TABLE 4 

ESTIMATES BASED ON FOOD CONSUMPrION (N = 288) 

(1) (2) (3) (4) 

A log(famsize) .459 .271 .292 .383 
(.142) (.165) (.158) (.160) 

Real interest rate -.733 -.862 -.551 -.369 
(.253) (.277) (.363) (.323) 

A log(labor income) .177 .101 
(.067) (.089) 

A log(other nondurables) .170 .189 
(.104) (.088) 

Sargan criterion 12.1 11.6 10.2 10.2 
(p-value) (.88) (.86) (.89) (.95) 

NOTE.-MA(1)-consistent standard errors are in parentheses. Instruments used are second, third, and fourth 
lags of food and other durable consumption growth, income growth, inflation, and the nominal interest rate; the 
second lag of family size growth; and the following exogenous variables: S1-S4, age, and age squared. The Sargan 
criterion is a x2test of the overidentifying restriction. 

ments used include second to the fourth lags of interest and inflation 
rates; second to the fourth lags of income, food, and other nondura- 
ble consumption growth; and a polynomial in age and lagged demo- 
graphics. The results are not greatly affected by the introduction of 
other demographic variables or by a change in the instruments. 

The estimate of the coefficient on the interest rate is negative and 
statistically different from zero. The Sargan criterion does not indi- 
cate a rejection of the overidentifying restrictions. 

In column 2, we add to the specification the rate of growth in labor 
income. The coefficient of this variable is estimated at 0.18 with a 
standard error of 0.07. Its introduction does not considerably affect 
the remaining coefficients or the test of overidentifying restrictions. 

In column 3, we add to the specification in column 2 the rate of 
growth of consumption of other nondurable commodities. The coef- 
ficient on this additional variable is estimated at 0.17 with a standard 
error of 0.10, which makes it marginally different from zero. The 
point estimate of the coefficient on income is greatly reduced and is 
no longer statistically different from zero. The coefficient on the in- 
terest rate is still negative and (marginally) different from zero. 

In column 4, we remove the rate of growth of income. The coeffi- 
cient on other nondurables is now strongly significant. The coefficient 
on the interest rate, however, is still negative but not statistically dif- 
ferent from zero.23 

23 The food figures for 1980 and 1981 might be of particularly low quality. Because 
of this we reestimated the columns in table 4 over the period 1982:3-1990:4. The 
results, available on request, are very similar to those in table 3. 
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We interpret the evidence in table 3 as indicating that the nonsepa- 
rability between food and other nondurables is a potentially impor- 
tant problem. 

The estimates of the elasticity of food consumption growth to the 
real interest rate presented here differ from those available in the 
literature (see, e.g., Zeldes 1989; Runkle 1991; Keane and Runkle 
1992). These differences could be due to a variety of factors includ- 
ing, for instance, the use of a different survey in which the timing of 
food expenditure is better determined. An important difference oc- 
curs in the econometric methodology. The use of synthetic panels 
(rather than a short panel at the individual level) affords important 
gains in the time dimension of the sample. Given that the error term 
has an expectational component, this is a matter of great importance. 

VII. The Allocation of Consumer Expenditure 
over Time with Multiple Commodities 

Food is a necessity and, as we have shown in the previous section, is 
unlikely to be separable from other nondurables. Therefore, food 
expenditure is inadequate to study the intertemporal allocation of 
consumption. On the other hand, even when data on total nondura- 
ble expenditure are available, it is not obvious that its intertemporal 
allocation could be described, in the presence of large changes in 
relative prices, by a single price index. It might be necessary to model 
the intratemporal and the intertemporal allocation of consumption 
simultaneously. 

In this respect, several modeling strategies are available. One could 
formulate within-period utility as a function of several commodities 
and consider the Euler equation for each of them. The main problem 
here is to find a flexible direct utility function that nests the isoelastic 
case (and for which integrability conditions can be imposed by setting 
data-independent restrictions on the parameter space). Alternatively, 
one could consider flexible specifications for marginal utilities and 
estimate the Euler equations from them. In this case, however, quasi 
concavity of the implied utility function might be hard to impose. 
Finally, one can choose to work with an indirect utility function that 
captures both nonhomotheticity and nonseparability. 

We adopt this last strategy. While most of the theoretical results 
used in the analysis are well known at least since Gorman (1959), the 
specification of preferences we present is relatively new. We intro- 
duce an empirically tractable way to consider the intertemporal allo- 
cation problem when within-period utility depends on several com- 
modities. Our specification relaxes the assumption of homotheticity 
and therefore does not allow the characterization of intertemporal 



1144 JOURNAL OF POLITICAL ECONOMY 

allocation by means of a single price index. The homothetic case, 
however, is nested as a special case and can be obtained with simple 
restrictions on the parameters we estimate. Our specification of pref- 
erences is similar to that used by Blundell, Browning, and Meghir 
(1994) but presents the key advantage of producing an Euler equa- 
tion for consumption that nests equation (1) when preferences are 
homothetic. 

When one considers several commodities, one can think of ct as 
total expenditure deflated by an appropriate price index. However, 
as Gorman (1959) proved, only under very stringent conditions can 
the intertemporal optimization problem be determined on the basis 
of a single price index. 

One can interpret the standard objective function of the dynamic 
optimization problem as the utility index of a consumer who breaks 
her optimization problems into two steps: in the first step, she decides 
how much expenditure X to allocate to each time period. In the sec- 
ond step, she allocates X to different goods (ql, . . ., qN), given their 
relative prices and X (some goods will be luxuries, some necessities). 
Suppose that the second step produces demand equations of the 
almost-ideal type (see Deaton and Muellbauer 1980): 

Xi= pi = E ytln(pjt) + Pi[ln(Xt) - lna(pt)], (3) 

where the p's are individual prices (p is the corresponding price vec- 
tor); at, -y, and P3's are preference parameters (which may be functions 
of demographic characteristics, employment, etc., as in Blundell, Pa- 
shardes, and Weber [1993]); and 

ln[a(pt)] = a + I cti ln(pit) + .5 > E IY ln(pit) ln(pjt). 

If all the P3's are zero, preferences are homothetic, and the indirect 
utility function for period t consumption is 

-a (pt) 

where F[*] is a monotonic transformation (which cannot be identified 
from the demand system alone and determines the intertemporal 
allocation). Equation (4) implicitly defines ct as nominal expenditure 
Xt deflated by the linear homogeneous price index a(pt). 

On the other hand, if the P's are nonzero, violating homotheticity, 
the indirect utility function becomes 

F[ )] 1- (b(pt)1 
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where b(p,) = fipti, that is, a zero-degree homogeneous price index 
(adding up implies I Pi = 0). This second price index takes into 
account the different impact price changes have on utility according 
to the type of good they refer to (Pi > 0 for luxury goods, Pi < 0 for 
necessities). 

Neglecting the existence of this second price index may lead to 
spurious inferences. Equation (1) will suffer from omitted variable 
bias because no account is taken of changes in b(pt) over time. This 
problem is particularly severe if over the sample period analyzed 
there are large changes in relative prices across luxuries and necessi- 
ties (e.g., if luxuries become relatively more expensive in booms and 
cheaper during recessions). 

If the maximand of the dynamic optimization problem is 

'z' 1 fx 
- 

1b(pt)V 1(1/a) eozt 
I /1r) a[(p) J (1 + B)y (6) 

the Euler equation (1) becomes (after some manipulations) 

Aln(ct+ 1) = + a r,*+ l - AIn b(pt+ I) 
b(p,+1) =7 b)p + 1t+ 

- A In (ct +i) -I i(ct + )] + OAzt+ 1.(7 

This expression simplifies to equation (2) when all the P3's are zero 
(in which case b(p) = 1).24 

When the P3's are not zero, the second price index rescales the 
dependent variable and it affects the definition of the real interest 
rate. The real interest rate (normally obtained by subtracting from 
the nominal rate the rate of inflation in a(p)) is further deflated by 
the growth rate of the second price index, b(p), and by a correction 
term, which is the difference between consumption growth as nor- 
mally defined and the dependent variable. This specification is easy 
to estimate, particularly if the 13's are known in advance: this is the 
case if we estimate Engel curves separately in each year.25 

24 Blundell, Browning, and Meghir (1994) estimate an Euler equation similar to (7), 
but with further nonlinearities. Their analysis is different in two respects. On the one 
hand, their demand system is consistent with a wider pattern of Engel curves (and 
nests the almost-ideal case from which we start). This is useful for welfare analysis, as 
stressed by Banks, Blundell, and Preston (1994). On the other hand, their monotonic 
transformation in V* takes as argument a nonlinear function in X. This second feature 
implies that even in the homothetic case their Euler equation does not simplify to 
eq. (1). In the almost-ideal case, e.g., their Euler equation involves taking the logarithm 
of log(consumption), a particularly unappealing data transformation, which rules out 
very low but theory-consistent consumption levels. 

25 Demographic variables will enter eq. (7) in two ways: directly, as taste shifters 
affecting the discount factor 4 (defined in Sec. III), and indirectly, via the two price 
indices, a(p) and b(p). 
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In equation (7), a is no longer the elasticity of intertemporal substi- 
tution (EIS): its multigood definition is EIS = (-) V*IXV* (Browning 
1987), where an x subscript denotes the partial derivative with respect 
to X. This implies 

EIS cr~b(p) 8 
1 + a+[b(p) - 1] (8) 

VIII. Estimation Results for Nonhomothetic 
Preferences 

If some goods are necessities and other goods are luxuries, and their 
relative prices change, then at least two price indices are needed to 
deflate nominal expenditure. Failing to model the features of prefer- 
ences that prevent the consideration of a single price index (non- 
homotheticity) introduces an omitted variable problem that can in- 
duce serious biases. 

In figure 5, we plot the relative price of food and other nondura- 
bles over the 1980s, which presents a substantial amount of variability. 
In particular, around 1986 the relative price of food and other non- 
durables exhibits a substantial shock. This is due to the decline in the 
prices of oil products, which are included in nondurables. 

One can observe changes in consumption shares that correspond 
to these changes in relative prices. In figure 6, we plot the average 
share of food in nondurable expenditure over the 1980s. The graph 
exhibits a substantial drop in 1982 followed by a more gentle decline 
up until 1985, when the share of food starts to increase again. Part 
of the dramatic drop of 1982 is probably explained by data prob- 
lems.26 For this reason, we report results for both the whole sample 
and a subsample that excludes the first two years. 

In the empirical implementation of the model presented in subsec- 
tion A, we proceed in two steps. We first estimate a flexible demand 
system that satisfies integrability conditions. The results obtained in 
this step are then used to construct the price indices necessary to 
characterize intertemporal allocation. We then estimate the corre- 
sponding Euler equation. 

26 The BLS runs a separate sample, based on diaries rather than interviews, to collect 
information on expenditure on food and other frequently purchased items. In 1980 
and 1981 (but not in later years), average food consumption was substantially higher 
in the interview survey than in the more reliable diary survey. A direct comparison 
with the share of food that can be computed from National Income and Product 
Accounts figures is not feasible because of definitional differences in some of the items 
included in nondurable consumption. The aggregate food share shows a constant and 
gentle decline that slows down around 1985. 
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A. Demand System 

We split total nondurable expenditure on food and all other nondu- 
rable goods and services. This split, while arbitrary, has the advantage 
of grouping (potential) necessities separately from (potential) luxuries 
and of defining commodities for which zero expenditures are not 
reported. 

The two-commodity demand system we estimate is of the almost- 
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ideal type (see eq. [3] above): the dependent variables are the budget 
shares of food and of other nondurables, and the explanatory vari- 
ables are their prices and total nondurable expenditure (the budget), 
deflated by a linearly homogeneous price index, a(p). Because the 
budget shares add up to one, an equation is redundant and we esti- 
mate and report just the food equation without loss of generality. 

In principle, all preference parameters (x, -y, and 13's) could vary 
across households. We restrict their variation in the following ways: 
we assume -y's and P3's to be constant within educational groups and 
the ot's to depend on a few demographic and labor market variables. 
We therefore estimate separate budget share equations for food for 
each of four groups formed on the basis of the educational attainment 
of the household head: high school dropouts, high school graduates, 
college dropouts, and college graduates. For each educational group, 
the ox parameter (which affects both the intercept and the a(p) index 
deflating nominal expenditure) is allowed to depend on some deter- 
ministic variables (seasonal dummies and a zero-one indicator for the 
1980-81 wave of interviews), some demographic indicators (age of 
the head, single adult dummy, total number of family members, and 
the number of children), and a few zero-one labor market variables 
(head unemployed, second adult works full-time, second adult works 
part-time, and log of female leisure). All these variables significantly 
affect the budget share of food for at least one educational group, 
but none of the nondeterministic variables plays a key role in de- 
termining the 13 parameter, that is, the degree of nonhomotheticity. 

In order to avoid the measurement error problems (discussed in 
Blundell, Pashardes, and Weber [1993]) typical of household-level 
data, we have estimated consistently aggregated budget share equa- 
tions at the cohort level. This is equivalent to treating all explanatory 
variables as endogenous and using year-quarter-cohort dummies as 
instruments. We concentrated on 10 year-of-birth cohorts and there- 
fore have 430 observations for each equation. In estimation we im- 
pose all theory restrictions (homogeneity is never rejected; symmetry 
is marginally rejected in two of the four equations). 

In table 5, we report parameter estimates for IB and descriptive 
statistics of some key elasticities by educational group. Two things are 
worth noticing. First, the estimates confirm, not surprisingly, that 
food is a necessity. Second, the budget elasticities of food expenditure 
decline monotonically with educational attainment, ranging from 
0.88 for high school dropouts to 0.61 for college graduates. Price 
elasticity is lowest for college graduates and (in absolute value) consid- 
erably less than unity. 

These results imply that one needs at least two price indices to 
describe intertemporal allocation over time. This follows from the 
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TABLE 5 

ELASTICITIES DERIVED FROM THE DEMAND SYSTEM 

Budget Elasticity Uncompensated Price 
13 at the Mean Elasticity at the Mean 

High school dropouts -.064 .877 -.577 
(.016) (.03) (.06) 

High school graduates -.074 .841 -.513 
(.016) (.035) (.06) 

College dropouts -.099 .781 -.580 
(.011) (.025) (.06) 

College graduates -.166 .616 -.438 
(.011) (.027) (.08) 

NOTE.-Standard errors are in parentheses. The standard errors of the elasticities at the mean are computed 
using the delta method. 

fact that food consumption is a necessity and from the fact that over 
the sample period the relative price of food and other nondurables 
changed dramatically. 

B. Euler Equations 

In table 6, we report the results obtained estimating the Euler equa- 
tion (7). They incorporate the estimates of the demand system dis- 
cussed above through the price indices.27 For comparison, the speci- 
fications reported are equivalent to those in columns 3 and 6 of table 
3. The estimation method and the instruments used are also the same. 

The coefficient on the interest rate is no longer equal to the EIS, 
but it is related to it by the expression in equation (8). In practice, 
however, the estimated parameters of our demand system and the 
behavior of relative prices imply a very small variability of b(p), which, 
in the sample, ranges from 0.99 to 1.01. Therefore, for all practical 
purposes, we can consider the estimated coefficients on the real inter- 
est rate as an estimate of the EIS. This coefficient is estimated at 0.56 
(s.e. = 0.22) for the whole sample and at 0.67 (s.e. = 0.19) for the 
shorter period. This estimate of the EIS is higher and more precise 
than the ones obtained with just one price index (see Sec. VB). In 
both columns the Sargan test of overidentifying restrictions does not 
reject the null. 

If we add to the chosen specification the rate of growth in labor 
income, as in table 3, its coefficient is small and insignificant. It is 
worth noting that first-stage regressions produce a reasonably high 

27 No attempt is made to correct the standard errors for the use of generated re- 
gressors. 
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TABLE 6 

EULER EQUATION FOR TOTAL CONSUMPTION EXPENDITURE 
(Using Stone Price Index to Deflate Total Nondurable Expenditure) 

Iln(ct+ = 1 
+ at*+I _ Inb(p+ ) - AI[ln(ct+) _ ln(ct+i)]} + 6AZt+1 

bA t 
+1- lb(t 

)b(pt+ 1) 

1981:3-1990:4 1982:3-1990:4 
(Cohorts 1-8; N = 288) (Cohorts 1-8; N = 256) 

(1) (2) 

Real interest rate .559 .668 
.43 (.224) (.189) 
A log(famsize) 1.351 1.619 
.17 (.357) (.340) 
Achildren - .498 - .487 
.18 (.156) (.155) 
Aww -.816 -1.469 
.12 (.442) (.967) 
A ln(wl) - 1.437 -.696 
.09 (.835) (.751) 
Asingle -1.214 -1.211 
.08 (.712) (.828) 
Sargan criterion 17.18 18.40 
(p-value) (.64) (.56) 

NOTE.-See the note to table 3. 

R2 for all explanatory variables, including labor income growth (for 
which R2 = .24). When we exclude all demographic and labor supply 
variables, the coefficient on income is much larger and significantly 
different from zero. This result confirms that the lack of excess sensi- 
tivity is not due to the inability of our instrument set to capture in- 
come growth variability. 

A comparison of tables 3 and 6 indicates that the explicit consider- 
ation of aggregation over commodities is important: point estimates 
of a key behavioral parameter (the EIS) are larger and more accurate. 
The estimate of a in the shorter sample goes from 0.48 to 0.67, and 
its estimated standard error drops from 0.28 to 0.19. 

Hall (1988) has argued that a proper choice of instruments leads 
to small estimates of the elasticity of substitution of consumption. 
Using aggregate data, Hall finds values for the EIS close to zero. 
Runkle (1991) reports estimates of the EIS of approximately 0.45 
using micro data on food consumption. We have shown that a speci- 
fication of the Euler equation estimated on micro data and total non- 
durable consumption yields even higher estimates, especially when 
explicit allowance for nonhomotheticity is made. 
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IX. Conclusions 

In this paper, we have shown that the intertemporal model of opti- 
mizing behavior for consumption is consistent with U.S. micro data. 
Our results contrast sharply with most of the existing literature in 
which theoretical predictions are rejected (Hall and Mishkin 1982; 
Zeldes 1989). The contrast is even sharper with papers that use aggre- 
gate time-series data (Hall 1988; Campbell and Mankiw 1989). We 
have shown that these differences can be explained either by the use 
of a very poor proxy for total consumption (food) or by aggregation 
problems. 

It is crucial to the empirical success of the model that preferences 
are modeled so as to take into account changes in family composition 
and labor supply behavior over the life cycle. As we recognize in 
the empirical analysis, such factors are not necessarily exogenous. 
Modeling fertility and labor supply is beyond the scope of this paper, 
and our analysis is therefore limited to the estimation of conditional 
preferences. 

The introduction of demographic and labor supply variables as 
determinants of the discount factor may be open to criticism. It could 
be argued that the large number of parameters we estimate reduces 
the power of standard tests of overidentifying restrictions or of tests 
of excess sensitivity of consumption to income. If income is affected 
by severe measurement error, then demographic and labor supply 
variables may capture the correlation between expected consumption 
and expected income, which would imply a rejection of the model. 
Furthermore, the sign and size of the coefficients on the demographic 
and labor supply variables might be difficult to interpret. 

The answer to these criticisms requires a further step, which we 
do not take in this paper. To establish whether the coefficients on 
demographics (and labor supply) are sensible, one should derive the 
consumption patterns implied by the estimated parameters, given 
"reasonable" demographic profiles as well as income and interest rate 
patterns. In a recent paper, Attanasio et al. (1995) show that a life 
cycle model similar to that presented here is able not only to generate 
the hump-shaped life cycle consumption that we observe in reality, 
but also to explain the differences in the shapes of life cycle profiles 
across education groups. This sort of evidence goes some way toward 
proving that the preference specifications we estimate are rea- 
sonable. 

We have devoted considerable attention to the issue of aggregation 
over different commodities. We have shown that ignoring it can con- 
siderably affect the estimates of some key behavioral parameters and 
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in particular of the elasticity of intertemporal substitution. This is to 
be expected if we consider that preferences might not be homothetic 
(as shown in the analysis of the demand system) and that there have 
been large changes in relative prices over the 1980s. On the other 
hand, ignoring the aggregation over commodities does not lead to a 
rejection of the model. 

The answer to the question posed in the title of this paper is a 
qualified yes. We have shown that some of the implications of an 
intertemporal optimization model cannot be easily rejected. However, 
we are aware of the limitations of our methodology. As Deaton (1992) 
has pointed out, tests of the life cycle model based on consumption 
growth might fail to detect the presence of operative liquidity con- 
straints since they affect the Euler equation only when they are bind- 
ing. More generally, the Euler equation approach, while enabling 
us to estimate key behavioral parameters, does not provide much 
information on the level of consumption and, therefore, on saving. 

There are several directions in which the present research could 
and should be developed. We believe that more work is necessary to 
model the relationship between consumption and labor supply. In 
this paper, we have estimated only conditional preferences. It is im- 
portant and useful, however, to model household labor supply 
choices in a rigorous fashion. Furthermore, several aspects of the 
consumer optimization problem, which were considered only margin- 
ally or ignored in this paper, are clearly crucial for a complete under- 
standing of saving and consumption behavior at both the macro and 
micro levels. An obvious example is expenditure on durables, which 
is the most volatile component of consumption expenditure over the 
business cycle. Other important issues are the behavior of the elderly, 
expenditure on housing, health, and education, and so on. 

Given all these qualifications, however, we claim that the intertem- 
poral optimization model of consumer behavior cannot be easily dis- 
missed and constitutes a useful starting point for the understanding 
of individual and aggregate consumption expenditure. 

Appendix 

Estimation and Inference 

The use of synthetic panels constructed from relatively small cross sections 
induces measurement error in the levels, which in turn implies an MA(1) 
structure in the first differences. The reason for this is obvious. If the sample 
for a given quarter t includes a very rich household, this will induce a positive 
measurement error in the consumption growth at time t followed by a nega- 
tive measurement error at time t + 1. The error of equation (1) is therefore 
going to be made of two components: a white-noise component that reflects 
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expectational errors and an MA(1) component with a coefficient of - 1. The 
sum of a white noise and an MA(1) is an MA(1). The size of the coefficient 
of this MA(1) depends on the relative magnitude of the variances of the 
expectational error and of the measurement error.28 The presence of mea- 
surement error induced by small cell size is relevant for all the household- 
specific variables, even for those, such as family composition, that could con- 
ceivably be considered as exogenous.29 

If we ignore the rotating nature of the panel and use all the households 
in the construction of the relevant variables and the instruments, we get 
inconsistent estimates in the presence of household-specific fixed effects. On 
the other hand, using only one interview per household involves the loss of 
a substantial amount of information. 

To get around this problem, we use all observations in the construction of 
the variables that enter our regression and select subsamples on the basis of 
the interview number in the construction of instruments. Namely, we use 
only households at the fourth interview in the construction of lag 2 instru- 
ments, we use households at the fourth and third interviews for lag 3 instru- 
ments, and we exclude households at the first interview for lag 4 instruments. 
This scheme guarantees that there is no overlap between the households 
used in the construction of the instruments and those used in the construction 
of the variables that enter the estimated equation. 

An issue that arises when more cohorts are considered simultaneously con- 
cerns the treatment of the instruments. In principle, we could "stack" the 
instruments for each cohort (effectively imposing the same reduced form for 
all cohorts), or we could have different first-stage regressions for each cohort. 
Given the limited number of observations, we decided to stack the instru- 
ments (for a discussion of these issues, see Attanasio and Browning [in 
press]). 

As stated in the text, the construction of an efficient instrumental variable 
estimator has to take into account the presence of MA(1) residuals for each 
group used in estimation and the contemporaneous correlation among the 
residuals of the different groups.30 

In the computation of the standard errors, a further difficulty arises be- 
cause the variance of the measurement error component of the residuals is 
a function of cell size. Variable cell size, therefore, may induce a substantial 
amount of heteroscedasticity. We do not specify a model for heteroscedastic- 
ity, but allow for it in the construction of the estimator and in the estimation 
of its standard errors. 

28 Hall (1988) suggests that if the planning horizon is shorter than the frequency of 
the observed data, the Euler equation has MA(1) errors. The sum of two independent 
MA(1) processes is again an MA(1) process. 

29 The only exception is age, which we define as median cohort age, and it is there- 
fore unaffected by sampling variability. 

30 Deaton (1985) shows that the cross-sectional second moments can be used to im- 
prove the efficiency of the standard instrumental variable estimator by giving less 
weight to the instruments more affected by sectional variability. Unfortunately, as 
noted by Fuller (1987), there is no guarantee that the resulting projection matrix will 
be positive definite in finite samples. We do not make use of these corrections because 
of their finite sample unreliability. 
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Finally, given the age limitations we impose on our sample, the synthetic 
panel we use in estimation is unbalanced, in that some cohorts satisfy the age 
restrictions only after or before a given year. This does not induce selectivity 
bias (age is exogenous) but requires extra care in computing contemporane- 
ous correlations across cohorts. 

We write the estimatable equation as y = X13 + u, where X denotes the 
matrix of k explanatory variables, and u is the error term, which contains 
both an expectational component and an MA(1) measurement error compo- 
nent. Given this error structure, valid instruments are the exogenous vari- 
ables in X (seasonal dummies), other deterministic contemporaneous vari- 
ables (such as age), and second and further lags of the remaining variables. 
We denote the instruments matrix by Z and assume that its columns are m 
> k. 

The GMM estimator used in the paper is given by the following expression: 

= P71X'Z(Z'nZ)-1Z'y 

where Pxz X'Z(Z' QZ)-1Z'X. Its asymptotic variance-covariance matrix is 
given by V(t) = Pj l, where tl is an NT x NT block matrix. Each block on 
the main diagonal is a T x T matrix given by the variance-covariance matrix 
of the residuals of one cohort. These matrices have the diagonal and the 
band surrounding the diagonal different from zero. This reflects the MA(1) 
structure of the residuals of each cohort induced by measurement error. 
Both parameters of these matrices are estimated from the residuals of each 
cohort and are allowed to be different across cohorts. The off-diagonal blocks 
of a represent the correlation of the residuals of different cohorts. We as- 
sume that only contemporaneous correlation is possible, so that these matri- 
ces are diagonal. Furthermore, we assume that this correlation is constant 
over time. 

For this estimator to be feasible, we need an estimate of Q. This is obtained 
from a first round of consistent estimates computed using the formula above 
with the identity matrix instead of a. Rather than estimating QI, we use the 
first-round residuals to construct an estimate of Z'11Z robust to the presence 
of heteroscedasticity of unknown form. This estimate is obtained using the 
following expressions: 

Z'QZ = PO + aIPI + a2Pj, O<oi' 1,i =1,2, 

where 

N T1 

P1 = N E T I (z1,tzt1'U,t1u,1u1-.1 + Zt1Z~~~~,t1) 
P Z 2~~= 

N N Tij 

E T (ZjjtZ=1tUi'tUjt + ZitZjttUjttUit-; 
j I ji Mtt~ 
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Tj is the number of periods over which groupj is observed; Tij is the number 
of periods over which groups i and j are both observed; N is the number of 
groups; and al and a2 are ad hoc weights used to guarantee that the esti- 
mated variance-covariance matrix is positive definite in small samples. This 
procedure (suggested, e.g., by Fuller [1987]; see also Newey and West [1987] 
for a case in which a I can be chosen optimally) is arbitrary but does not affect 
point estimates in a substantial way. 

No correction to the variance-covariance matrix is made for the fact that 
some of the regressors we use are generated from estimated parameters (the 
demand system). 

The Sargan (Hansen) test of overidentifying restrictions is given by 

-= a'Z(Z'fkZ)f1'tU 
NT 

(where T = IN 1 Tj), which is distributed as a x2 with m - k degrees of 
freedom. 
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