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Abstract—This paper provides a descriptive analysis of the long- and A natural theoretical framework that is used to think about

short-run correlations among saving, investment, and growth rates for ]@& ; ; ; ;
countries over the period 1961-94. Three results are robust across data scorrelatlon between saving and growth is the lifecycle

and estimation methods: i) lagges saving rates are positively related@@del. Such a model might imply both a long-run relation-
investment rates; ii) investment rates Granger cause growth rates witgliip between past growth and current saving rates and

negative sign; iii) growth rates Granger-cause investment with a positiﬁ%tween future expected growth and current saving. If
sion- wealth is accumulated during the first part of the lifecycle
and decumulated during retirement, population and/or pro-
ductivity growth might lead to higher aggregate saving, if
HE MAIN AIM of this paper is to provide an exhaustivethe saving of the young exceeds the dissaving of the old, in
and careful descriptive analysis of the correlatiorthe steady-growth equilibrium. However, it is easy to reverse
among saving, investment, and growth rates. We wantdach prediction if one makes individual earning profiles
establish what are the main (aggregate) “stylized facts” theteep enough and lets the young borrow against their future
link these variables. For such a purpose, we use a new da@ome. If the borrowing (negative saving) of the young is
set, gathered by the World Bank that contains a wide ranigege enough at the aggregate level, a strong productivity
of variables for 150 countries over the post-WWII periocgrowth might lead to a negative correlation between saving
The data set is probably the best panel of countries availakdées and growth rates. The picture is further complicated if
to date. one considers the possibility of liquidity constraints, precau-
In what follows, we analyze both contemporaneouonary savings, habit formation, and general equilibrium
correlations and dynamic models. Most of the analysisffects on the rate of return. In fact, the sign of the long-run
however, is focused on the dynamic relationships among @eguilibrium correlation depends upon the precise shape of
variables of interest. We will be using the statistical concefie utility function, the demographic structure, the presence
of Granger causality to denote the fact that a variable (tb&productivity changes, and other such factors.
caused one) is correlated with lagged values of the otherThe lifecycle model, in which individual saving is an
(after controlling for its own lags). Obviously, one shoul@xplicitly forward-looking variable, also predicts Granger
refrain from giving a causal or structural interpretation teausation, possibly with a negative sign, running from
these results. saving to growth. Rational individuals anticipating declines
We estimate flexible dynamic (reduced-form) models anal future income will increase savings. This is the “saving
identify long-run and short-run correlations among thfer a rainy day” mechanism illustrated, for instance, by
variables of interest. The empirical regularities we documegtimpbell (1987), and it is worth stressing if nothing else to
should complement those observed in microeconomic dai@phasize that one should use particular caution in interpret-
sets and constitute the benchmark against which differéng Granger causality resuftther saving-to-growth link-
models of saving, consumption, and growth are evaluateges are also possible through an (almost passive) physical
While the scope of this paper is not the estimation of @pital accumulation. Obviously, this link is only an indirect
structural model that links growth, saving, and investmeohe.
rates, it is worth thinking about the implications of some of The considerations of the last three paragraphs clarify the
the standard models for the correlations we consider. Tpetential utility of measuring saving-growth correlations to
theoretical predictions for both the long-run and short-rugstablish which of the various factors at play are more likely
correlations among the variables of interest are often ambiga-be of importance. For the same reason, it is important to
ous. Nonetheless, measuring such correlations is infornaistinguish between long- and short-run effects and to
tive about the relative importance of various factors. identify indirect effects through other variables, such as
investment rates. It should also be clear, however, that the
evidence we present can constitute only a piece of the
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and Weil (1994), who explicitly used the concept of Grangeurn to higher investment. However, Blomstrom, Lipsey, and
causation. We will analyze Carroll and Weil results in detaifejan (1996) suggest that accumulation might be a conse-
partly for their intrinsic interest and partly to illustrate someguence of the growth process, ignited by the growth-based
of the methodological points that we want to make. saving change. Furthermore, higher growth can enhance
When considering the association between saving afudure growth expectations and returns on investment.
investment rates, it is natural to think in terms of therovided that saving (possibly raised by the growth process)
integration (or lack of) of international financial marketsis not a limiting factor, the accumulation of physical capital
Indeed, in an influential contribution, Feldstein and Horiokgill finally take place.
(1980) interpreted the cross-country correlation betweenwhile in recent years several authors have used panels of
saving and investment rates as evidence of low internatiogguntries to study a variety of phenomena, no standard
capital mobility. In this case, saving is likely to be a limitingaconometric methodology has been developed for the analy-
factor for investment. A saving-to-investment link couldis of this type of data, a relative large panel of countries.
therefore arise because “an increase in national saving hag@ second contribution of our paper is a methodological
substantial effect on the level of investment” (Feldstein anghe We precede the empirical analysis with a discussion of
Bacchetta (1991)), as investment must be supported &yernative econometric techniques and of the related meth-
saving and domestic firms compete for the flow of availablgyg|ogical issues.

domestic saving. _ ._In standard panel data analysis, the presence of fixed
This interpretation has often been challenged: In fact, @ects correlated with the variables on the right-hand side of

the long run, technological variables and the demographig, equations of interest constitutes an important concern.
structure of the population could drive both variablesyhe jssye is particularly serious in the analysis of dynamic
thereby inducing positive correlation even with perfeclysiems, in which the hypothesis of strong exogeneity of the
capital mobility (Baxter and Crucini (1992); Taylor (1994).jnqependent variables is obviously untenable. However,
_ Our results show that the correlation between saving aiflije these problems are certainly relevant, the analysis of a
investment is, indeed, a robust finding. Moreover, we shqyune| of countries puts the researcher in a slightly different
that such a correlation has an important dynamic COMRYyyironment than that faced by an econometrician studying
nent, in that lagged saving rates are strongly correlated Wifige panels of individual observations. The main difference
current investment rates. It is therefore interesting to estabin the fact that, unlike with household-level data, in which
lish whether such a correlation survives also the introducti%ica“y N (the number of individuals) is large ar(the
of various controls. _ _ _ number of periods) is small, in analyzing a panel of
Obviously, Granger causation running from investment i untriesN andT tend to have the same order of magnitude.
saving is also possible. While the exact mechanisms at wW@tkrthermore, it is more natural to think about the asymp-
are hard to spell out in detall, if an increased demand fR4tics of the problem asT-asymptotics rather than
capital goods stimulates saving—maybe through intergglasymptotics. This will have an effect on the choice of
rate effects or the endogenous development of the finangi@dhniques used in the analysis. Finally, if one is interested in
instruments that permit the mobilization of saving—savingharacterizing the dynamic relationship among several vari-
might ad1usft_ to Investment. . ables, it is more natural to use concepts from the time-series
The positive contemporaneous association between @& ature and use thid dimension of the sample to allow for

of investment and growth is usually explained in terms of &tferences among countries that can be of independent
causal link running from the former variable to the latte{nierest.

Several well-known theoretical explanations can be offeredne rest of the paper is organized as follows. In section I

for such a link. Some growth models, for instance, sugg&st giscuss some methodological issues relevant for the
that a rise in productivity growth causes both g_rowth rates onometric analysis of dynamic models using panels of
and investment rates to move together (possibly couplggnries. In section 111, we briefly describe the data set and
with the accumulation of human capital). This is the type 0f asent some evidence on the static correlations among the
riables of interest. In section IV, we analyze the robustness

empirically more recently by Caselli, Esquirrel, and Leforf, .
(1995) and Islam (1996). In what follows, we stress, ongeg
again, the dynamic nature of the relationship betwe%\r

hniques and different frequencies of the data. In section V,
tead, we switch to the analysis of annual data and apply

; . ee different types of estimators. We first assume that the
investment and growth and show that the dynamic corre yp

. -9 tal number of time observations we have is large enough to
tion can be_qu_lte dlffer_ent from the contemporaneous onesy ., ;s to use “bigl” asymptotic approximations. We then
A dynamic link running from growth to investment migh

Iso hold. Hiah wih miaht dri . leading i resent some results obtained using a “fiXédestimator.
also hold. Higher growth might drive saving up, 1€ading eyt we allow for across-country heterogeneity in the

2 Arguments based on the intertemporal country’s budget constraint Ieg}ﬂnamic effects that link the three varia}blefs of interes_t-
to the same conclusion (Argimon and Roldan (1994)). Finally, we present the estimates of a trivariate model in
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which we consider the variables of interests and theirterested in studying the dynamic relationship between two
interactions simultaneously. We conclude the section by more variables, either by testing the existence of Granger
analyzing the effects of introducing various controls nocausality or, more generally, by characterizing the dynamic
mally used in the literature. In section VI, we summarize anélationship between the variables under study, it seems
interpret the main results. natural to consider a model that is flexible, but stable, over

time. The analysis of heterogeneity in impluse-response
Il.  The Statistical Model and its Econometric Estimation functions across countries might be also interesting in its

I . . . own right.
Preliminary to the empirical analysis, we discuss some

econometric issues that are relevant to the study of the ,
dynamic relationship between two or more variables o Large N (fixed T) Models

served over a relatively long time horizon and for a rather Many recent studies of data sets similar to the one we use

large number of countries. _ o have followed the microeconometric literature and applied
A general representation of a dynamic model linking tWestimators that rely on the cross-sectional variability to
variablescandy is identify the model of interest. This amounts to imposing

constancy of the parameters in equation (1) and (2) across
_ i y countries, while, at least in principle, allowing them to vary
Yie = oo F & A Yit-i over time. Typically, estimators with fixed effects, such as
. (1) those proposed by Holtz-Eakin, Newey, and Rosen (1988)
(HNR hereafter) and Arellano and Bond (19928 hereaf-
Y oy . YfVY y . L
+ ]:21 Bt Xiay + U T+ Uy ter), are used. The model is often specialized to the
following expression, to impose constancy of the parameters
not only across equations, but also over tine:

m
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Obviously, such a system cannot be estimated withoutXi.t = Po ]:21 it + 1:21 BiXiej + T+ Uy (22)

imposing some restrictions on its parameters. This can be

done either in the time series or in the cross-sectiongle coefficientsaX are relevant for the Granger causality
d|men§|on. If the tlme—ser]es var_lablhty is deemed sufflc_lerp nning fromy to x, while the coefficients? are relevant for

to obtain reasona'bly precise estimates, one could specify {fg Granger causality running in the opbosite direction. We
model by assuming that the parameters are constant OXEL\me that the residuals of the two equations of the system
time and might be variable across countries. On the othesr | ncorrelated with the variables on the right side and are
hand, if one wants to exploit the cross-sectional variability; 4 The two variables, however, are in principle correlated
one might let the parameters dn_‘fer over time, Whlle_belngt a point in time; that is, the covariance betwegrandu?,
constant across countries. Which of the two choices jiS, i necessarily zero. Notice that, because of the presence

feasible is often dictated by the data available. HOWeV§; fived effects, none of the observable variables on the
when the time and cross-sectional dimensions are roughly.pfi_hand side of the two equations is strongly exogenous.

the same order of magnitude (as itis in the case at hand), o1&, ajiminate the bias caused by the presence of fixed

faces a real choice whose solut_ion shogld be dictated by @?ects, these equations are typically estimated in first

hature of the phenomenon one is studying. _ gifferences. As first-differencing induces MA(1) residuals,
An alternative way of thinking about the choice Ofne has to use some instrumental-variable technique. HNR

estimation techniques is to consider whether the CIOS§d AB stress that, when the cross-sectional dimension

sectional or the time-series dimension has to increasejifdntifies the model, all the orthogonality restrictions im-

order to derive the asymptotic distributions used in hypotfyio g by the dynamics of the system can be exploited to
esis testing. In the analysis of country panels, it is concep

! i “hieve efficiency.In particular, at each point in timig one
ally awkward to conside that goes to infinity. On the other ynp P
hand, the analysis that leTsgo to infinity is the standard
practice in time-series analysisFurthermore, if one is “As such asystem is typically estimated ushi@symptotics. The latter
assumption can be easily relaxed. (See HNR (1988) for instance.)
5Notice that, in both equations, we need to instrument both the

3 Also, from a practical point of view, it is often not obvious that(one-period) laggew's and the lagged's. If one is willing to assume that
increasing the number of the included countries provides additiorthke residuals of the two equations are contemporaneously uncorrelated,
information, when the quality of the data decreases as more countries@me can instrument the laggets in equation (1) and the laggeds in
considered. equation (2).
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can use as valid instruments all the variables from time 1 to  variables involved indicates that contrasting forces are

timet — s — 1 (wheres = max (m, n, p, g). often at work. The dynamic interplay of these forces
While the application of the HNR or AB estimators is could well result in significant but opposed effects,

conceptually straightforward, a few important caveats are in  maybe acting with different lags, that might eventually

order when the time dimension is not small and when the  cancel out once averaged. Focusing only on the

focus is on a dynamic phenomenon such as Granger |ong-run effect, provided averaging does that, pre-

causality. AsT increase, the number of admissible instru- cludes the analysis of such short-run effécts.

ments increases very quickly. In our application, for in-

stance, with two variables whose lags are valid instruments,

m=n=p=q=11t= 35 andN = 50 (as it is B. LargeT (fixedN) Models

approximately the case in some of the results presented

below), by the time we get to the end of the sample, there are \" altérnative to methods based on ‘lafgeasymptotics
close to seventy valid instruments for no more than fif§ {0 @ssume that the parameters are constant over time and
cross-sectional observations. It is obvious that one can&¥PlOit the time-series variability to estimate them. In such a
use all of them. In cases like this, it is advisable to use onlys§uation, we can introduce flexibility in the cross-sectional
limited number of lagged variables as instruments. dimension and let the coefficients of interest vary across
An alternative way to tackle the problem, which has oftegPuntries.
been employed, is to useyear averages (witm usually ~ The coefficients of our model represent the lagged effects
equal to 5 or 10), therefore artificially reducing the timeof growth, saving, and investment on the same variables.
series dimension of the sample. This filtering is meant tdowever, the underlying mechanisms linking those vari-
capture long-run relationships and abstract from fluctuatioables could differ across countries, possibly due to institu-
of business-cycle frequencies. We favor the use of methditsal reasons or differences in preferent@he question,
that explicitly use the time-series variation and possibthen, is to determine whether the econometric techniques
explore the existence of heterogeneity across countridsat we have illustrated—all assuming constancy across
Even if one wants to use the ‘lar§eestimators, we argue in countries of the underlying parameters—are still appropriate
favor of annual observations rather thatyear averages. in the case in which those parameters are heterogeneous.
Some of the reasons folloiw. The answer to this question obviously depends on the
nature of the variation and on the general properties of the
1. Annual data provide information that is lost whemodel. As discussed by Pesaran and Smith (1999 (
averaging. hereafter), if the coefficients of equation (1) and (2) are
2. Even if one is interested in identifying long-rurconstant over time but vary across countries, techniques that
relationships, it is not obvious that averaging ovempose parameter homogeneity do not yield consistent
fixed intervals will effectively eliminate business-estimates. Responsible of the bias—which persists regard-
cycle fluctuations and make easier the emergence|8s of the size dfl, T, and of any choice of instruments—is
the relationships of interest. The length of the intervghe gynamic nature of the model. On the other hand, a mean
over which averages are computed is arbitrary, apgloyp estimator, obtained by averaging the individual coun-
t_here is no guarantee that buslness cy(_:les are cutin {ies estimates, is unbiased and consistent.
right way, as their length varies over time and acrossyie wrongly assuming parameter constancy across
countries. . countries implies biased estimates of the underlying average
3. By averaging, one commits OF‘ese” to the use ggfects, a parsimoniously parameterized model yields more-
cross-sectional variability to estimate the paramete

Tecise estimates. Within this familiar tradeoff between
of interest and discards the possibility of considerin

cross-sectional heterogeneity in the parameters. Thi nsistency and efficiency, the choice between homoge-
RO . geneity P - "Meous “pooled” estimators and their heterogeneous counter-
limitation might be particularly severe when one

. ) ; rParts does not reside in a formula, but boils down to a
analyzes several countries that could differ in ma e/ i
dimensions. ase-by-case problem of model selectibn.

4. By averaging, an overall effect over a given time
window is measured. In the case at hand, what we |t has also been argued that the consideration of time averages reduces
know about the economic relationship among thiee relevance of measurement error. Of course, this argument is valid only
if measurement errors are not perfectly correlated over time.
91n such a situation, rather than in the complete characterization of the
6 By using a GLS-type transformation to account for the MA structure afoefficients in all countries, one might be interested in the average
the residuals, one obtains a further gain in efficiency. Arellano and Bovewefficient.
(1995) show that one can express the model in terms of orthogondP Baltagi and Griffin (1997) compare out-of-sample forecast perfor-
deviations to obtain a simple way of computing the HNR or AB estimatomances of an array of homogeneous and heterogeneous estimators. They
"The same considerations arise also in different frameworks. Famd that pooled estimators fare relatively well, thus showing (for the
example, the Feldstein-Horioka type regressions have been recepdyticular case at hand) that the heterogeneity inevitably characterizing
estimated on annual series rather than on the more conventional tidifeerent countries, and the ensuing pooled estimates’ bias, should not
averages. See, among others, Sinn (1992). necessarily lead to the rejection of the homogeneity assumption.
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C. LargeNorLargeT? TABLE 1.—DESCRIPTION OF THEDATA SET
. Of Which With

As in our data sell andT are roughly of the same order of Data 1961-1994
magnitude, the presence of a tension between flexibility in Number of ~ (1965-1993 for  Average Number of
the time-series and in the cross-sectional dimension is Countries Data Set 2) Years Per Country
evident. The resolution of this tension, absent in the analysi®ata set 1 123 38 24
of individual data surveys in which is typically small and ga:a Setg gg gg gi
H H ‘ P . . ata se
inferences are conducted using _Iarrgeasymptotlcs, ob_\/l- CW data set 64 64 20 (5-year average)
ously affects the model specification and the choice ef
estimators.

Given these considerations, the best strategy is to estimate
rich and flexible dynamic models that allow for differencegominal gross fixed investment over nominal gross national
in short- and long-run coefficients and use estimators throduct. Growth is measured as the rate of growth in real per
appeal to ‘largd”’ asymptotics to achieve consistency, whil€apita GNP (deflated with the GDP deflatét).
efficiently exploiting all the available information. These We use three different samples of countries. The first is as
models can and should also consider the possibilities that these as possible to the whole set of countries included in the
(dynamic) relationships of interest are different acrod§orld Bank database. We exclude only those countries
countries. whose annual income, saving, or investment were not

Obviously, the proposed approach imposes different typgsorded at all or are recorded for less than a five-year
of constraints on the researcher. The most important is tiéerval, and those countries for which the relevant series
necessity to consider coefficients that are constant over tirh@ve missing values in the middle of the sample period. This
Obviously, it is necessary to assume that the availaljjeocedure leaves us with a sample consisting of 123
sample period is long enough to allow for reasonably preciseuntries. We call this our “whole” sample. The other two
estimates of time-invariant country coefficiedtsPartly samples trade-off thEandN dimension. The second sample
because of these reasons and partly to make our analgsigsists of the fifty countries for which all variables are
comparable to a large body of the literature, we preseanailable every year in the interval 1965-1993. Our third
results obtained estimating both classes of models discussathple consists only of those countries whose variables are

in this section. available every year from 1961 to 1994. Only 38 countries
are included. We also use, for comparison purposes only, the

. The Data Set Carroll and Weil (1994) 64-countries sample. All countries

) ) in this sample are also in our whole sample, with the

A. The Nature of the Data Set and its Construction exception of Tanzania and Zimbabwe, which were excluded

As mentioned in the introduction, we use a new panel Bgcause of the unavailability of data. ,
countries (the World Saving Database) recently gathered atn the next section, we analyze Carroll and Weil's full
the World Bank. As the data-gathering effort is described §2MPl€ results, in addition to the analysis based on annual
detail by Loayza et al. (1998), here we provide a very brigfta. We also look at nonoverlapping, five-year averages of
discussion of the structure of the panel, focusing in particdfOWth, saving, and investment rates for each coutitfyie
lar on those aspects that are relevant for our analysis. Wiiormation on the number of countries in each of the data
the exception of total population figures, originating frorf€tS We use is summarized in table 1.
the World Bank database, all the data are from National . _
Accounts and follow their standard conventions. The datB- Contemporaneous Correlations and Rank Correlations
base includes 150 countries and spans the years 1960 tobPetween Saving, Investment, and Growth Rates

1995. However, not all variables are available for every We start the analysis of the data set computing some
country and for every year. In particular, the population dalgnpje correlation and rank correlation coefficients between
cover the period 1960 to 1994 only. As a consequence, QHE three variables that constitute the main focus of this

analysis is restricted to those years. study—namely the saving rate, the investment rate, and the
For each country, the variables that we use are the rate of

grO\_Nth of annual, real, per ca_lplta gross national prOdU_Ct, the To avoid the loss of a large number of observations, we did not perform
saving rate, and the rate of investment. All these series arg PPP adjustment. The same applies to the deflation of GNP by the GDP
measured in local currencies. The saving rates are compui%@f%tof- ot s from th e d o o |
as nominal gross national saving over nominal gross qgén;g?géﬂ?cgnﬁsﬁa?“m”es rom this sample does not change the results
tional income, while the investment rates are computed as Given the period covered by our sample, for each country, the first
observation on average growth is in fact a four-year average. If there were
11 Another limitation is the fact that one is constrained to consider onlyo missing values, we would have seven observations for each country.
some classes of error models. For instance, if the residuals of the modeHmwever, many observations are missing for the first sample considered.
equation (1) and (2) are of the autoregressive type and there are fiXdds implies that, for these countries, the averaged data can sometimes
effects, it is impossible to find instruments that identify the relationships césult from the averaging of relatively short series. Obviously, this problem
interest. does not arise when using the balanced data sets.
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TABLE 2.—CORRELATION COMPUTED ONANNUAL DATA, DATA SETS 1, 2,AND 3

Data Set 1 Data Set 2 Data Set 3 Data Set 1 Data Set 2 Data Set 3
Correl. Corr. Coeff. Corr. Coeff. Corr. Coeff. Rank Corr. Coeff Rank Corr. Coeff Rank Corr. Coeff

SG Annual 0.253 0.370 0.332 0.323 0.372 0.323
(0.018) (0.024) (0.026) (0.018) (0.026) (0.028)

Country average 0.376 0.666 0.492 0.522 0.623 0.525
(0.084) (0.108) (0.145) (0.091) (0.143) (0.164)
I,G Annual 0.165 0.227 0.242 0.211 0.240 0.243
(0.018) (0.026) (0.027) (0.018) (0.026) (0.028)

Country average 0.319 0.601 0.652 0.409 0.585 0.650
(0.086) (0.126) (0.126) (0.091) (0.143) (0.164)
S Annual 0.483 0.592 0.658 0.614 0.613 0.665
(0.016) (0.021) (0.021) (0.018) (0.026) (0.028)

Country average 0.436 0.715 0.754 0.607 0.746 0.777
(0.082) (0.101) (0.109) (0.091) (0.143) (0.164)
# annual obs. 2986 1450 1292 2986 1450 1292

# countries 123 50 38 123 50 38

Notes: Spearman rank correlation coefficient; s.e. in parentheses.

growth rate. Unlike in the rest of the analysis, our interesbrrelations are somewhat higher than investment-growth
here is merely for their static relationships. correlations, but the strongest link turns out to be that
As in any panel, our data has set two dimensions: thetween saving and investment. We get similar results for
temporal and the cross-sectional. Therefore, even whemk correlations, which should reduce the effect of outliers.
computing simple correlations, there are several options. FoMWhen using time-averaged observations, correlation coef-
each of the three pairs of variables, we first consider tfieients increase in most cases. The only exception is the
whole data set; that is, we use each country-year obsershght decline in the simple correlation between saving and
tion. We then average for each country all the availabievestment rates in data set 1. Even in that case, however, the
information and therefore focus on the cross-sectionabrresponding rank correlation increases, if only slightly.
variability.!® Finally, we compute, for each year, the correlafhe largest increase is registered for the investment and
tion coefficient (in the cross section) between the twgrowth rates pair, for which the correlations more than
variables of interest and consider the variation of thiouble.
parameter over time. In figure 1, we plot the contemporaneous correlation
We start by comparing the coefficient of variation of theoefficients computed using all saving-growth pairs of a
three variables of interest. In data set 1, growth rates arediyen year against time. In the same graph, we plot the time
far the most volatile: The coefficient of variation for thiseries obtained using only the countries in the balanced
variable is 3.30, to be compared with 0.49 and 0.35 fganel with fifty countries. The correlation coefficients are
saving and investment rates, respectively. This ranking positive for all but four years. In the first half of the period,
variability is unchanged when we consider country (timesorrelation coefficients usually fluctuate in the range of 0.2
series) averages of the variables. In this case, the thte.4 for both samples. Starting in 1977, however, and until
coefficients of variations are 1.73, 0.46, and 0.29. Notitke end of the sample period, the fluctuations of the
that, in this case, the variability in growth rates, as measureadirelation coefficients for data set 1 became more matked.
by the coefficient of variation, is almost halved, while th@wo effects are likely to be at play. On the one hand, several
reduction in the other two variables is modest. In data seta@ditional countries “enter” the data set around this period;
and 3, whose countries are more similar, the coefficients mreover, the correlation for the preexisting countries might
variation, while slightly smaller, follow the same pattern. also be varying. In fact, if the same correlations are
In table 2, we report correlation coefficients and Speatomputed using only the countries for which data are
man rank correlation coefficients computed for the thremvailable over the sample 1965-1993 (often middle- and
pairs of variables and in the three data sets. We report bbiggh-income countries), a different picture emerges: Correla-
the correlations obtained with all annual observations atidn coefficients are somewhat increasing over time, and, in
with country averages. the 1980s, fluctuate around 0.5. Over that period, data set 1
In the table, the correlation coefficients are alwaysorrelations drop with respect to the corresponding values of
positive. Typically, the coefficients computed on annual datiata set 2. Short-run linkages turn out therefore quite weak
increase by 30% to 50% going from data set 1 to data sep@rticularly for those countries that enter the sample.
(that is, going from a large group of nonhomogeneousIn figure 2, we plot the annual correlations between
countries to a more restricted number of more similgrowth and investment rates (across countries) against time.
countries observed for longer time spans). Saving-growdfgain, it must be stressed that the number of countries that

15As data set 1 is a not balanced panel, the country averages and the
annual (cross section) correlations are computed using a (possiblyf The coefficients of variation computed for the two subsamples
different number of observations. 1961-1976 and 1977-1994 are, respectively, 0.509 and 0.745.
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FIGURE 1.—SAVING AND GROWTH CORRELATION OVER TIME FIGURE 3.—SAVING AND INVESTMENT CORRELATION OVER TIME
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enter in the computation of the correlations changes fromance of those factors within the model that make them
year to year. While short-run fluctuations are apparent, tagch. In terms of the correlation between saving and
investment-growth link does not exhibit any trend or stru¢avestment, the evidence we present is consistent with that
tural break. A finding similar to figure 1 emerges: While thef Feldstein and Horioka (1980). It is somewhat surprising,
two series have similar cyclical patterns in the periodowever, that, as capital markets have developed in recent
considered, from 1977 onwards, data set 2 exhibits annyehrs, the correlation between saving and investment rates
correlations higher than data set 1, thereby confirming tbees not seem to decrease and shows, if anything, a tendency
potential importance of country heterogeneity factors. to increase.

In figure 3, we show the contemporaneous correlationWe now consider the dynamic correlation among the
coefficients computed using all saving-investment pairs fgariables of interest, and the instrument we use is the
data sets 1 and 2. The correlation coefficients are alwayencept of Granger causation.
positive, but a break in the late 1970s is apparent. During the
1960s and the early 1970s, both correlation series show a IV.  Carroll and Weil's Result: How Robust Is It?

decreasing trend. All of this ended in 1974, and from that .
year the correlation between saving and investment ra[?sln a recent paper, Carroll and Weil (1999W hereatter)

fluctuates around a constant or possibly slightly rising tren ed the Summers-Heston data set to analyze the dynamic
In fact, starting in 1979 and until the end of the S(,jlmpéj;rrelatlon between saving and growth rates by testing for

: o . fhe presence of Granger causality tests between them. In this
perloql, the data set 2 series is always hlghe_r than the data %%{i)on, we analyze the robustness of their result. Besides its
1 series, an outcome we have already pointed out for t

saving-growth and investment-growth links. intrinsic interest, we also use this discussion as a method-

’ ; - olpgical example to justify the choice of econometric
The simple facts we present in table 2 and in figures 1 t chniques in section V.

are roughly in accordance with the existing evidence. ThIS.CW perform the analysis on five-year averages to avoid

indicates that the_da_tta setwe are using Is, at least at a b ?&ing up business-cycle fluctuations and focus, instead, on
level, not too dissimilar from the object of study of previou

studies. While these simple correlations do not allow for anow—frequency movements. After performing the test in
) P Ié(vels, they discuss the possible presence of fixed effects and

?rf{foc(;ldga::c;gtewéeaa;yen,r:lzen{igrzzglef%rrlyir?:t%%iztwfﬁaltn tt rL]Je e instrumental-variable techniques to estimate the equa-
’ ’ ' QIOHS in first differences. However, they instrument only the

theoretical predlc'glon of the I|fecycle model about thf:agged dependent variables of the equations they consider.
(Ipng—run) correlation between saving and growth are ams discussed above, this procedure is valid only if the
biguous. The fact that the contemporaneous Correlat'Pe(%iduals of the two equations under study are assumed to be

coefficients are always positive seems to indicate a predor@b’ntemporaneously uncorrelatéidThey report results ob-

tained with and without the inclusion of a set of time
FIGURE 2.—INVESTMENT AND GROWTH CORRELATION OVER TIME dummies in their equations.
1 CW report that, in the larger of the two data sets they use,
growth (positively) Granger-causes saving, while saving
does not Granger-cause growth. In the OECD data set,
g G growth does not Granger-cause saving, while, when time
.- m- cofi/ygy dmser2] AUMMIes are not included, saving Granger-causes growth
with a negative sign. In this subsection, we study the extent
to which CW's results depend on the data they use, on the

TGy Y]

-1 17CW's analysis is limited to two subsets of the countries contained in
1964 1968 1572 1976 1980 1984 1988 1992 the Summers-Heston data set: the OECD countries and those countries that
Lime achieve a grade of at least C in terms of data quality.
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TABLE 3.—THE ROBUSTNESS OF THEGROWTH-SAVINGS GRANGER CAUSALITY TESTS

Five-Year Averages Annual Data
(1) 2 ©)h 4y (5) (6) (7y @

Agi;—1 in saving eq. 0.775 0.658 0.416 0.154 —0.196 0.004 0.122 0.058

(0.292) (0.253) (0.231) (0.226) (0.021) (0.021) (0.037) (0.031)
As ;-1 in growth eq. —0.365 —0.220 —0.477 -0.225 —0.472 -0.253 —0.446 0.009

(0.070) (0.037) (0.240) (0.203) (0.055) (0.035) (0.297) (0.159)
# of observations in growth/sav. eq 223/243 331/383 158/158 220/221 1833/1818 1792/1795 1792/1795 2879/2897
# of countries 64 123 64 123 64 123 64 123

Notes: Standard errors in parentheses.

Columns 1, 3, 5, 7: CW data set; Columns 2, 4, 6, 8 data set 1.

Columns 1, 2, 5, 6: CW instrumenting; Columns 3, 4, 7, 8: both lags instrumented in both equations.
a) Lags two and three used as instruments.

b) Lag two used as instrument.

econometric technique they employ, and on the frequenitye saving equation (that go from 0.775 and 0.658 to 0.42
they choose to analyze. and 0.15) and a considerable increase in the standard errors
In table 3, we report the coefficients of lagged growth iof the coefficients on lagged saving in the growth equation.
the saving rate equation and lagged saving in the rate-Ohese results, as for the other columns, are unaffected by the

growth equation when equation (1) and (2) are estimatgfroduction of time dummies.
with m = n = p = q = 1 but using different methodologies The experiments in columns 3 and 4 indicate that the
and different data set8.The t-values on these coefficientsassumption about the lack of contemporaneous correlation
can be interpreted as Granger causality tests. None of thehe residuals of equation (1) and (2) is potentially quite
columns include time dummies, whose effect is discussediifiportant and might substantially affect our inferences. It
the text below. remains to be seen if this is due to a substantive change in the
We start in column 1 reporting the results obtained usirgze of the estimated coefficients or to a reduction in the
the same procedure as CW, but on the new data set: ¥¥gcision of our estimates.
consider first differences of equation (1) and (2), the samejn columns 5 through 8, we reestimate the specifications
countries as CW, five-year averages, and we instrumenh the first four columns, but on annual data rather than
only the lagged dependent variable of each equation. Tiigs-year averages. Once again, the results are obtained
results are slightly different from those in CW (1994)yithout time dummies, but are robust to their inclusion.
growth does Granger-cause saving with a positive sign, butrhe results on annual data are quite different from those
the coefficient on lagged saving in our growth equation ishiained using five-year averages. First of all, using the CW
negative and, unlike in CW's results, strongly significanfastrumenting procedure results in saving Granger-causing
The introduction of time dummies does not change MUgfo\th with a strong negative sign, both in the subset of
these coefficients. , countries used by CW and in the entire sample (columns 5
In column 2, we include all 123 countries of the new,q 6). On the other hand, growth does not seem to

World Bank data set that satisfied the criteria described dﬂanger-cause saving in the larger sample, while it takes a
section Il. The results are qualitatively identical to those ig i

. . s nificant negative sign in the data set containing the CW
column 1. Once again, they are robust to the inclusion f d g g

ime d oS | I 3and 4. for the t | untries. When one uses the more robust instrumenting
Ime dummies. in coiumns 3 and =, 10r the to Samples USKfh ceqyre in columns 7 and 8, one finds significant causation

in column 1 and 2, respectively, we relax the hypothesis t Alboth directions when the reduced sample is used—and

the residuals of the two equations are uncorrelated all?f?alrginally significant causation in the growth to saving

proceed to instrument bOFh Iagge_d va_riablc_eg in both €048 rection when the larger sample is used. Increasing the
tions. Unlike CW, who estimate a just-identified model, w umber of instruments does not significantly change the

use the second and third lag of growth and saving rates 10
. ' : . . results.

instrument the first lag of these variabf@aVhile the signs We are now in a position to evaluate the evidence
of the coefficients do not change relative to columns 1 and 2 P

the hypothesis of no Granger causality in either direction ?gezi?r:ggsb)éigs?rcv)gezn\?v(}:‘/vues”e(tlhgegggggd’r?cggS:zLjfglré):/t/s‘e d
not rejected in either of the data sets at usual confide (%)CW ) bt iy hiv simil it P thouah th
levels. This different result is explained by a large reducti » WE obtain roughly similar resufts, even though the

in the point estimated of the coefficients on lagged growth [ifpgative causation running from saving to growth is larger
and significant in our data sets.

18 The complete set of results is available upon request. o The second fe_ature that emerges, perhaps not surprisingly,
19 Zimbabwe is excluded because several observations are missing infit@n the table is that the results are not neutral to the
WordBank dataset. el as. for instance. in copinSrUMeENting scheme used. When we allow for the possibil-

W i just-i ifi ,as, fori Ji u . .

7 and 8, we obtain very noisy estimates due to the low explanatory povn\';bf that the residuals of the two equations are correlated, the

of the first-stage regressions. results change considerably. This indicates that the assump-
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tion of uncorrelated residuals in the two equations might lbelax the latter assumption and use GMM-IV estimators of
too strong. first-differenced models. In the third set of results, we relax

Finally, and in a sense most importantly, by far the mogistead the assumption that the coefficients are homoge-
dramatic changes are obtained when we move from fiveeous across countries. In such a situation, we have to
year averages to annual data. Not only are the coefficieatssume thal is “large enough.”
estimated with much more precision (even using a relativelyWe next estimate a trivariate version of our model,
inefficient estimator), producing more-significant resultsimultaneously considering the three variables of interest.
but the point estimates (and therefore the pattern of caus@ally, we check whether the results we report are robust to
tion) occasionally change sign relative to the results othe introduction of a number of controls that are typically
tained on five-year averages. used in the literature.

The considerations above suggest that the results preTo present the complete set of results in detail would test
sented in table 3 can be extended in various directions. Fitts¢ endurance of the most interested reader. We therefore
of all, given the importance that proper instrumenting has gnesent a summary of the main results and relegate the
the results and the fact that the estimates in columns 3 andetailed tables to the appendix. In particular, we present in
are relatively imprecise, it is worth investigating the use d@his section mostly the long-run effects and (implicitly) the
more-efficient estimators, such as those proposed by HN#rsistence of each of the variables of interest. We summa-
especially in analyzing five-year averages. On the otheze the short-run dynamics of the system we have estimated
hand, as mentioned in the previous paragraph and discudsgdolotting impulse-response functions. For the sake of
in section I, the use of annual data can be more informatibeevity, however, we report only the impulse-response
than that of five-year averages in uncovering both long- afighctions for our favorite models.
short-run relationships between the variable of interest. The
analysis of annual data, however, calls for the use af A Dynamic Model with No Country Heterogeneity
more-flexible and richer dynamic specification models that

allow for more-flexible effects and, especially, longer lags. It !N this subsection, we present a dynamic model for each
is to this that we now turn. of the three pairs of variables considered above, estimated

with annual data and allowing for four lags of each of the
two variables considered. As discussed above, we estimate
the model by OLS with country-specific intercepts. In doing
In this section, we estimate a flexible dynamic model ahis, we are implicitly assuming thatis large enough.
the variables of interest that allows us to identify both long- We estimate the model in equation (1) and (2) for each of
and short-run effects. As stressed in the introduction andthe three pairs of variables considered in section V and on
section Il, we believe that the most profitable way ahree data sets: the unbalanced panel of 123 countries and
identifying the dynamic relationships between two or monge two balanced panels (of 50 and 38 countries, respec-
variables in a panel of countries is the analysis of annual dataly) discussed in section II.
and not time-averaged data. In section IV, we showed thatRather than exploring for each equation the most-
the results using five-year averages can be dramaticallypropriate dynamic specification, we opt for a common
different from those obtained with annual data. In this sectiomumber of lags for all the models we estimate. After some
therefore, we focus on the analysis of the relationship betwesxperimentation, we settled for a specification with four lags
saving, growth, and investment rates using annual data. for each of the variables consider&d.he dynamic behavior
As discussed in section Il, the technique to be used the model we consider can therefore be quite complex.
depends on the type of phenomena one wants to study, Wie can separately identify short- and long-run effects, and
data available, and the restrictions on parameters amd can consider short- and long-run Granger causation.
residuals of the model one feels comfortable with and on thewhile the complete set of estimates can be found in the
size of theT and N dimension relative to the variability appendix, in table 4 we report a summary of our results. In
present in the data. Because of this, we report several setpatticular, for each pair of variablgsandx, we report the
results, obtained using different techniques and assumptiafism of the coefficients on the lagged in the regression for
We start by assuming that the coefficients of interest ayealong with thep-value corresponding to the test that such a
constant across countries and that the time dimension of @um is zero. Moreover, we report the long-run effeck oh
sample is large enough for OLS to provide meaningfyland thep-value of the hypothesis that all the coefficients on
estimates even in the presence of fixed efféEidle then the laggedx's are zero. This last test corresponds, strictly
speaking, to a test of Granger causality running froto y.
21|t should be stressed once more that the OLS estimator in section V(A€ difference between the sum of the lagged coefficients

(a within estimator) also exploits the cross-sectional dimension, as it

assumes that the coefficients are identical for all countries except for the

constant. However, as the constants are estimated, asymptotics are done?bjs suggested by a referee, in order to consider a longer time span for
keepingN fixed and lettingT go to infinity. As is well known, the OLS the detection of dynamic effects, we also experimented with eight lags. The
fixed-effects estimator is biased when applied to a dynamic panel modakin results of the analysis, which are available on request, were
but the size of the bias tends to zerdoTagrows (Nickell (1981)). unchanged. Obviously, the point estimates became much less precise.

V. Analysis of Annual Data
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TABLE 4.—ANNUAL DATA—OLS ESTIMATES

Saving and Growth

Data Set 1 (123 Countries) Data Set 2 (50 Countries) Data Set 3 (38 Countries)
Dependent Saving Growth Saving Growth Saving Growth
Variable 1) 2 3) 4 (5) (6)

Sunt 0.1335 0.0081 0.1057 0.0434 0.0950 —0.0203
(p-value) (0.000) (0.719) (0.011) (0.239) (0.027) (0.548)
Long-rurP 0.4965 0.0074 0.5337 0.0463 0.4174 —0.0258
(p-valuey (0.000) (0.000) (0.000) (0.623) (0.000) (0.028)
Number of obs. 2766 2757 1250 1250 1140 1140

Saving and Investment

Dependent Saving Investment Saving Investment Saving Investment
Variable 1) 2) 3) (4) (5) (6)
Sunt 0.0326 0.1174 0.0120 0.1105 0.0607 0.1179
(p-value) (0.167) (0.000) (0.719) (0.000) (0.113) (0.000)
Long-rurP 0.1194 0.3837 0.0614 0.4040 0.2259 0.5494
(p-valuey (0.000) (0.000) (0.013) (0.000) (0.000) (0.000)
Number of obs. 2649 2638 1250 1250 1140 1140
Growth and Investment
Dependent Growth Investment Growth Investment Growth Investment
Variable 1) 2) ?3) 4) (5) (6)
Sunt —0.0959 0.1678 —0.0916 0.1606 —0.0783 0.2062
(p-value) (0.001) (0.000) (0.025) (0.000) (0.0112) (0.000)
Long-rur? —0.0918 0.6381 —0.1003 0.7521 —0.0947 1.2871
(p-valuey (0.000) (0.000) (0.004) (0.000) (0.000) (0.000)
Number of obs. 2517 2516 1250 1250 1140 1140

Notes: Standard errors in parentheses. The estimated equations also included country-specific intercepts not reported here. The equhtioeadtiowtenn is of the form

4 4
Yia = g, EI Y + 2} By X g
i= i=

wherey is the variable in the heading of each column in each panex&nthe other variable in each panel. For instance, in the saving-growth panel, savingVsittable and growth theone in columns 1, 3, and 5,
while growth is they variable and saving theone in columns 2, 4, and 6.
Notes:
a) Sum of theB coefficients angb-value of a chi-square test of the hypotheses that such a sum is zero.
b) The long-run coefficient is obtained as
> Bi/(l -2 "1)-
1 1

c) Thep-value refers to the hypotheses that heoefficients are jointly zero.

and the long-run effects indicates the importance of tliependent variable is between 0.7 and 0.8 in the saving rate
persistence iy. equations. Growth rates, on the other hand, do not show
In each of the three panels of table 4, we consider a pairrafich persistence. The sum of lagged coefficient is very
variables. In the first panel, we report the results for th@ose to zero in the three samples. This is consistent with the
regressions for saving and growth rates; in the second, thes@&ence presented by Easterly et al. (1993).
for the saving and investment regressions; and, in the third,The negative relation running from saving to growth
for growth on investment. So, for instance, the columrieund in table 3 disappears and is probably due to the
labeled “saving” in the Saving and Growth panel containarbitrary truncation of the dynamics to the first lag. While
the sum of the coefficient on lagged growth rates (and tllge sum of the coefficients (and the long-run effect) is not
corresponding long-run effect) in a regression for savirgignificantly different (either economically or statistically)
rates that includes lagged saving and growth rates as welfi@sn zero, individual lagged coefficients are significant, as it
fixed effects. can be verified in the appendix. Finally, growth rates do not
The first important feature of the table is that the resulexhibit much persistence, even though some of the indi-
seem to be quite robust across data sets (at least in tiwiiual coefficients are significantly different from zero.
qualitative nature). Starting with the saving/growth pair, it Turning now to the relationship between investment and
seems that growth Granger-causes saving, with a positsaving rates, we find a strong relationship running from
sign, while there is no significant effect running from savinizgged saving to investment, while we do not find any
to growth. The long-run effect of growth on saving is ifong-run relationship running from investment to saving.
general considerably larger than the sum of the lagg@&tie long-run effect of lagged saving rates on investment
coefficients, reflecting a certain amount of persistence @tes turns out to be quite large (0.38 in the unbalanced panel
saving rates: The sum of the coefficients on the laggedid 0.40 and 0.55 in the two balanced panels) as a
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consequence of the persistence in the investment ratstance, the effect of a permanent shock to saving rates on
equations. The sum of coefficients on the lagged dependgndwth rates is very small if one takes the estimates of the
variable is close to 0.7 in the first two data sets and 0.8 in tgeowth equation (which includes lagged growth and saving
third one?3 rates). However, this effect is greatly amplified by consider-
Even though the sum of the coefficients on laggedg the growth and saving equation simultaneously.
investment is not significant in the saving equation, some of
the individual coefficients are strongly significant. However
different lags are typically equal in size and opposite in sign;

so that the long-run effect is close to zero. As in the As discussed above, it is possible that the properties of the
equations summarized in table 4, saving rates showegimators we use in section V(A), given the siz& i the
considerable amount of persistence. available sample, do not approximate well enough those of
The results in the third panel show a strong and positige asymptotic distribution. In such a situation, one can
effect of lagged growth on investment. Once again, th®nsider estimators based on fixethnd largeN) asymptot-
long-run effect of growth on investment is much larger thggs.
the sum of the coefficients, due to the multiplier effects with fixed T, the within group estimator used above is no
induced by the strong persistence in the investment equghger appropriate. A first obvious choice is to consider the
tion. The most surprising result in the third panel of thghodel in first differences to eliminate fixed effects and use
table, however, is the negative relationship between lagggdtrumental variables to take into account the correlation of
investment rates and growth rates. This result is in line withe lagged dependent variables with the MA(1) residuals
other empirical evidence, based on different data sets anduced by the differencing.
methods of estimation, such as Blomstrom et al. (1996) andin table 5, we report a summary of the results obtained
Podrecca and Carmeci (1998). using a GMM estimator to estimate a model analogous to
The long-run effect is very similar to the sum of thehat studied in section V(A). (A complete set of results is
coefficients on lagged investment rates, due to the very sm@filable in the appendix.) As above, we consider four lags
autocorrelation in growth rates. While there is almost rnfor each of the two variables. As far as the orthogonality
dynamics in the growth in terms of the lagged dependeronditions are concerned, given the length of the time period
variable equation (as in the results for the growth/savin@vered, we cannot use all of them. We use four lags
equation), the coefficient on lagged investment rates va@dditional to those necessary to just-identify the model) for
considerably. The coefficient on the first lag is significantigach of the two variables in the system.

positive in all data sets, but the overall long-run effect turns The most noteworthy feature of table 5 is that, with few
out to be negative because of the effect of the additional lagsceptions, the results are similar to those described in

In figure 4, we summarize the short-run behavior of th&ection V(A). The similarity is greater for the balanced
systems of equations that we have estimated by using sosag@els and in particular for data set 3, which comprises a
impulse-response function. These plot the reaction of eagibup of relatively homogeneous countries over a long
of the variables in a bivariate system to a permanent shockfgerval. This comes as no surprise, given thi probably
one of the two variables. In each of the three columns, Wgge enough to pull the OLS bias close to zero. The main
plot the impulse-response function to a shock to each of thigference, however, is that the estimates obtained with this
three variables. As each variable appears in two systergyM estimator are not as precise as those discussed in
there are two responses to the “own” shocks. For instanagsction V/(A). If we consider the relationship between saving
the change of growth rates to shock to growth can kgd growth, for instance, while we obtain point estimates
computed looking at the growth-investment or the growthhat are not miles apart (especially in the two balanced
saving systems. Each column of the figure has four panglgnels), in table 5 we always fail to reject the hypothesis of
for this reason. no Granger causation.

Two elements of the figure are of particular interest. First, This does not mean, however, that no effect is picked up
the graphs summarize synthetically the short-run dynamigg this procedure. For instance, we find again the result that
implied by our estimates. In some cases, such as the reacigiging Granger-causes investment. Furthermore, both the
of growth to its own shocks or the reactionldb shocks on short- and the long-run effects are quite similar to those in
G, this can be quite involved. Second, the long-run effecigble 4. Analogously, we find that growth strongly and
that emerge from the graphs are different from the long-rgdsitively Granger-causes investment, while we do not find

multipliers computed in table 4 as the latter take into accougity evidence of causation going from investment to growth.
one equation at a time, while the impulse-response functions

compute the effects on each pair of equations simulta- _
neously. In some cases, the simultaneous effects canCe Growth and Investment Dynamic Model
substantially larger than the single equation ones. For With Country Heterogeneity

FixedT Estimator with Annual Data

23 Moreover, the first two lagged investment rates take very large One of the mal_n adv_antag_es (_)f using data that ha_ve a
coefficients: close to 1 in the first and close+6.3 in the second. reasonably large time dimension is that one can investigate
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FIGURE 4.—IMPULSE-RESPONSE IN THE BIVARIATE SYSTEMS
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TABLE 5.—IV-GMM ESTIMATES ANNUAL DATA

Data Set 1 (123 Countries) Data Set 2 (50 Countries) Data Set 3 (38 Countries)
Saving and Growth
Dependent Saving Growth Saving Growth Saving Growth
variable (1) 2) 3) (4) (5) (6)
Sunt? 0.0699 —0.0283 0.213 0.1086 0.0891 —0.050
(p-value) (0.7861) (0.5269) (0.8105) (0.4275) (0.5604) (0.6593)
Long-rurP 0.4353 —0.0313 0.8120 0.1143 0.4163 —0.0647
(p-valuey (0.9804) (0.8301) (0.3481) (0.7014) (0.5135) (0.6720)
Saving and Investment
Dependent Saving Investment Saving Investment Saving Investment
variable 1) 2 3) (4) (5) (6)
Sunt 0.1100 0.3449 —0.1550 0.2445 —0.0126 0.1997
(p-value) (0.6145) (0.4254) (0.2538) (0.024) (0.9141) (0.0036)
Long-rurP 0.1371 0.3449 —0.4427 0.5959 —0.0396 0.6793
(p-valuey (0.0969) (0.8789) (0.5089) (0.080) (0.5778) (0.0573)
Growth and Investment
Dependent Growth Investment Growth Investment Growth Investment
variable (1) 2 3) (4) (5) (6)
Sunt? —0.0337 0.0585 -0.2171 0.3309 —0.1169 0.2878
(p-value) (0.2661) (0.8234) (0.1171) (0.0071) (0.1135) (0.006)
Long-rurP —0.0346 0.5006 —0.2687 1.0648 —0.1152 1.7442
(p-valuey (0.7175) (0.9845) (0.4649) (0.0526) (0.4399) (0.0075)

Notes: See table 4. The estimates reported here are equivalent to those in table 4. Estimates are obtained by GMM using the HNR (1988) and AB{@&9 Faestamditional lags are used as instruments in all
columns.

the possibility that the coefficients of the dynamic model Because the procedure we use in this subsection requires a
differ in the cross-sectional dimension. We now estimate theggeT for each country, we limit ourselves to the use of the
same dynamic relationships of the previous two sectiormlanced panel of 38 countriésWe report the estimates of
relaxing the assumption that their coefficients are equdle sum of lagged coefficients and of the long-run effects in
across countrie¥' table 628

To summarize the information from the estimated country- Qualitatively, the results do not differ sensibly from what
specific parameters, we focus on “mean group” estimateswhs found imposing the homogeneity assumption. Com-
the coefficients of interest, as proposed by Pesaran grated to the OLS estimates, we note that, on average, the
Smith (1995), but also report the three quartiles of trghort-run multipliers are approximately halved.
distribution of each coefficient. We also compute, as before,Long-run multipliers are often influenced by the presence
the short- and long-run multipliers for the (possibly) causingf outliers, and sometimes their mean estimate diverges
variable?s considerably from the median individual estimate. In the

This framework is suitable for the analysis of heterogengaving-on-growth equation, in which the quantiles’ informa-
ity among countries. A detailed analysis of the nature §Pn shows the presence of considerable heterogeneity, the
cross-sectional heterogeneity would be particularly relevd@fd-run multiplier looses significance once we go from
whenever relaxing the homogeneity assumption leads @-S to mean estimates. In the investment-on-growth equa-
qualitatively different result& tion, t_h'e Iong—r_un multiplier changes sign and becomes

insignificantly different from zero. In all other cases, the

24 A series ofF-tests of the null hypothesis that the coefficients are inded@Sults obtained with the mean estimator are qualitatively

homogeneous across countries led to the rejection of the hypothesis in@déntical to those obtained with the OLS estimator.

cases for significance levels below 1%. = We conclude that, even if in our data set there is evidence
Their significance is assessed using a simple test based on the obser

relative frequency of the estimated multipliers taking positive value \ﬁ‘e_para_meter heterogeneity across_ country, apprOP”ateW

which is approximately normally distributed. For individual coefficientaking it into account does not modify the general picture

estimates, for which standard errors are available, we notice that tb'('Ptained using estimators that erroneously impose homoge-

simple “count test” yields results similar to those obtained using standard_.

parametric techniques. Note that, because of the presence of outiiBfe!ty-

sometimes the mean group estimator is signed differently than the median

individual estimate. Rejecting the null hypothesis, in this case, would b&” We have also carried out the analysis with the fifty-country balanced

evidence in favor of an effect signed as the median estimate. data set. The results (available upon request) are not significantly different
26 This is not our case. However, an informal analysis to identify thoseom the ones that we report.

countries having the sign of the estimated relationships different from thé® A complete set of results is in the appendix, where the standard errors

sign of the mean effect, did not show the presence of any cleady individual coefficients are computed using a simple extension to the

identifiable pattern. Details are available from the authors. present context of the White’s robust variance-covariance estimator.
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TABLE 6.—A DyYNAMIC MODEL OF SAVING AND GROWTH WITH HETEROGENEOUSCOEFFICIENTS ANNUAL DATA

Dependent variable: Saving rates
Independent variable: Growth rates

Dependent variable: Growth rates
Independent variable: Saving rates

Avg. 1st 2nd and Avg. 1st 2nd and
Coeff 3d Quantile Coeff 3 Quantile
Sunt 0.0463 —0.00964, 0.0390, 0.0993 —0.0022 —0.0455, 0.0012, 0.0618
(p-valuep (0.003) (1.000)
Long-rurf —1.428 —0.4550, 0.6613, 1.8027 —0.3274 —0.1859, 0.0519, 0.9897
(p-value} (0.004)* (0.194)*
Dependent variable: Saving rates Dependent variable: Investment rates
Independent variable: Investment rates Independent variable: Saving rates
Sunt —0.0077 —0.0642,—-0.0189, 0.0444 0.0656 0.0234, 0.0620, 0.1237
(p-value) (2.000) (0.000)
Long-rurP —8.1049 —0.1700, 0.4949, 1.7086 0.5789 0.2893, 0.6417, 0.9289
(p-valuey (0.009)* (0.000)
Dependent variable: Growth rates Dependent variable: Investment rates
Independent variable: Investment rates Independent variable: Growth rates
Sunt —0.0440 —0.1062,—0.0644, 0.0106 0.0857 0.0279, 0.0815, 0.1271
(p-valuey (0.023) (0.023)
Long-rurf 0.1411 —0.3588, 0.0115, 0.3230 3.6307 0.5731, 1.3355, 2.8268
(p-value}! (1.000) (0.000)

# of observations: 1292
# of countries: 38

Notes: The model is equivalent to that estimated in table 4 but with country-specific coeffipiemtses from “count tests” are in parentheses.

a) Average of the sum of the lagged coefficients on the “causing” variable.

b) p-value of a “count test” of the hypotheses that the fraction of countries for which the sum of the lagged coefficients on the “causing” varieaterishgn zero is equal

c) The long-run coefficient is the average of the country-specific long-run effects.

d) Thep-value of a “count test” of the hypothesis that the fraction of countries for which the long-run coefficient is greater than zero islequal to

*An asterisk next to th@-values of the short- and long-run coefficients indicates that, because of the presence of extreme values, the estimated coefficients’ highfiediffament from the sign of their mean.

D. Three-Equation System significantly affect growth rates only in the balanced sample
So far, we have been considering pair-wise tests \(/)v]jth fifty countries.
’ 9gp If we consider the persistence of the three equations as

Granger causation. However, in studying our three Variabl?ﬁeasured by the sum of the coefficients on the lags of the

there is no reason not to conS|derthemJo!ntIy. In_orderto q:%pendent variable, we find that, as before, growth shows
so, we return to the methodology used in section V(A)—;

. . very little of it, while investment an ving r re ver
OLS regression with country-specific intercepts. Once ag ery little ot it, € investment and saving rates are very

. : rsistent?
we consider four lags of the variables under study. That S:As with the bivariate systems, we summarize the short-

we regress each of our three variables on four of its lags, f . A : i
lags of the other two variables and country dummies. Tc%%lh dynamics by plotting, in figure 5, the impulse-response

results of this procedure are summarized in table 7. The ta netions of each of the variables under study to each of the

) . . ee shocks. Once again, as we consider the three variables
has nine columns: one for each of the three variables in eq ultaneously, the cumulate impulse response does not

of the three data sets. Rather than showing all estimates, cide with the long-run multipliers of table 7 computed
report the sum of the coefﬁci’ents on the four lags considergéi g a single equation’s coefficient, because they take into
Sggél;r:ethﬁlgaﬁi oijfr:ee\;fz;rclz?sblelﬁ ?ggi:iézanngersepfr}[ﬂggfount the dynamics of all the variables simultaneously. In
! 9 ) ’ port. eneral, this magnifies the size of the effects. In the case of
p—vglue of the test that ?QCh of the four lags (on_ a 9V&eHe effect of a shock to the saving rate regression on growth,
variable) has a zero coefficient and of the hypothesis that & offect is first negative and then mildly positive, which

sum of the coefficient is zero. stands in contrast with the pattern shown in figure 4.
The results, once more, are reasonably homogeneous

across samples. This is particularly true for the investmelznt
equation. Investment seems to be affected significantly and
positively by both lagged growth and saving rates. SavingWe have already noticed that our results are, within the
rates, on the other hand, do not seem to be affected by eitfremework we have used, quite stable and robust. In
lagged growth rates or lagged investment rates. The oprticular, as mentioned above, we have experimented with
exception is the positive effect of lagged growth rates in thghanging samples and increasing the number of lags in-
unbalanced panel. Finally, in the growth equation, we find in

all _samp_les a n_egative effect pf lagged investment (already the oniy odd finding in this respectis the sum of the coefficients on lag
noticed in Section V(A)). Saving rates, on the other hangyestmentin the unbalanced panel that equel22.

An Overall Evaluation and Some Extensions
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TABLE 7.—A DyNAMIC TRIVARIATE MODEL OF SAVING, INVESTMENT, AND GROWTH: ANNUAL DATA

OLS Estimates

Data Set 1 (123 Countries) Data Set 2 (50 Countries) Data Set 3 (38 Countries)
Dependent Saving Invest. Grow. Saving Invest. Grow. Saving Invest. Grow.
Variable 1) 2 (3 (1) 2 3 1) 2 3
Saving coeffs.
Sum 0.7206 0.1051 0.0690 0.7985 0.0928 0.1264 0.7364 0.0854 0.0627
(p-value) (0.000) (0.000) (0.000) (0.000) (0.000) (0.003) (0.000) (0.000) (0.137)
Long-run — 0.3313 0.0614 — 0.3508 0.1277 — 0.4164 0.0770
(p-value) (0.000) (0.000) (0.000) (0.049) (0.000) (0.000)
Investment coeffs.
Sum 0.0229 —1.2246 —0.1205 0.0183 0.7354 -0.1625 0.0627 0.7948 -0.1226
(p-value) (0.347) (0.000) (0.000) (0.582) (0.000) (0.001) (0.026) (0.000) (0.001)
Long-run 0.0820 — —-1.0730 0.0909 — —0.1642 0.2379 — —0.1506
(p-value) (0.000) (0.000) (0.111) (0.000) (0.000) (0.000)
Growth coeffs.
Sum 0.1391 111 0.6829 0.0641 0.0976 0.0109 0.0496 0.1544 0.1858
(p-value) (0.000) (0.000) (0.000) (0.152) (0.000) (0.865) (0.299) (0.000) (0.000)
Long-run 0.4977 0.3313 — 0.3182 0.3689 — 0.1882 0.7526 —
(p-value) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
# of observations 2527 2516 2517 1250 1250 1250 1140 1140 1140

Notes: See table 4.

cluded in our regressions. Both experiments did not changentrols, these series (except public consumption) required
the basic nature of our results. the imputation of some missing values. To fill the gaps, we
In an attempt to control for important differences amongerformed linear interpolations and/or extrapolations based
countries that could affect the relationships of interest, maon the tendency of the nearest six observations of the series.
of the papers that study multicountry data sets, such as thélost of the control variables we consider are strongly
growth regressions of Barro (1991) and many others, hasignificant in most of the specifications we consider. In
considered a number of variables ranging from measurespafticular, the public consumption coefficient is negative
human capital to government consumption to measuresawid significant in all two- and three-equation systems (with
political instability3® While this is certainly important in the exclusion of the regression of investment against lagged
cross-sectional studies, it is less so in our case, as our fosasing using data set 2). This is an unsurprising conclusion
is on the time dimension. Moreover, at least the variabléslight of previous cross-sectional studiésThe estimated
that do not vary over time are taken care of by the presermefficient of the share of population aged between 15 and
of fixed effects. However, in this subsection, we explo@5 is almost always positive and significant, with the
whether the results we obtain are robust to the introductierception of the investment equation in the three-equation
of a number of control variables that are typical in crossystems and in the investment-growth equation in the
sectional studies. two-equation systems, irrespective of the data set consid-
The control variables we consider are chosen on the basisd. In both the two- and three-equation systems, the
of two criteria. First, we want to consider variables that ateuman capital control is often imprecisely estimated. This is
likely to be important and have been typically used in theue especially for the data set of 38 mostly developed
macro (and especially growth) literature. Second, we do rauntries, in which none of the human capital coefficients
want to lose from our data set too many countries becauseaoé significant, perhaps because of the low variability in the
data availability. This is an important issue, because teample. The effect of the life expectancy is significant in
controls usually included in the growth (cross-sectionathost of the regressions, the exception being the investment
regressions are usually available only at very low frequeeaquations in the three-equation system and the investment
cies. on lagged growth rates in the case of two equations.
We included four additional controls in data sets 2 and Btowever, the sign of the point estimates are different in
the public consumption rate, computed as (central) govedifferent equations.
ment consumption over GNP, the share of population agedTlhe introduction of the control variables, however, does
between 15 and 65 years, a human capital proxy (yearsnot affect most of our results about the dynamic relationship
schooling), and life expectancy at birth. As we need annuahong saving investment and growth. For the bivariate
30 Typically, in growth regressions, the average growth rate ofacounSyStemS (which W-e qo not report but Whlc-h are available
is explained by means of a set of (supposedly exogenous) contr@@on re_qUESt)’ this is true for the saving-investment and
concerning geographical, institutional, political, and more tradition@rowth-investment cases. The short- and long-run effects

demographic factors and economic variables—the investment rate ameilgyays retain sign and significance (or lack of) and are
them—evaluated at the beginning of the period or in terms of sample
averages. These controls might also affect the relationships that we

analyze. 31 The complete set of results is shown in the appendix.
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FIGURE 5.—IMPULSE-RESPONSE IN THE TRIVARIATE SYSTEM
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remarkably close in size. The only important exception is tts@mewhat different, especially in data set 2. In this case,
saving-growth system. While the results for data set 3 azensistently with the “saving for a rainy day” argument, or
again unaffected, in the case of data set 2, the effectwith a more traditional IS-LM model, the long-run coeffi-
lagged growth rates on saving changes from positive withazient is negative and marginally significant. In the data set
controls to insignificant (and negative) when controls aiecluding 38 of the most-industrialized countries, however,
introduced. Furthermore, when we consider the effect tife effect is insignificantly different from zero. This seems to
lagged saving rates on growth, we now find a negative aodnfirm Deaton’s (1995) statement that “the reverse mecha-
(marginally significant) coefficient. nism from growth to saving is at best relatively unimpor-
Table 8 summarizes the results of the introduction t¢ént.”

controls in the three-equation system considered in theAs for the growth equation, to the short- and long-run
previous section. Let us consider first the saving equatiaffects of lagged investment are again quite precisely
The introduction of controls leaves almost unaffected tlestimated and similar to the estimates of the no-controls,
degree of persistence of the dependent variable estimatethiee-equation system of table 7 for both data sets. There-
the three-equation system without controls. Also, the estbre, the negative short- and long-run investment effects are
mated effect of the lagged investment rates on saving is veopust also to the inclusion of these controls. However, the
similar to the corresponding case of table 7, with a long-rwgaving effect is less stable than the investment one. While in
multiplier always positive, significant, and not far from 0.2@able 7 the short- and the long-run multipliers are positive
for both data sets. However, the effect of growth iand usually significant, the introduction of controls reduces
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TABLE 8.—A DyNAMIC TRIVARIATE MODEL OF SAVING, INVESTMENT, AND GROWTH AND CONTROLS ANNUAL DATA

OLS Estimates

Data Set 2 (50 Countries) Data Set 3 (38 Countries)
Dependent Saving Invest. Grow. Saving Invest. Grow.
variable (1) 2) 3) (1) 2 3)
Saving coeffs.
Sum 0.6847 0.1054 0.0305 0.6584 0.0706 —0.0151
(p-value) (0.000) (0.000) (0.500) (0.000) (0.001) (0.072)
Long-run — 0.3802 0.0244 — 0.3354 —0.0154
(p-value) (0.000) (0.893) (0.000) (0.000)
Investment coeffs.
Sum 0.0639 0.7227 —0.1142 0.0697 0.7896 —0.0796
(p-value) (0.050) (0.000) (0.016) (0.012) (0.000) (0.039)
Long-run 0.2028 — —0.0913 0.2041 — —0.0816
(p-value) (0.000) (0.000) (0.000) (0.000)
Growth coefficients
Sum —0.0911 0.0821 —0.2519 0.0009 0.1625 0.0242
(p-value) (0.046) (0.010) (0.000) (0.985) (0.000) (0.723)
Long-run —0.2891 0.2958 — 0.0027 0.7724 —
(p-value) (0.000) (0.000) (0.000) (0.000)
# of observations 1250 1250 1250 1140 1140 1140

Notes: See table 4.

size and precision of the estimates in data set 2, and chanifpes 5% level. Within each column are more subcolumns
the signs in the case of data set 3. when a given estimation technique was used on more than
The investment equation is unaffected by the inclusion ohe sample of countries. The number at the head of each
controls. The degree of persistence of the dependent variahlbcolumn identifies the relevant sample size.
is only slightly lower than the one estimated in table 7. Some clear patterns emerge from the table. Three results
Investment and growth coefficients, both in the short-riere extremely robust across data sets and estimation meth-
and long-run cases are always positive, significant, and vags. Lagged saving rates are positively related to investment
close to the corresponding values of the no-control case. rates. Investment rates Granger-cause growth rates with a
In conclusion, the results might be consistent with megative sign, and growth rates Granger-cause investment
framework in which the saving-investment and investmentates with a positive sign. These results emerge in all
growth relationships are direct and therefore relatively easglumns, with the only exceptions being the unbalanced
to detect. On the contrary, the (possibly indirect) relationshimmple with the GMM estimator (which typically yields the
from saving to growth is influenced by other factors and Iess precise estimates), and, in one case, the heterogeneous
therefore less stable, while in the growth-to-saving relationeefficient estimator. Also, lagged investment positively
ship enter opposing (and perhaps offsetting) forces thatanger-causes saving in all cases, with the exclusion of the
reflect different and not completely understood theoreticalo smaller samples in GMM estimation, in which the

mechanisms of consumer behavior. relation has a negative and nonsignificant sign. Growth and
saving seem to be mutually and positively related, but an
VI. Interpretation of the Results and Conclusions important exception arises once we include additional

In this section, we summarize and interpret our resultcsomrOIS in ine three-variable system.
’ P ‘In the introduction, while discussing the link between

Across data sets, estimation methods and specificatiogg\,/ing and investment, we mentioned the Feldstein and

saving rates, and investment rates show a substantial amaQy ﬁ'oka (1980) and the Feldstein and Bacchetta (1991)
of persistence, with the sum of the coefficients on the lagg ers as relating the positive correlation between saving
dependent variable ranging between 0.6 and 0.8. On d investment to the limited mobility of international

contrary, growth rates are much less persistent. This r?:aaspital. We also mentioned other papers, such as that by

obvious implications on the way in which the shocks a8 vier and Crucini (1992) who construct a two-country

propagated and on the speed of adjustment. The eVidenC%%ﬂilibrium model with perfectly open capital markets that

glro(vi/ghgga)ltes is consistent with that presented by Easterlyi able to generate the type of correlation observed in the

Table 9 provides a simple and selective summary of tdata. Baxter and Crucini’s story seems to be supported by
_1able 9 p np hary ot tﬂﬁe evidence on the contemporaneous correlation in section
implications of our estimates. A plus or a minus sign

indicates the sign of the long-run coefficients (and therefore

of the long-run effect) in the equation listed in the ﬁrsngOr example, the “Growth on Sav"—"OLS" cell of the table shows
that the long-run coefficient of growth on saving, in the OLS estimates and

column. One asterisk following Fhe S.igr? indiCE_ite-S- Signifl]sing the sample with 123 countries, is positive and significantly different
cance at the 10% level; two asterisks indicate significancefratn zero at the 5%-significance level.
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TABLE 9.—SUMMARY OF RESULTS

oLS HNR GMM Three Variables Three Variables and
, (table 4) (table 5) P-S (table 7) Controls (table 8)
Number of Countries (table 6)
in the Sample: 123 50 38 123 50 38 38 123 50 38 50 38
Growth on Saving +¥* +** +** + + + +xx 4 R 3 — A
Saving on Growth +** + —* - + - + 4 +** +** + —
Investment on Saving +r* 3 +x* +* - - +** +x* + - xx +** +**
Saving on Investment ~ +** +* +* + +* +* +* +* +x* +** +x* +**
Investment on Growth ~ —** —* —** - - — + —** —** —** —** —**
Growth on Investment ~ +** +** +x* + +* +** +** S x* 4 xx 4 xx % %

Notes: A+/— sign indicates a positive/negative long-run estimated coefficient. One/two asterisk(s) indicate(s) significance at the 10% (5%) level.

Il (and especially that in figure 3), which shows that suctiebate on relative convergence is only marginal. The main
correlation has been relatively constant in the last thirtgason for this is that the convergence regressions are
years, while capital markets have been developing atypbically identified by cross-sectional variation that, in our
becoming more integrated. However, the fact that laggeegressions that focus mainly on the time series dynamic is,
saving seems to be strongly related to current investmesta large extent, absorbed by the fixed effects.
poses a more difficult challenge to the type of models thatThe relationship between saving and growth that consti-
Baxter and Crucini have been constructing. tuted the main theme of the Carroll and Weil (1994) work is
Turning to the Granger causation running from growth teot very stable. Growth seems to be (positively) Granger-
investment, one could probably construct models in whi@using saving in many specifications and data sets, but
growth might create incentives to new investment byften the effect is quite weak. More importantly, the
making future growth more likely. This is the mechanisijroduction of controls causes such a correlation to disap-
stressed by Blomstrom et al. (1996). Such a story, howevggar. |n the introduction, we mentioned that both the
contrasts with the low persistence that growth shows in t g-run and short-run implications of the lifecycle model
data. . . . . _for the relationship between growth and aggregate saving
By far the most difficult piece of ev!dence to interpret is, . ambiguous and depend on a number of aggregation
the negative Granger causation running from investmentdge s 1t is therefore interesting to note that—controlling
growth rates. This resqlt IS ext_remely robust to_gharjgesf& some additional variables such as the share of the
the sample, econometric technique, model specification, a[%jpulation in working age—the relationship between lagged

mqlusmn of co.ntrols. Moreover, as a!ready meF‘F'O”ed’ th owth and saving changes from positive to negative. This
evidence—which contrasts sharply with the positive correld-

i . X . . . iece of evidence is consistent with the importance of

tion coefficient typically obtained in growth regression emographic variables for aggregate saving recently stressed
such as those of Barro (1991) and Barro and Lee (1993)—1S Beﬂrmpan Durvea. and Sggke? (1999) 9 y
not inconsistent with that recently presented by Bolstrom %\[ ' yea, y j

al. This negative correlation has been interpreted in terms ofWhlle there is some evidence of a positive relationship

the adjustment process towards the steady state within H%W‘*ef‘ lagged saving rates ar)d current gr_o_vvth rates, it is
Solow model, following a shock on saving (Vanhoudwer.es“ng to note th‘."‘t a negative and 5|gn_|f_|cant effect is
(1998)). A different possible story might be that savin btained in the_ trivariate system when additional cqntrols
decreases anticipating future growth, and this constitute&§ Present. "I"o.|der.1t|fy.such amicro effect as the “saving for
limiting factor for investment, given the limited mobility of@ T&iny day” implication of the lifecycle model, it is
international markets. This story, however, is inconsistefgCessary to control for several determinants of heterogene-
with the fact that, in the trivariate system, lagged saving { across countries.
negatively related to growth only in the smallest data set The long-run coefficients are only a part of the story,
when controls are introduced in the equation. AnothBpwever, because they do not capture short-run dynamic
possibility is that investment is less costly or more produéffects that can be quite complex and relatively long lasting.
tive when growth is high; anticipating a decline in growthf-or instance, most of the relationships that exhibit no
firms will tend to anticipate investment projects and vicgignificant long-run effects are characterized by some signifi-
versa. cant coefficient on some of the lagged causing variable. That
Before turning to the discussion of the relationshiig, even in those cases in which there seems to be no
between growth and saving, a small digression on theng-run Granger causation, we find significant short-run
relevance of our evidence for the growth regressions inigéfects. These results are compatible with the presence of the
ated by the work of Barro (1991), Mankiw, Romer, and Weitontrasting economic forces that are the likely determinants
(1992), and others is called for. While the evidence on tlod the relationships that we have studied and that we have
relationship between growth and investment is relevant fdescribed in the introduction to this work. If the timing of the
that literature, we should stress that the relation with ttedfects of these forces is different so that they are empirically
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distinguishable (but these effects also tend to cancel out afilano, M., and O. Bover, “Another Look at the Instrumental Variable
time) then we would exactly expect to find individually ~ Estmation of Error-Components Modelsjournal of Economet:
significant coefficients, but a nonSigniﬁcant average eﬁeCtArgimc;InC,SI., asnd J.)’M. TQol'dan, “Saving, Investment and International

In this paper, we have experimented with different capital Mobility in EC Countries,_m
econometric techniques with the purpose of properly treat-  (1994), 59-67.

ing a panel of data in which botandT are relatively large. Baltagi, B. H., and J. M. Griffin, *Pooled Estimators vs. Their Heteroge-
neous Counterparts in the Context of Dynamic Demand for

We have argued that the novelty of using pooled data of this  Gasine, | —@ R 7 (1997), 303-327.

kind presents the researcher both with new opportunities aigro, R. J.. “Economic Growth in a Cross-Section of Countries,”
with new problems. We have made the point that, in our 6 (1991), 407-443.

case, it is more meaningful to think aboLitrather tharN Barro, R. J., and J. W. Lee, “International Comparisons of Educational

. Attainment,” 82 (1993), 363—-394.
asymptotics. We have also argued that, because Granggke, . and M. Crucini, "Explaining Saving-Investment Correla-

causality is an intrinsically dynamic concept, the dynamics  tions,” American Economic Revie#993), 416-37.
of the data is where this relation has to be sought. Obviougbghrman, J., S. Duryea, and M. Szekely, “Aging and Economic Options:
the estimators that one chooses under the assumptiof that Latin America in a World Perspective,” manuscript (1999).
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This appendix reports the tables with the complete results of the regressions we referred to in the main text. In order to facilitate compavistersfitbre of
the tables of this appendix is the same used in the text.

TABLE A4Aa.—A DYNAMIC MODEL OF SAVING AND GROWTH: ANNUAL DATA

OLS Estimates

Data Set 1 Data Set 2 Data Set 3
123 Countries 50 Countries 38 Countries
Dependent Saving Growth Saving Growth Saving Growth
variable Q) 2 3) 4) (5) (6)
Oit-1 0.115499 0.640135 0.645385 0.052755 0.660285 —0.18019
(0.02605) (0.0204) (0.031244) (0.045098) (0.034705) (0.047698)
Oit-—2 0.005523 0.090427 0.030299 0.012158 0.040342 0.196364
(0.03044) (0.02376) (0.03825) (0.05521) (0.042787) (0.058807)
Jit-3 —0.08889 —0.04794 0.026327 —0.02583 —0.00541 —0.05283
(0.0305) (0.0243) (0.040361) (0.058257) (0.041903) (0.057592)
Oit-4a —0.02402 0.048511 0.099913 0.004369 0.077242 0.016326
(0.02608) (0.02082) (0.032765) (0.047292) (0.03239) (0.044517)
Si-1 0.025317 0.082779 0.088442 0.08095 0.161202 0.328445
(0.02062) (0.01614) (0.021725) (0.031358) (0.025508) (0.035058)
Si-2 —0.04337 0.013104 —0.00425 0.027619 —0.10203 —0.09027
(0.02054) (0.01606) (0.021898) (0.031607) (0.02646) (0.036366)
Si-3 —0.00905 0.058171 0.071663 —0.00693 0.113586 0.024084
(0.01997) (0.01577) (0.021856) (0.031547) (0.026427) (0.036321)
Sit-4 —0.06747 —0.02057 —0.05013 —0.04076 —-0.07778 —0.05446
(0.01937) (0.01519) (0.021069) (0.030411) (0.023594) (0.032428)
Growth coeffs.
Sum 0.1335 — 0.1057 — 0.0950 —
(p-value) (0.000) (0.011) (0.027)
Long-run 0.4965 — 0.5337 — 0.4174 —
(p-value) (0.000) (0.000) (0.000)
Saving coeffs.
Sum — 0.0081 — 0.0434 — —0.0203
(p-value) (0.719) (0.239) (0.548)
Long-run — 0.0074 — 0.0463 — —0.0258
(p-value) (0.000) (0.623) (0.028)
# of observations 2766 2757 1250 1250 1140 1140

Notes: See table 4.
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TaBLE A4B.—A DYNAMIC MODEL OF SAVING AND GROWTH WiTH CONTROL

VARIABLES: ANNUAL DATA

Dependent
Variable

OLS Estimates

Data Set 2 Data Set 3
50 Countries 38 Countries
Saving Growth Saving Growth
3 4 (5) (6)

Oit-1
Jit-2
Oit-3

Oit-a

Sit-4

Publ. Cons.
Pop. 15-65
Hum. Cap.
Life Exp.

Growth coeffs.
Sum
(p-value)
Long-run
(p-value)

Saving coeffs.
Sum
(p-value)
Long-run
(p-value)

# of observations

0.047613  0.010327  0.140069  0.268921
(0.021081)  (0.030619)  (0.025084)  (0.034404)
—0.03614 —0.03222 —0.0973  —0.11381
(0.021145)  (0.030712) (0.025777)  (0.035355)
0.039265 —0.06678 0.101913 —0.01866
(0.021105)  (0.030654)  (0.025754)  (0.035323)
—0.07212 —0.09146 —0.07862 —0.08936
(0.020419)  (0.029657)  (0.02319)  (0.031806)
0.57426  —0.02382 0.601141 —0.22324
(0.030251)  (0.043938) (0.034146) (0.046833)
0.023446  0.012066  0.031099  0.18663
(0.036238)  (0.052634) (0.041145)  (0.056432)
0.027372 -0.0194  —0.01019 —0.04556
(0.038251)  (0.055557)  (0.040337)  (0.055323)
0.089872 —0.00505 0.071941  0.014844
(0.031141)  (0.045231) (0.03115)  (0.042728)
—-0.3807  —0.46931 —0.34213 —0.40405
(0.036969)  (0.053695) (0.036191)  (0.049638)
0.003344  0.002721  0.001447  0.002091
(0.000606)  (0.000881)  (0.000493)  (0.000677)
—0.00307 —0.0042  —0.00105 —0.0016
(0.002007)  (0.002915)  (0.001451)  (0.001991)
—0.00156 ~ —0.00294 0.000388 —0.00158
(0.000708)  (0.001029)  (0.000504)  (0.000691)

-0.0213 — 0.0661 —
(0.618) (0.142)
-0.075 — 0.2159 —
(0.000) (0.000)
— ~0.0362 — ~0.0673
(0.341) (0.059)
— -0.0307 — -0.0707
(0.903) (0.000)
1250 1250 1140 1140

Notes: See table 4.
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OLS Estimates

Data Set 1 Data Set 2 Data Set 3
123 Countries 50 Countries 38 Countries
Dependent Saving Investment Saving Investment Saving Investment
variable 1) 2 3) 4 (5) (6)
Si-1 0.701393 0.107546 0.67805 0.107411 0.709031 0.114401
(0.02088) (0.01543) (0.029003) (0.019293) (0.030694) (0.021413)
St-2 0.044949 0.03632 011118 0.011691 —0.06379 0.023198
(0.02482) (0.01848) (0.036611) (0.024354) (0.037283) (0.026009)
St-3 —0.03292 —0.04567 0.049335 —0.01365 0.082546 —0.03513
(0.02493) (0.01874) (0.038359) (0.025517) (0.036837) (0.025698)
Sit-4 0.013751 0.019238 0.065447 0.005032 0.003615 0.015448
(0.02124) (0.01577) (0.032306) (0.02149) (0.03115) (0.02173)
i1 —0.0026 0.742666 0.073664 0.964113 0.221524 1.05534
(0.02696) (0.01999) (0.043308) (0.028809) (0.043888) (0.030616)
fit—2 0.139342 —0.00021 0.041234 —0.24634 —0.21374 —0.31872
(0.0333) (0.02507) (0.059812) (0.039788) (0.063564) (0.044343)
flit-3 —0.13577 —0.09184 —0.0579 0.049144 0.061728 0.037378
(0.03297) (0.02507) (0.060084) (0.039969) (0.063652) (0.044404)
fit-a 0.031594 0.044129 —0.04496 —0.04039 —0.00884 0.011379
(0.0242) (0.01811) (0.043101) (0.028672) (0.043008) (0.030003)
Inv. coeffs.
Sum 0.0326 — 0.0120 — 0.0607 —
(p-value) (0.167) (0.719) (0.036)
Long-run 0.1194 — 0.0614 — 0.2259 —
(p-value) (0.000) (0.013) (0.000)
Saving coeffs.
Sum — 0.1174 — 0.1105 — 0.1179
(p-value) (0.000) (0.000) (0.000)
Long-run — 0.3837 — 0.4040 — 0.5494
(p-value) (0.000) (0.000) (0.000)
# of observations 2649 2638 1250 1250 1140 1140

Notes: See table 4.
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TABLE A4D.—A DYNAMIC MODEL OF SAVING AND INVESTMENT
WIiTH CONTROL VARIABLES: ANNUAL DATA

OLS Estimates

Data Set 2 Data Set 3
50 Countries 38 Countries
Dependent Saving Investment  Saving Investment
variable 3) 4) (5) (6)
i1 0.075511 0.954479 0.207073 1.052369
(0.04101)  (0.028904)  (0.042079)  (0.030578)
it—2 0.074149 -0.24334 —-0.18473 —0.3127
(0.05634)  (0.039708)  (0.060976)  (0.04431)
lit-3 —0.04674 0.046259 0.051483 0.035082
(0.05659) (0.039884) (0.061011) (0.044336)
fit—a —0.04176 —0.04 —0.00551 0.013272
(0.040787)  (0.028746) (0.041816) (0.030387)
Sit-1 0.570555 0.099757 0.63258 0.098927
(0.028612) (0.020165) (0.030372) (0.022071)
Si—2 —0.00873 0.012924 —0.06314 0.023208
(0.034516) (0.024326) (0.035725) (0.02596)
Sit-3 0.035564 —0.01202 0.066837 —0.03852
(0.036162)  (0.025487) (0.035335) (0.025677)
Si-4 0.05856 0.011538 0.003586 0.015635
(0.030701) (0.021638) (0.02987)  (0.021706)
Publ. Cons. —0.39472 —-0.03267 —0.35887 —0.069
(0.036573)  (0.025776) (0.036649) (0.026632)
Pop 15-65 0.003595 0.000103 0.001542 0.000414
(0.000613)  (0.000432) (0.0005) (0.000364)
Hum. Cap. —0.00156 —0.00401 —0.00081 —0.00074
(0.002046) (0.001442) (0.001478) (0.001074)
Life Exp. —0.00196 0.000806 0.000163 0.00082
(0.000736) (0.000519) (0.000513) (0.000373)
Inv. coeffs.
Sum 0.0611 — 0.0683 —
(p-value) (0.064) (0.0169)
Long-run 0.1777 — 0.1897 —
(p-value) (0.001) (0.000)
Saving coeffs.
Sum — 0.1122 — 0.0992
(p-value) (0.000) (0.000)
Long-run — 0.3970 — 0.4682
(p-value) (0.000) (0.000)
# of observations 1250 1250 1178 1178

Notes: See table 4.
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OLS Estimates

Data Set 1 Data Set 2 Data Set 3
123 Countries 50 Countries 38 Countries
Dependent Growth Investment Growth Investment Growth Investment
variable 1) 2 3) 4 (5) (6)
Oit-1 0.063251 0.092051 0.078638 0.12196 0.237738 0.156059
(0.02122) (0.01181) (0.029607) (0.013695) (0.031691) (0.01607)
Git-2 —0.02297 0.059429 0.032296 0.028082 —0.06335 0.039476
(0.02126) (0.01183) (0.030451) (0.014085) (0.033211) (0.016841)
Oit-3 —0.01722 0.001627 0.002171 0.012899 0.051549 0.00233
(0.02051) (0.01141) (0.030237) (0.013986) (0.033164) (0.016817)
Oit-4 —0.06709 0.014667 —0.02604 —0.00234 —0.05319 0.008317
(0.01962) (0.01096) (0.029562) (0.013674) (0.031447) (0.015946)
i1 0.066977 0.719835 0.132254 0.937334 0.121781 0.999271
(0.03645) (0.02044) (0.063501) (0.029373) (0.06187) (0.031373)
fit—2 —0.07657 0.014941 —0.24183 —0.20945 —0.32159 —0.24987
(0.04461) (0.02552) (0.086259) (0.0399) (0.087388) (0.044314)
flit-3 —0.02304 —0.0622 0.139193 0.082148 0.210645 0.070734
(0.04378) (0.02555) (0.086845) (0.040171) (0.087391) (0.044315)
fit-a —0.06324 0.064476 -0.12121 —0.02357 —0.08918 0.019673
(0.03269) (0.0184) (0.062402) (0.028865) (0.060396) (0.030626)
Inv. Coeffs.
Sum —0.0959 — —0.0916 — —0.0783 —
(p-value) (0.001) (0.025) (0.0112)
Long-run —0.0918 — —0.1003 — —0.0947 —
(p-value) (0.000) (0.004) (0.000)
Growth coeffs.
Sum — 0.1678 — 0.1606 — 0.2062
(p-value) (0.000) (0.000) (0.000)
Long-run — 0.6381 — 0.7521 — 1.2871
(p-value) (0.000) (0.000) (0.000)
# of observations 2517 2516 1250 1250 1140 1140

Notes: See table 4.
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TaBLE A4F.—A DYNAMIC MODEL OF GROWTH AND INVESTMENT WITH
CONTROL VARIABLES: ANNUAL DATA

OLS Estimates

Data Set 2 Data Set 3
50 Countries 38 Countries
Dependent Growth Investment ~ Growth Investment
variable 3) 4) (5) (6)
Oit-1 —0.01731 0.113569 0.167132 0.150496
(0.02934) (0.014264) (0.031502) (0.01651)
Oit-2 —0.05582 0.020776 —0.10837 0.039546
(0.029942) (0.014557) (0.032582) (0.017076)
Oit-3 —0.07868 0.006057 —0.00145 0.000674
(0.029609) (0.014395) (0.032607) (0.017089)
Oit-4 —0.09617 —0.00797 —0.09818 0.009741
(0.028922) (0.014061) (0.031017) (0.016256)
fit-1 0.150473 0.935643 0.130386 0.989416
(0.060469) (0.029398) (0.06005) (0.031472)
fit—2 —0.20543 —0.20583 —0.29236 —0.24637
(0.081994) (0.039863) (0.084259) (0.04416)
lit-3 0.136142 0.081233 0.189131 0.068423
(0.082518) (0.040118) (0.084238) (0.044149)
lit—4 —0.17482 —0.0301 —0.09668 0.011245
(0.059575)  (0.028963) (0.05848) (0.03065)
Publ. Cons. —0.48055 —0.04368 —0.37454 —0.07831
(0.052234) (0.025395) (0.047771) (0.025037)
Pop 15-65 0.00267 0.000659 0.001967 0.000415
(0.000839) (0.000408) (0.000675) (0.000354)
Hum. Cap. —0.00489 —0.00274 —0.00195 —0.00055
(0.002888) (0.001404) (0.002005) (0.001051)
Life Exp. —0.00257 0.000287 —0.00144 0.000388
(0.001009) (0.000491) (0.000705) (0.000369)
Inv. coeffs.
Sum —0.0936 — —0.0695 —
(p-value) (0.0175) (0.031)
Long-run —0.075 — —0.067 —
(p-value) (0.000) (0.002)
Growth coeffs.
Sum — 0.1324 — 0.2005
(p-value) (0.000) (0.000)
Long-run — 0.6046 — 1.1306
(p-value) (0.000) (0.000)
# of observations 1250 1250 1140 1140

Notes: See table 4.
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TABLE ASA.—A DYNAMIC MODEL OF SAVING AND GROWTH: ANNUAL DATA
IV-GMM Estimates
Data Set 1 Data Set 2 Data Set 3
123 Countries 50 Countries 38 Countries
Dependent Saving Growth Saving Growth Saving Growth
variable (1) 2) 3) (4) (5) (6)

Sit-1 0.7848 0.0612 0.5158 —0.0483 0.5220 —0.3999

(0.213) (0.240) (0.209) (0.305) (0.172) (0.313)
St-2 0.0315 0.0606 —0.0004 0.2558 0.1000 0.3216

(0.249) (0.335) (0.136) (0.272) (0.134) (0.222)
Sit-3 -0.1231 —0.0679 0.0870 —0.1975 0.0004 0.0011

(0.279) (0.327) (0.121) (0.283) (0.138) (0.184)
Sit-4 0.1462 —0.0822 0.1276 0.0986 0.1636 0.0272

(0.190) (0.197) (0.119) (0.187) (0.090) (0.140)
Oit-1 0.0140 0.1036 0.2159 0.1878 0.2687 0.4206

(0.213) (0.240) (0.209) (0.305) (0.172) (0.313)
Oit-2 —0.0850 0.0200 —0.0468 —0.1536 —0.1756 —0.0795

(0.249) (0.335) (0.136) (0.272) (0.134) (0.222)
Git-3 0.1631 —0.0658 0.1081 0.1226 0.1280 —0.0125

(0.279) (0.327) (0.121) (0.283) (0.138) (0.184)
Oit-a —0.0222 0.0399 —0.0579 —0.1067 -0.1320 -0.1021

(0.190) (0.197) (0.119) (0.187) (0.090) (0.140)
Sum 0.0699 —0.0283 0.213 0.1086 0.0891 —0.050
(p-value) (0.7861) (0.5269) (0.8105) (0.4275) (0.5604) (0.6593)
Long-run 0.4353 —0.0313 0.8120 0.1143 0.4163 —0.0647
(p-value) (0.9804) (0.8301) (0.3481) (0.7014) (0.5135) (0.6720)

# of observations

Notes: See table 4. The estimates reported here are equivalent to those in table 4, but they are obtained by GMM using the HNR (1988) and AB (b@91j@stiauktitional lags are used as instruments in all
columns.

TaBLE A5B.—A DYNAMIC MODEL OF SAVING AND INVESTMENT. ANNUAL DATA

IV-GMM Estimates

Data Set 1 Data Set 2 Data Set 3
123 Countries 50 Countries 38 Countries
Dependent Saving Investment Saving Investment Saving Investment
variable (1) 2) ) (4) (5) (6)
Si-1 0.7844 0.0587 0.5653 0.1254 0.6576 0.1643
(0.195) (0.211) (0.310) (0.113) (0.315) (0.108)
Si—2 0.0139 0.0043 —0.1142 0.1167 —-0.1627 0.0084
(0.297) (0.297) (0.375) (0.148) (0.322) (0.088)
St-3 —0.0472 —0.0642 0.1787 —0.0495 0.1411 0.0016
(0.342) (0.295) (0.423) (0.140) (0.294) (0.064)
St-4 0.0778 0.0485 0.0200 0.0519 0.0441 0.0254
(0.202) (0.180) (0.317) (0.101) (0.167) (0.072)
fit-1 —0.0238 0.9156 —0.0019 0.8938 0.3372 1.0742
(0.195) (0.211) (0.310) (0.113) (0.315) (0.108)
fit-2 0.0401 0.0077 0.0632 —0.3130 —0.4367 —0.4216
(0.297) (0.297) (0.375) (0.148) (0.322) (0.088)
lit-3 0.0567 —0.0901 —0.0692 0.0741 0.1827 0.1277
(0.342) (0.295) (0.423) (0.140) (0.294) (0.064)
flit—a —0.0496 0.0296 —0.1471 —0.0653 —0.0958 —0.0743
(0.202) (0.180) (0.317) (0.101) (0.167) (0.072)
Sum 0.1100 0.3449 —0.1550 0.2445 —0.0126 0.1997
(p-value) (0.6145) (0.4254) (0.2538) (0.024) (0.9141) (0.0036)
Long-run 0.1371 0.3449 —0.4427 0.5959 —0.0396 0.6793
(p-value) (0.0969) (0.8789) (0.5089) (0.080) (0.5778) (0.0573)

# of observations

Notes: See table 4. The estimates reported here are equivalent to those in table 4, but they are obtained by GMM using the HNR (1988) and AB (b#2 1 @stiattitional lags are used as instruments in all

columns.
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TaBLE A5Cc.—A DYNAMIC MODEL OF GROWTH AND INVESTMENT: ANNUAL DATA
IV-GMM Estimates

Data Set 1 Data Set 2 Data Set 3
123 Countries 50 Countries 38 Countries
Dependent Growth Investment Growth Investment Growth Investment
variable 1) 2 3) 4) (5) (6)
Oit-1 0.1804 0.0320 0.1737 0.2128 0.1994 0.1963
(0.220) (0.199) (0.393) (0.098) (0.330) (0.083)
Oit—2 0.0115 0.0856 —0.0593 0.0651 —0.1648 0.0386
(0.357) (0.193) (0.520) (0.074) (0.489) (0.054)
Oit-3 —0.1672 —0.0754 0.1481 0.0430 0.0195 0.0226
(0.281) (0.163) (0.452) (0.079) (0.433) (0.055)
Oit-a 0.0009 0.0165 —0.0703 0.0100 —0.0684 0.0303
(0.148) (0.116) (0.283) (0.064) (0.266) (0.049)
fit-1 0.0744 0.9648 0.1026 0.9113 0.3981 1.0847
(0.220) (0.199) (0.393) (0.098) (0.330) (0.083)
it—2 -0.1271 —0.0938 —0.5318 —0.3398 —0.6626 -0.3717
(0.357) (0.193) (0.520) (0.074) (0.489) (0.054)
lit-3 —0.0083 —0.0462 0.3504 0.1212 0.2583 0.0771
(0.281) (0.163) (0.452) (0.079) (0.433) (0.055)
lit—a 0.0273 0.0580 —0.1383 —0.0035 -0.1107 0.0449
(0.148) (0.116) (0.283) (0.064) (0.266) (0.049)
Sum —0.0337 0.0585 -0.2171 0.3309 —0.1169 0.2878
(p-value) (0.2661) (0.8234) (0.11271) (0.0071) (0.1135) (0.006)
Long-run —0.0346 0.5006 —0.2687 1.0648 —0.1152 1.7442
(p-value) (0.7175) (0.9845) (0.4649) (0.0526) (0.4399) (0.0075)

# of observations

Notes: See table 4. The estimates reported here are equivalent to those in table 4, but they are obtained by GMM using the HNR (1988) and AB (b82 1 @stiattitional lags are used as instruments in all
columns.

TaBLE ABA.—A DYNAMIC MODEL OF SAVING AND GROWTH WITH HETEROGENEOUSCOEFFICIENTS ANNUAL DATA

Data Set 3
38 Countries

Saving Rates Growth Rates
Dependent Avg. Coeff. 1st 2nd and Avg. Coeff. 15t 2nd, and
variable (s.e) 34 Quartile (s.e.) 3 Quartile

Sit-1 0.7078 0.4758, 0.7454, 0.8979 —0.0854 —0.3959, 0.0437, 0.1590
(0.061) (0.097)

Sit-2 0.0073 —0.2130, 0.0658, 0.2249 0.1264 —0.1458, 0.1692, 0.5683
(0.065) (0.104)

Sit-3 —0.0030 —0.1909, 0.0127, 0.1863 —0.0900 —0.5703,-0.1269, 0.1673
(0.051) (0.089)

Sit-a 0.0276 —0.1963, 0.0118, 0.2165 0.0398 —0.5210,—0.0365, 0.3000
(0.039) (0.073)

Oit-1 0.1547 —0.0529, 0.1855, 0.3216 0.3429 0.1134, 0.4221, 0.5967
(0.042) (0.065)

Git-2 —-0.0274 —0.1674,—0.0026, 0.0881 —0.1280 —0.3575,—0.1509, 0.0642
(0.036) (0.047)

Oit-3 0.0551 —0.0802, 0.1055, 0.1585 0.0456 —0.1999, 0.1074, 0.3163
(0.038) (0.061)

Oit-4 0.0030 —0.0906,—0.0105, 0.0421 —0.0891 —0.2233,-0.1001, 0.0804
(0.026) (0.050)

Sum 0.0463 —0.00964, 0.0390, 0.0993 —0.0022 —0.0455, 0.0012, 0.0618

(p-value) (0.003) (1.000)

Long-run 0.2204 —0.2568, 0.2576, 0.8875 1.3507 —0.1859, 0.0519, 0.9897

(p-value) (0.105) (0.746)

# of observations 1292 1292

Notes: See table 6.
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TaBLE A6B.—A DYNAMIC MODEL OF SAVING AND INVESTMENT WITH HETEROGENEOUSCOEFFICIENTS ANNUAL DATA

Data Set 3
38 Countries

Saving Rate Investment Rate
Dependent Avg. Coeff. 1st, 2nd and Avg. Coeff. 1st 2nd and
variable (s.e) 34 Quantile (s.e.) 34 Quantile

Si-1 0.7685 0.5219, 0.6685, 1.0673 0.1713 0.0057, 0.2174, 0.3505
(0.051) (0.027)

Sit-2 —0.0727 —0.2058,—-0.0558, 0.1367 0.0548 —0.0863,—0.0051, 0.2231
(0.060) (0.051)

Sit-3 0.0975 —0.0361, 0.1150, 0.2894 —0.0119 —0.1426, 0.0220, 0.1243
(0.065) (0.051)

Sit-4a —0.0391 —0.2006,—0.0478, 0.0346 0.0483 —0.0373, 0.0540, 0.1167
(0.035) (0.034)

lit-1 0.0947 —0.1758, 0.0876, 0.2055 0.9599 0.7766, 0.9783, 1.2263
(0.059) (0.040)

lit—2 —0.1653 —0.5240,-0.1951,-0.0488 —0.3550 —0.6684,—0.3229,—0.0094
(0.079) (0.060)

lit—3 —0.0888 —0.1846, 0.0371, 0.3786 0.0530 —0.1864, 0.0297, 0.2309
(0.079) (0.050)

lit—a —0.0488 —0.2800,—0.0977, 0.0646 —0.0643 —0.1839,—-0.00561, 0.1423
(0.055) (0.035)

Sum —0.0077 —0.0642,—-0.0189, 0.0444 0.0656 0.0234, 0.0620, 0.1237

(p-value) (1.000) (0.000)

Long-run 0.2549 —0.4242,—0.0330, 0.5477 0.1962 —0.8175,—-0.1808, 0.2976

(p-value) (0.746)* (0.105)*

# of observations 1292 1292 1292 1292

Notes: See table 6.

TABLE A6Cc.—A DYNAMIC MODEL OF GROWTH AND INVESTMENT WITH HETEROGENEOUSCOEFFICIENTS ANNUAL DATA

Data Set 3
38 Countries

Growth Rates

Investment Rates

Dependent Avg. Coeff. 1st 2nd and Avg. Coeff. 18t 2nd and
variable (s.e) 3 Quantile (s.e) 3d Quantile

Oit-1 0.3144 0.1131, 0.2770, 0.4421 0.2124 0.1186, 0.2066, 0.2916
(0.075) (0.026)

Oit-—2 -0.141 —0.3822,—0.2205, 0.0095 0.0483 —0.0295, 0.0636, 0.1324
(0.045) (0.024)

Oit-3 0.1258 —0.0917, 0.0799, 0.2454 0.0636 —0.0284, 0.0624, 0.1568
(0.045) (0.024)

Git-4 —0.0707 —0.1924,-0.486, 0.0473 0.0186 —0.0377,0.0088, 0.1051
(0.046) (0.019)

-1 —0.1990 —0.6818,—0.0884, 0.2332 0.9184 0.7625, 0.9365, 1.0775
(0.104) (0.040)

lit-2 0.0487 —0.6855,-0.0111, 0.6472 —0.2230 —0.4556,—0.2571, 0.0218
(0.122) (0.061)

lit-3 —0.0376 —0.6079,—0.0474, 0.3587 0.0462 —0.1676, 0.0363, 0.3305
(0.145) (0.055)

lit—a 0.0119 —0.33480,—-0.0280, 0.4008 —0.0271 —0.1416, 0.0492, 0.1897
(0.099) (0.040)

Sum —0.0440 —0.1062,—0.0644, 0.0106 0.0857 0.0279, 0.0815, 0.1271

(p-value) (0.023) (0.023)

Long-run —0.1246 —0.7449,—-0.1929, 0.1373 1.1631 —0.7372,0.0293, 1.316

(p-value) (0.105) (1.000)

# of observations 1292 1292 1292 1292

Notes: See table 6.
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TaBLE A7.—A DYNAMIC MODEL OF SAVING, INVESTMENT, AND GROWTH: ANNUAL DATA
OLS Estimates
Data Set 1 Data Set 2 Data Set 3
123 Countries 50 Countries 38 Countries
Dependent Saving Invest. Growth Saving Invest. Growth Saving Invest. Growth
variable 1) 2 2 1) (2 (2 1) 2 (2
Oit-1 0.090474 0.076143 0.024328 0.082773 0.104546 0.05635 0.138821 0.160769 0.298668
(0.01694) (0.01247) (0.02238) (0.022407) (0.014766) (0.032145) (0.026493) (0.018342) (0.03635)
Oit-2 0.015148 0.040646 —0.05226 —0.02062 0.006291 0.007989 —0.12033 —0.00052 —0.09342
(0.01688) (0.01238) (0.02233) (0.022942) (0.015118) (0.032912) (0.027723) (0.019194) (0.038038)
Oit-3 0.062673 —0.00626  —0.0209 0.056428 0.001256 —0.00774 0.108908 —0.01142 0.038924
(0.01619) (0.01184) (0.02138) (0.022719) (0.014972) (0.032592) (0.027629) (0.019128) (0.037909)
Oit-4 —0.02922 0.000540 —0.07362 —0.05446 —0.01446 —0.04567 —0.07782 0.005581 —0.05836
(0.01518) (0.1117) (0.02002) (0.021468) (0.014147) (0.030797) (0.024174) (0.016736) (0.033168)
Si-1 0.671058 0.056744 0.144853 0.642471 0.051247 0.065979 0.651686 0.00641B15066
(0.02271) (0.01674) (0.03005) (0.031418) (0.020704) (0.045071) (0.034915) (0.024173) (0.047906)
Si-2 0.041783 0.042053 —0.00248 0.031228 0.036887 0.032961 0.032633 0.108095 0.195221
(0.02619) (0.01942) (0.03473) (0.03849) (0.025364) (0.055217) (0.042666) (0.029539) (0.058541)
Sit-3 —0.04564 —-0.02381 —0.06429 0.023042 —0.0086 —0.01997 —0.02157 —0.03789 —0.04892
(0.02627) (0.01964) (0.03477) (0.040375) (0.026607) (0.057922) (0.041877) (0.028993) (0.057458)
Sit-4a 0.053365 0.030083 —0.00912 0.101759 0.013313 0.047388 0.073736 0.008791 0.067014
(0.02251) (0.01665) (0.02982) (0.03346) (0.02205) (0.048002) (0.033464) (0.023168) (0.045915)
lit-1 —0.04347 0.694041 0.039478 0.048991 0.92218 0.113994 0.188093 0.97931 0.107368
(0.02798) (0.02063) (0.03703) (0.044497) (0.029323) (0.063834) (0.045429) (0.031452) (0.062333)
lit-2 0.153297 0.009941 —0.0569 0.046829 —0.2146 —0.2517 —-0.1781 —0.24669 —0.31001
(0.03395) (0.02545) (0.04474) (0.060102) (0.039606) (0.086221) (0.063656) (0.044071) (0.087341)
lit—3 —0.13416 —0.06981 —0.04103 —0.02721 0.073794 0.128405 0.074803 0.055635 0.191633
(0.03374) (0.0255) (0.04399) (0.060516) (0.039879) (0.086815) (0.063465) (0.043939) (0.087079)
lit—a 0.04725 0.048684 —0.06203 —0.0503 —0.04601 —0.15315 —0.02211 0.006589 —0.11158
(0.02485) (0.01849) (0.03295) (0.04442) (0.029272) (0.063724) (0.04461) (0.030885) (0.061209)
Saving coeffs.
Sum 0.7206 0.1051 0.0690 0.7985 0.0928 0.1264 0.7364 0.0854 0.0627
(p-value) (0.000) (0.000) (0.000) (0.000) (0.000) (0.003) (0.000) (0.000) (0.137)
Long-run — 0.3313 0.0614 — 0.3508 0.1277 — 0.4164 0.0770
(p-value) (0.000) (0.000) (0.000) (0.049) (0.000) (0.000)
Inv. Coeffs.
Sum 0.0229 —1.2246 —0.1205 0.0183 0.7354 —0.1625 0.0627 0.7948 —0.1226
(p-value) (0.347) (0.000) (0.000) (0.582) (0.000) (0.001) (0.026) (0.000) (0.001)
Long-run 0.0820 — —1.0730 0.0909 — —0.1642 0.2379 — —0.1506
(p-value) (0.000) (0.000) (0.111) (0.000) (0.000) (0.000)
Growth coeffs
Sum 0.1391 a111 0.6829 0.0641 0.0976 0.0109 0.0496 0.1544 0.1858
(p-value) (0.000) (0.000) (0.000) (0.152) (0.000) (0.865) (0.299) (0.000) (0.000)
Long-run 0.4977 0.3313 — 0.3182 0.3689 — 0.1882 0.7526 —
(p-value) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
# of observations 2527 2516 2517 1250 1250 1250 1140 1140 1140

Notes: See table 4.
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OLS Estimates

Data Set 2 Data Set 3
50 Countries 38 Countries
Dependent Saving Investment Growth Saving Investment Growth
variable 1) ) ) 1) ) 2)
Oit—1 0.0395 0.10118 —0.0129 0.115431 0.161159 0.244499
(0.021561) (0.015078) (0.031343) (0.025982) (0.01871) (0.03571)
Git-2 —0.0615 0.003244 —0.05894 —0.12116 0.003105 —0.11978
(0.022037) (0.015411) (0.032035) (0.027033) (0.019467) (0.037155)
Git-3 0.0125 —0.0028 —0.07862 0.090021 —0.01048 —0.00893
(0.021872) (0.015296) (0.031795) (0.026989) (0.019436) (0.037095)
Oit-4 —0.0816 —0.01957 —0.10144 —0.08338 0.008722 —0.09158
(0.020683) (0.014464) (0.030066) (0.023726) (0.017085) (0.032609)
Si-1 0.5609 0.051292 —0.01682 0.592706 —0.0055 —0.20505
(0.030341) (0.021219) (0.044106) (0.034228) (0.024648) (0.047044)
Si-2 0.0207 0.039225 0.029692 0.023903 0.106822 0.183714
(0.036254) (0.025354) (0.052701) (0.040991) (0.029518) (0.056338)
Si-3 0.0198 —0.00459 —0.01589 —0.02496 —0.03958 —0.04701
(0.038048) (0.026608) (0.05531) (0.040247) (0.028983) (0.055316)
Si-a 0.0834 0.019516 0.033528 0.066769 0.008833 0.053282
(0.031796) (0.022236) (0.046221) (0.032189) (0.02318) (0.044241)
lit-1 0.0796 0.915611 0.145244 0.186539 0.975393 0.128329
(0.042122) (0.029457) (0.061231) (0.043837) (0.031568) (0.060251)
lit-2 0.0804 —0.21331 —0.20919 —0.15349 —0.24368 —0.27482
(0.056594) (0.039578) (0.082269) (0.0612) (0.044072) (0.084115)
lit—3 —0.0183 0.071711 0.136593 0.06485 0.055111 0.174084
(0.05696) (0.039834) (0.082801) (0.060977) (0.043911) (0.083808)
lit—a -0.0777 —0.05136 —0.18688 —0.0282 0.002792 —0.10717
(0.04194) (0.02933) (0.060966) (0.043007) (0.03097) (0.059109)
Publ. Cons. —0.4036 —0.01541 —0.47864 —0.34153 —0.05409 —0.39928
(0.037001) (0.025876) (0.053787) (0.035962) (0.025897) (0.049427)
Pop 15-65 0.0036 0.000018 0.002508 0.001498 0.000288 0.002026
(0.000607) (0.000425) (0.000883) (0.00049) (0.000353) (0.000674)
Hum. Cap. —0.0021 —0.00394 —0.00538 —0.00097 —0.00054 —0.00203
(0.002034) (0.001422) (0.002956) (0.001448) (0.001042) (0.00199)
Life Exp. —0.0020 0.000991 —0.00231 0.000148 0.00033 —0.00127
(0.000732) (0.000512) (0.001065) (0.000511) (0.000368) (0.000702)
Saving coeffs.
Sum 0.6847 0.1054 0.0305 0.6584 0.0706 —0.0151
(p-value) (0.000) (0.000) (0.500) (0.000) (0.001) (0.072)
Long-run — 0.3802 0.0244 — 0.3354 —0.0154
(p-value) (0.000) (0.893) (0.000) (0.000)
Inv. Coeffs.
Sum 0.0639 0.7227 —0.1142 0.0697 0.7896 —0.0796
(p-value) (0.050) (0.000) (0.016) (0.012) (0.000) (0.039)
Long-run 0.2028 — —0.0913 0.2041 — —0.0816
(p-value) (0.000) (0.000) (0.000) (0.000)
Growth coeffs.
Sum —0.0911 0.0821 —0.2519 0.0009 0.1625 0.0242
(p-value) (0.046) (0.010) (0.000) (0.985) (0.000) (0.723)
Long-run —0.2891 0.2958 — 0.0027 0.7724 —
(p-value) (0.000) (0.000) (0.000) (0.000)
# of observations 1250 1250 1250 1140 1140 1140

Notes: See table 4.
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