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Abstract

Positive and negative moods can be treated as prior expectations over future delivery of

rewards and punishments. This provides an inferential foundation for the cognitive (judge-

ment) bias task, now widely-used for assessing affective states in non-human animals. In

the task, information about affect is extracted from the optimistic or pessimistic manner in

which participants resolve ambiguities in sensory input. Here, we report a novel variant of

the task aimed at dissecting the effects of affect manipulations on perceptual and value

computations for decision-making under ambiguity in humans. Participants were

instructed to judge which way a Gabor patch (250ms presentation) was leaning. If the stim-

ulus leant one way (e.g. left), pressing the REWard key yielded a monetary WIN whilst

pressing the SAFE key failed to acquire the WIN. If it leant the other way (e.g. right), press-

ing the SAFE key avoided a LOSS whilst pressing the REWard key incurred the LOSS.

The size (0–100 UK pence) of the offered WIN and threatened LOSS, and the ambiguity of

the stimulus (vertical being completely ambiguous) were varied on a trial-by-trial basis,

allowing us to investigate how decisions were affected by differing combinations of these

factors. Half the subjects performed the task in a ‘Pleasantly’ decorated room and were

given a gift (bag of sweets) prior to starting, whilst the other half were in a bare ‘Unpleas-

ant’ room and were not given anything. Although these treatments had little effect on self-

reported mood, they did lead to differences in decision-making. All subjects were risk

averse under ambiguity, consistent with the notion of loss aversion. Analysis using a

Bayesian decision model indicated that Unpleasant Room subjects were (‘pessimistically’)

biased towards choosing the SAFE key under ambiguity, but also weighed WINS more

heavily than LOSSes compared to Pleasant Room subjects. These apparently contradic-

tory findings may be explained by the influence of affect on different processes underlying
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decision-making, and the task presented here offers opportunities for further dissecting

such processes.

Introduction

It is well established that emotional states influence the way that we process sensory stimuli,
and thereby the decisions we make based on those stimuli. For example, people experiencing
negative affective states, especially anxiety, are more likely than happier people to attend to
threatening stimuli and make negative interpretations of ambiguous stimuli and situations [1–
3]. Depressed people also have difficulty disengaging attention from threatening stimuli [4];
and both anxious and depressed people tend to recall negative memories and make more pessi-
mistic predictions about the future [5]. There are suggestions that positive affective states have
the reverse effects, although there is a dearth of data in this area. Overall, although there are
exceptions and specificities [5], negatively and positively valenced affective states seem to be
associated respectively with negatively and positively biased information processing.

These links between affect and decision-making inspired us to develop a non-linguistic task
that used cognition and choice as an indicator of affective state in humans and other animals
[6]. For instance, in the original variant of this task, rats were trained to make a ‘positive’ (P)
response (lever press) when one tone was sounded in order to acquire a food reward, and a
‘negative’ (N) response (no lever press) when a different tone was sounded in order to avoid a
burst of white noise [7]. Once trained on this conditional discrimination task, ‘ambiguous’
tones of intermediate frequencywere occasionally presented during training sessions to investi-
gate whether the animals made response P, indicating anticipation of food (operationally
defined as an ‘optimistic’ decision (see [8]), or response N, indicating anticipation of the possi-
bility of noise (a ‘pessimistic’ decision). Negative mood would favour cautious or pessimistic
decisions under ambiguity [9], and so could be determined from a bias towards N. This could
be validated, for instance, by examining the consequence in the task of the regular experience
of negative events. For example, in Harding et al.’s study [7], repeated experience of mildly
aversive unpredictable events resulted in a pessimistic bias as predicted.

The task, often referred to as a ‘judgement bias task’, has now been used in over 75 pub-
lished studies on a variety of species [10–14]. There is substantial evidence in concordance
with our interpretation, suggesting that the task is a promising measure of animal affective
state. It also works well in humans, thereby tying studies which employ linguistic methods
including questionnaires and homophone and ambiguous sentence interpretation, to tasks that
can be applied to non-linguistic subjects. For instance, several studies have used the task in peo-
ple to reveal ‘pessimistic’ responses to ambiguity in subjects reporting high negative activation
and low positive activation PANAS scores [15], high STAI state anxiety and visual analogue
scale anxiety ratings [16], and high ‘reflective pondering’ scores [17]. In a related paradigm,
patients with panic disorder showed a less steep generalisation curve to cues close to a cue pre-
dicting electric shock than did healthy controls [18].

However, along with some null results and opposite findings, various questions remain to
be answered, notably exactly how affect influences different components of the process of deci-
sion-making. Answering this requires a more comprehensive theoretical treatment. We adopt
Bayesian decision theory [19], in which subjects make choices that maximize the utility that
can be expected based on conclusions that are drawn about the state of the world by combining
prior beliefs about the environment (priors) with current observations (likelihoods). In these
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terms, there are two not-mutually-exclusive ways that affective states (especially long-term
mood states) could guide decisions under ambiguity. One is by influencing the prior probabili-
ties of positive and negative events in the environment. The second is by altering the utility
function, i.e., the valuation of rewards and punishments, as in the case of dysphoric anehdonia
[20]. Indeed, the interplay between such effects could underlie the null or opposite findings of
some animal studies.

Investigating and distinguishing these possibilities is challenging. One approach is to design
tasks which provide trial-by-trial variation in a number of features (e.g. degree of cue ambigu-
ity; size of reward and punishment) such that decisions made in each trial can be used to evalu-
ate how interpretation of these features is influenced by the subjects’ affective states. Here, we
implement this approach in human subjects.We fit a Bayesian decision-theoreticmodel of the
behaviour to extract parameters characterizing the various components of choice. By exposing
subjects to one of two affect manipulation conditions intended to generate either a positive or
negative affective state, we investigate whether model parameter values (e.g. bias in decision
curves, relative weighting of rewarded vs punished outcomes) differ between the two condi-
tions. In this way, we seek to disentangle aspects of the influence of affect on different compo-
nents of the processes of decision-making.Throughout, we use the term ‘ambiguity’ to refer to
the uncertainty of both the meaning of the presented stimuli and the probability of their out-
comes. ‘Risk’ on the other hand is used to refer to the variation in probability of rewarding or
punishing outcomes generated by each response; thus ‘risk aversion’ involves selecting the
response which has the lowest variation in outcome probabilities.

Materials and Methods

Experiments

Participants. Forty-eight participants from the University of Bristol community were
included in the study. Their average age was 20.6 years (SD = 5.9) years; 62% were female, 83%
were right-handed, and 96% were native English speakers.

Ethics. Ethical approval was provided by the University of Bristol Faculty of Medical and
Veterinary Sciences Committee for Research Ethics (Approval number: 5581). All participants
gave written informed consent to take part in the study, and were debriefed following the
experiment. Data were stored anonymously.

Task. The task was presented on an Iiyama vision master pro 454 HM903DT B 19 inch
Diamondtron CRT monitor, and written in Matlab™ (The Mathworks Inc., Natick, MA) using
the PsychToolBox extensions. Participants were seated 57cm from the screen, and their eyes
were level with its centre. The start of a trial was indicated by a display of the offered reward
and threatened punishment on that trial, denoted by the length of vertical bars emanating from
a horizontal line at the centre of the screen. A green bar rose from this line to indicate the size
of reward on offer; and a red bar dropped below the line to indicate the size of threatened pun-
ishment. Text (‘WIN xx p’ above the green bar; ‘LOSE yy p’ below the red bar) indicated the
actual amount of money (0–100 UK pence) that could be won or lost on that trial (Fig 1).

When a participant pressed the ‘Enter’ key (there was no time limit for this) a stimulus
(Gabor patch) appeared for 250ms. The participant then had to report, without time limitation,
whether the stimulus was tilted towards the side that predicted reward or the side that pre-
dicted punishment by pressing one of two keys. For half the participants, a stimulus leaning
left predicted a reward (a win of R+ 2 [0, 100] UK pence); this was called the WIN side. Con-
versely, a stimulus leaning right predicted a punishment (a loss of R− 2 [0, 100] UK pence);
this was called the LOSS side. The opposite was true for the other participants.
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If the stimulus actually leant towards the WIN side, participants needed to press the REW
key to obtain the offered reward for that trial. However, if the stimulus leant towards the LOSS
side, they needed to press the SAFE key to avoid the threatened punishment and losing the
denoted amount of money for that trial. If participants pressed the SAFE key when the stimulus

Fig 1. The judgement bias task. Each trial started with presentation of the trial-specific offered win (indicated by the green bar) and threatened loss

(red bar). Subjects studied this information and then pressed the ‘Enter’ key. A Gabor patch stimulus was then flashed on the screen for 250ms. The

subject had to decide which way the patch was leaning and press either the REW or SAFE key as appropriate. The next trial then followed. See text

for details.

doi:10.1371/journal.pone.0165840.g001
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leant towards the WIN side, they failed to win the reward on offer for that trial. And if they
pressed the REW key when the stimulus leant towards the LOSS side, they incurred the threat-
ened punishment and lost money. Thus we refer to REW as the risky key or choice (as subjects
could win or lose) whilst SAFE is the safe key or choice (as the worst outcome is 0). Subjects
were told that for each trial, based on how sure they were that the image was leaning to one
side or the other and how much was at stake, their job was to choose either the REW or SAFE
key. After choosing a key, the next trial commenced immediately (see Fig 1).

Stimuli. The stimuli were Gabor patches that had a contrast close to 100 percent. The stan-
dard deviation of the Gaussian envelope was 2 degrees and the grating had a spatial frequency of
0.5 cycles/degree. In practice this meant that the Gabor patch has a visible spatial size of about
12 degrees or 12 cm at this viewing distance. The background of the display was set at the mean
of the luminance of the Gabor patch which matched the edges of the Gaussian envelope of the
patches. A spirit level was used to ensure that the monitor was exactly horizontal before tests.

In the task, the patches were rotated either to the left or the right, by a maximum of 1.4
degrees from vertical. The orientation of the stimulus was coded using a variable (ambiguity)
that varied from -1 (maximum angle to the LOSS side) to 1 (maximum angle to the WIN side).
‘Ambiguous’ stimuli deemed hard to classify were those with orientations ranging from -0.25
to 0.25 (a range of 0.35 degrees around the vertical). This was based on a pilot study which
used the same methods to present a different set of subjects with a range of stimuli that they
simply had to classify as leaning to the left or right. The proportion of Gabor patches presented
for 250ms and tilted at up to 0.35 degrees from the vertical that subjects were able to correctly
classify did not differ from chance. However, subjects were able to classify Gabor patches tilted
away from the vertical by between 0.35–1.4 degrees better than would be expected by chance.

Experimentalprocedure. The schematic of the experimental procedure is shown in Fig 2.
At the start of the session, which lasted roughly one hour, subjects were asked to complete
two psychometric scales to measure current mood. The Affect Grid [21] was a 9�9 grid on
which subjects were asked to mark their mood along two axes (from very deactivated to very
activated and from very negative to very positive), and the Positive and Negative Affect Sched-
ule (PANAS [22]) was a list of 20 mood terms that subjects had to rate in term of relevance to
their mood at the moment of the test.

Subjects were then given standardised instructions for the decision making-task. During
recruitment they had been informed that they would be paid to participate in the study, and
they were now offered a baseline monetary compensation of £7, and up to £7 extra based on
their performance in the task. To motivate performance across the experiment, subjects were

Fig 2. Schematic of the experimental procedure. The order in which affect questionnaires and the different phases of task training

and testing were carried out is shown, together with basic information on the trial structure of each session. Phases within the red

box took place in either the Pleasant or Unpleasant room. See text for more details.

doi:10.1371/journal.pone.0165840.g002
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told that they would receive the actual monetary outcome for a randomly chosen 10 trials dur-
ing test Sessions 1 and 3 (see below) and that this would be added to, or taken away from, their
initial monetary compensation of £7. Participants then completed a 10-trial practice session in
which the cost structure of the task was fixed, with offered rewards (WIN) and threatened pun-
ishments (LOSE) of 50p for all trials. They received immediate feedback on their performance
after making each choice. In this session, four values of ambiguity were used: -1, -.25, .25 and 1.
The practice session and Session 1 used a fixed-cost structure because pilot work showed that
subjects picked up the task better if the different elements (perceptual ambiguity; varying cost
structure) were introduced separately. A fixed cost structure is also typical of animal versions
of the task making Session 1 more directly comparable to these than the varying cost structure
of Session 3 which was designed to tease apart the influence of affect on different aspects of the
decision process.

Following the practice session, and to manipulate their emotional state, participants were
led up a flight of stairs to one of two rooms: a ‘Pleasant Room’ decorated with daffodils and
pictures of flowers (N = 24), and an ‘Unpleasant Room’ left bare (N = 24). Subjects in the Pleas-
ant Room were given a bag of sweets at this stage [23] whilst those in the Unpleasant Room
received the sweets during the debrief at the end of the experiment. In order to minimise any
explicit awareness of the affect manipulations, subjects were not informed about the presence
of the room to which they were not assigned. The general layout of both rooms was similar.
We sometimes refer to the participants according to the room to which they were assigned.

Participants then completed the three remaining parts of the decision-making task. Session
1 (70 trials) involved 5 different levels of ambiguity (-1, -.25, 0, .25, 1), with the same cost struc-
ture as in the Practice Session (i.e. WIN 50p or LOSE 50p). No feedback was provided. In Ses-
sion 2 (10 trials), trial-by-trial alterations in the cost structure were introduced (WIN and
LOSE were different on each trial) in order to train subjects that WIN and LOSE could vary as
well as ambiguity. Feedback was provided after each trial. In Session 3 (250 trials) the combina-
tion of ambiguity, WIN and LOSE varied randomly from trial to trial, with 70 percent of sti-
muli being in the difficult to classify ‘ambiguous’ range (-.25 to .25). All subjects received the
same sequence of combinations which were drawn using the rand function in Matlab. Roughly
one quarter of trials came from each quadrant of the cost structure distribution (i.e. WIN
0–50p and LOSE 0–50P; WIN 0–50P and LOSE 60–100p; WIN 60–100P and LOSE 0–50p;
WIN 60–100p and LOSE 60–100p), and each cost structure combination was presented twice,
once with an ambiguity value of x and once with a value of -x. This ensured that subjects from
both the ‘left-lean predicts reward’ and ‘right-lean predicts reward’ groups received the same
stimuli. No feedbackwas provided. Performance in Sessions 1 and 3 were analysed as described
below.

During the task, lights were turned off to prevent subjects using vertical cues in the room to
solve the task. In addition to answering psychological questionnaires at the start of the experi-
ment, subjects also filled in the Affect Grid and PANAS mood scales after Sessions 1 and 3. On
completion of the experiment, participants were led back downstairs for a short debrief.

Data analysis

Questionnaire data were analysed using mixed-design repeated measures GLM (SPSS 23,
IBM Corp. 2014) to establish the effects of room type (between-subjects factor: ‘Pleasant vs
‘Unpleasant’) and stage of experiment (within-subjects factor: baseline vs after Session 1 vs
after Session 2) on the measures of participant mood. We predicted that moodwould be nega-
tively affected by the ‘Unpleasant’ room treatment. Data from Sessions 1 and 3 were analysed
in two ways using Matlab. A model-agnostic analysis investigated the effects of room type on
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the probability of choosing SAFE or REW keys and on reaction time, according to the ambigu-
ity of the presented stimulus (divided into bins of 0.2 ambiguity units in Session 3). A model-
dependent analysis adopted the Bayesian decision model as describedbelow.

Bayesian perceptual decisionmodel. Whiteley and Sahani (2008) [24] described a Bayes-
ian decision model for this problem. Consider a trial in which the true angle of the Gabor is s
and the subject’s perceived value is x. In the model, it is assumed that x is drawn from a Gauss-
ian distribution with mean s and standard deviation σ, pðxjsÞ � N ðx; s; s2Þ. This implies that
the subject should calculate a posterior distribution over s given x according to Bayes rule

p sjxð Þ ¼
p xjsð Þp sð Þ

p xð Þ
: ð1Þ

Here we assume that the prior distribution of s, p(s) is flat. Then pðsjxÞ � N ðs; x; s2Þ is also a
Gaussian. The ambiguity of the stimulus is thus determined by the signal to noise ratio s/σ. The
model allows for the objective values for the win (R+) and loss (R−) to have subjective worth c+

R+ and c− R− respectively, where we introduced c+ and c− as subjective sensitivity constants.
The Bayesian optimal choice is then to choose the Risky key (REW) if the expected subjective
value for doing so is greater than that for choosing the Safe key (SAFE; whose subjective value is
just 0). Given x, the former is

EREWðxÞ ¼ cþRþPðs � 0jxÞ � c� R� Pðs < 0jxÞ ð2Þ

¼ cþRþð1 � Fsð� xÞÞ � c� R� Fsð� xÞ ð3Þ

where Fσ(�) is the cumulative distribution function of a Gaussian with mean 0 and variance σ2.
This is greater than 0 if

x > � F� 1

s
ðaÞ; where ð4Þ

a ¼
Rþ

Rþ þ ClossR�
ð5Þ

and Closs ¼
c�
cþ is the differential sensitivity of losses to wins. The participant knows x; however

we do not. Thus we ask with what probability the participant will make the Risky choice given
a true angle s. This is

PREW ¼ PðEREWðxÞ > 0jsÞ ð6Þ

¼ P x > � F� 1

s
ðaÞjs

� �
ð7Þ

¼ 1 � Fs � ðsþ F� 1

s
ðaÞÞ

� �
ð8Þ

¼ Fs sþ F� 1

s
ðaÞ

� �
ð9Þ

To accommodate suboptimalities in subjects’ decisions, we followed [24] in introducing a sys-
tematic bias term δ, and a lapse rate PLapse. The latter represents the probability of a perfectly
uninformed decision PREW = 0.5, thus encompassing all the fitting error of the model. In total,
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this implies

PREW ¼ 1 � PLapse

� �
Fs sþ F� 1

s
ðaÞ þ d

� �
þ

PLapse

2
; ð10Þ

which contains four parameters: σ, Closs, δ, and PLapse.
In Session 1, this model can be reduced to a two parameter model:

PREW ¼ Fsðsþ dÞ; ð11Þ

where we set α = 0.5 and PLapse = 0. Model comparison suggested that the lapse rate was not
necessary for session 1 (see Table 1).

Model fitting. Our primary goal was to determine the distribution of model parameters h
for each group of participants. We therefore conducted a so-calledType II maximum likelihood
or hierarchical Bayesian random effects analysis [25, 26]. In this, the (suitably transformed)
parameters hi of individual i are treated as a random sample from a population distribution,
which we assume to be Gaussian with means and (diagonal) covariance θ = {μθ, Sθ}.

We determined the prior distribution θ using maximum likelihood:

θML
� argmaxθ p Djθð Þf g

¼ argmaxθ
YN

i¼1

Z

dhi p Dijhið Þp hijθð Þ

( )

;
ð12Þ

whereD = {Di} comprises the data for all subjects, and Di 2 {SAFE, REW}. We found the maxi-
mum likelihood values for θ using an approximate Expectation-Maximization procedure. For
the E-step of the k-th iteration, we assumed a Laplace approximation. As a result, we obtain,

mk
i ¼ argmaxh p Dijhð Þp hjθk� 1

� �� 	
and thus ð13Þ

p hk
i jDi

� �
� N mk

i ;Φ
k
i

� �
; ð14Þ

where, according to a Laplace approximation, N ðmk
i ;Φ

k
i Þ is a Normal distribution with mean

mk
i and covarianceΦk

i that is obtained from the inverse Hessian around mk
i . For the M step:

μkþ1

θ ¼
1

N

XN

i¼1

mk
i ; ð15Þ

Skþ1

y
¼ diag

1

N

XN

i¼1

mk
i mk

i

� �T
þΦk

i

� �
� μkþ1

y
μkþ1

y

� �T
( )

: ð16Þ

The maximum a posteriori probability (MAP) estimate for each subject i is

mi ¼ argmaxh p Dijhð Þp hjθML� �� 	
: ð17Þ

Model comparison. We compared models according to their integrated Bayes Informa-
tion Criterion (iBIC) scores:

iBIC ¼ � 2 logp DjθML� �
þM log jDj; ð18Þ

where M is the number of fitted prior parameters (i.e., the length of h), and |D| is the number
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of data points (i.e., the total number of choices made by all participants), and

logp DjθML� �
¼
XN

i¼1

log
Z

dh p Dijhð Þp hjθML� �
ð19Þ

�
XN

i¼1

log
1

K

XK

j¼1

p Dijh
j� �
; ð20Þ

approximating the integral as an average over K samples hj’s generated from the prior p(h|θML).
There are various ways to test the hypothesis that the two groups of subjects are associated

with different parameters. We compared a model employing just a single set of parameters to
one with two sets, one each for Pleasant and Unpleasant Room subjects. The latter was pre-
ferred according to the iBIC scores for session 3 (Table 2).

Model simulation. In order to see which aspects of data were captured by the model, we
simulated the model with MAP estimate parameters for Session 1. The simulation was per-
formed with the same angle conditions as in Session 1, and repeated 500 times for each partici-
pant. We also plotted the model’s outputs assuming the means of group parameters μML

θ .
Permutation test. In permutation tests, data were randomly shuffled among subjects to

create a new sample distribution. We then computed the value of current interest (e.g. the dif-
ference between the means of the Pleasant and the Unpleasant participants). This procedure
was repeated many times (e.g. 10,000) to examine our null and alternative hypothesis (e.g.
whether the difference is zero) by establishing where our observeddifference lay on the re-sam-
pled permutation distribution.

Results

Effects of room type on questionnaire data The effects of room type on cross-time changes in
measures of mood—AffectGrid Valence and Activation, and PA and NA—were analysed using
mixed-design repeated-measuresGLMs. Valence was not affected by room type (F(1, 46)<1) or
time (F(2, 92) = 1.25, p = 0.293), and there was no interaction effect (F(2, 92)<1). There was a
significant effect of time on Activation (F(1.7, 79.9) = 4.154, p = 0.024) and a time�room interac-
tion (F(1.7, 79.9) = 4.12, p = 0.025), but no main effect of room (F(1, 46)<1) (S1a Fig). Activation
increased as the experiment progressed in subjects in the Pleasant Room, but remained stable in
subjects in the Unpleasant Room. PA was not affected by room (F(1, 46)<1) or time (F(1.5, 70.3)
= 2.37, p = 0.114), and there was no interaction effect (F(1.5, 70.3) = 1.35, p = 0.262). There was a

Table 1. iBIC scores for different models.

Session Whiteley-Sahani Model M iBIC (Pleasant) iBIC (Unpleasant)

1 Learn (σ, δ). Set Closs = 1, PLapse = 0. 2 1117 954

1 Learn (σ, δ, PLapse). Set Closs = 1. 3 1132 967

3 Learn (σ, δ, Closs). Set PLapse = 0. 3 6125 6363

3 Learn (σ, δ, Closs, PLapse). 4 6113 6352

doi:10.1371/journal.pone.0165840.t001

Table 2. iBIC scores for separated groups and one group.

Session Whiteley-Sahani Model M iBIC (separate) iBIC (one group)

1 Learn (σ, δ). Set Closs = 1, PLapse = 0. 2 2269 2052

3 Learn (σ, δ, Closs, PLapse). 4 12265 12561

doi:10.1371/journal.pone.0165840.t002
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significant decrease in reportedNA from the start to the end of the experiment (F(2, 92) = 13.34,
p<0.001), and a non-significant trend for NA scores to fall more sharply in subjects in the Pleas-
ant Room (time�room interaction effect (F(2, 92) = 2.59, p = 0.081)). There was no main effect
of room (F(1, 46)<1) on NA scores (S1b Fig).

Model-agnostic results

Session 1. Most participants were risk-averse [t-test t(47) = 2.85, p = 0.006; sign test,
p = 0.007], choosing the SAFE key significantly more often than the REW (risky) key when
the stimulus was perfectly ambiguous s = 0. Both Pleasant and Unpleasant Room participant
groups showed a similar choice preference. However, Pleasant Room participants were mildly
more risk-averse (less risk-taking) than Unpleasant room participants [permutation test,
p = 0.014] when the stimulus most strongly leaned toward the WIN side (s = 1; Fig 3A). How-
ever, when the stimulus leaned toward the LOSS side, we found no difference between two
groups of participants.

As expected in perceptual decision-making tasks, participants’ reaction times (RTs) were sig-
nificantly increased as stimulus ambiguity increased [Friedman’s test: Pleasant only χ2 = 43.07,
p< 10−7, Unpleasant only χ2 = 45.43, p< 10−8], but there was no significant difference between
Unpleasant and Pleasant Room participants (Fig 3B).

Session 3. Fig 4A and 4B show the probability of choosing the REW (risky) key and the
reaction time in Session 3 in bins of stimulus ambiguity (s = 0.2), marginalizing over the differ-
ent values of R+ and R−. We found that the difference in the probability of choosing the REW
key betweenUnpleasant and Pleasant Room participants was not significant (Fig 4A). Both
Pleasant and Unpleasant Room participants’ reaction time were significantly modulated
by stimulus ambiguity [Friedman’s test: Pleasant only χ2 = 38.61, p< 10−4 Unpleasant only
χ2 = 80.04, p< 10−12] (Fig 4B).

Fig 3. Model-agnostic results (Session 1). A. Probability of choosing the REW (risky) key in Session 1. The red (blue) line indicates the mean and the

SEM of the probability of choosing the REW key in the Unpleasant (Pleasant) condition. When the stimulus strongly leaned toward the WIN side (s = 1),

the difference between Pleasant and Unpleasant Room participants was mildly significant. B. Reaction time (RT). Both groups showed significant

dependence of RT on stimulus ambiguity.

doi:10.1371/journal.pone.0165840.g003
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Model-dependent results

There are various potential causes of the apparent choice bias seen in Fig 3. We therefore
sought to use a formal characterization of decision-making to dissect potential cause, reveal
what was influenced by Pleasant and Unpleasant Room conditions, and quantify the impact of
the variation in R+ and R− in Session 3. To do these, we fit a Bayesian perceptual decision mak-
ing model to our data (see Methods) [24].

Session 1. Planned model comparisons (see iBIC scores in Table 1) suggested that the lapse
rate parameter PLapse was not necessary. The estimated parameters of the model without a lapse
rate are shown in Fig 5. We found that subjects in the Pleasant Room had a significantly larger
noise parameter σ than those in the Unpleasant Room [permutation test: mean p< 10−4, vari-
ance p< 10−4], but there was no difference between the rooms in the bias term (Fig 5A and 5B).

Although the iBIC score obtained by fitting data separately for Pleasant and Unpleasant
Room groups did not show an improvement over the one obtained by fitting data as one group
(Table 2), we found that the difference between the mean of the estimated parameter σ for
Pleasant and Unpleasant groups was nearly significant even when fitting data as one group
[permutation test, p = 0.052].

We also found that our model captured the asymmetric difference in choice between Pleas-
ant and Unpleasant Room groups that we saw in the data. As seen in Fig 6, using the parame-
ters determined from our model-fitting, simulations correctly reproduced the difference in
choice between the two participant groups more strikingly on the WIN side than on the LOSS
side (Fig 3A). This was because the cumulative Gaussian function in our model tends to express
the difference more strongly at the opposite side to the overall bias. Since both groups had a
bias toward the LOSS side, our model expressed the difference between groups more strongly
on the WIN side, which is consistent with what we found in the data (Fig 3A)).

Session 3. Planned iBIC model comparisons suggested that all parameters of the White-
ley-Sahani model were important to fit data from Session 3 (Table 1); and furthermore that it

Fig 4. Model-agnostic results (Session 3). A. The probability of choosing the REW (risky) key in Session 3. The red (blue) line indicates the mean and

the SEM of participants in the Unpleasant (Pleasant) condition. B. Reaction time (RT). Note that this session has 250 different stimulus ambiguities for

each participants. We binned conditions with the width of s = 0.2.

doi:10.1371/journal.pone.0165840.g004
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was appropriate to fit Pleasant and Unpleasant Room groups separately (see Table 2). The
estimated parameters are illustrated in Fig 7. The noise parameter did not differ significantly
between the groups in this session (Fig 7A). However, losses were significantly more heavily
weighted than wins (CLoss< 1; Fig 7B), to a greater degree for Pleasant Room participants
[permutation test, p = 0.018]. Further all participants were biased toward the SAFE key

Fig 5. Estimated parameters of the two parameter model in Session 1. A. The noise parameter σ. The effect of Room manipulation (the difference

between Pleasant and Unpleasant population) was significant. B. The bias parameter δ. The effect of Room manipulation (the difference between

Pleasant and Unpleasant population) was not significant.

doi:10.1371/journal.pone.0165840.g005

Fig 6. Model results for Session 1. A. Model simulation results with the estimated parameters mi’s (Session 1). The model captures the asymmetry

that is seen in the data (see Fig 3). The model was simulated in the same conditions (Session 1) as the actual experiment for each participant for 500

repetitions. The mean and the standard error of the mean of each participant group is shown. B. Model estimate with the estimated group means μMLθ .

doi:10.1371/journal.pone.0165840.g006
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(δ< 0; Fig 7C) to a degree that was significantly larger for Unpleasant Room participants
[permutation test, p = 0.0079]. This means that Unpleasant Room participants were more
strongly driven by wins relative to losses compared to Pleasant Room participants, but they
also showed a stronger bias towards choosing the SAFE key. The lapse rate for Pleasant
room participants was mildly smaller than Unpleasant room participants [permutation test,
p = 0.046; Fig 7D].

Fig 8 shows how our model parameters were correlated with scores on the mood question-
naires. We defined changes in questionnaire scores as the questionnaire score after the task
minus the questionnaire score before the task.

Fig 7. Estimated parameters of the four parameter model in Session 3. A. The noise parameter σ. The means of Pleasant and Unpleasant room

participants were not significantly different. B. The relative weight of losses to wins. The means of Pleasant and Unpleasant room participants were

significantly different. C. The bias parameter δ. The means of Pleasant and Unpleasant room participants were significantly different. D. The lapse rate.

The means of Pleasant and Unpleasant room participants were mildly significantly different. The parameters are shown in the inference space.

doi:10.1371/journal.pone.0165840.g007
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Discussion

The goal of this study was to dissect how affect manipulations influence computations that
underlie decision-makingunder ambiguity. To achieve this we employed a judgement bias
task, developed to investigate the influence of affect on decision-making in non-human ani-
mals and back-translated for use with humans. We added trial-by-trial variations in the offered
rewards and threatened punishments to the conventional variations in perceptual ambiguity,
allowing us to probe how decisions were affected by these different factors and their interac-
tions, and how this was influenced by manipulations of affective state. We used both model-
agnostic analyses and an approximate Bayesian decision-theoreticmodel [24] to test which
aspects of computation during decision-making (e.g. perception, valuation, bias) were influ-
enced by our affect manipulation.

Participants were assigned to either a Pleasant or Unpleasant room. This led to some differ-
ences in questionnaire measures of affective state across the study. Pleasant Room subjects
showed an increase in the Affect Grid measure of Activation across time which was not
observed in subjects in the Unpleasant Room. This was more evident during Session 1. There
was also a non-significant trend (p<0.1) for Pleasant but not Unpleasant room subjects to
show a decrease in the PANAS scale measure of negative affect (NA) across test sessions.
Overall, however, effects were very small even though similar affect manipulations have been
used successfully in the past (sweet gift: [23, 27]); future studies might employ alternative
manipulations such as use of affective images and music, and recall of affectively salient events
[28]. In order to minimise the chances of subjects conforming to their expectations of how an
emotion manipulation should affect their behaviour, we deliberately attempted to impose an
implicit manipulation by not informing them about the presence of the two different rooms.
It would be interesting to compare the effectiveness of implicit and explicit manipulations
in future studies. Nevertheless, despite the small changes in questionnaire responses, clear
changes in decision-makingwere detected raising the possibility that alterations in choice
behaviour may sometimes be more sensitive to affective state than questionnaire measures of

Fig 8. Correlations between estimated parameters and the changes in questionnaire scores (affective measures). A The Pleasant room

participants. B. The Unpleasant room participants. The colour shows the correlation coefficient r, where blue means negative (r < 0) and red means positive

(r > 0). The changes in score were computed as the score after Session 3 minus the score before Session 1. None of the correlations was significant after

the multiple comparison correction.

doi:10.1371/journal.pone.0165840.g008
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self-reported affect, and that this may be especially likely when affect is implictly manipulated
(cf. [29]).

It was in Session 3 that the various conditions were altered on a trial-by-trial basis in accor-
dance with the main aims of the study. A model-agnostic analysis investigated the effect of
stimulus ambiguity on the probability of choosing the REW key, and reaction times. No signifi-
cant effect of treatment on REW key choice were observed, but reaction time increasedwith
increasing stimulus ambiguity, as is standard for simple perceptual decisions [30]; there was no
effect on this of the room. A model-based analysis incorporated the influence of trial-by-trial
variation in prospective WINS or LOSSES. The participants were biased towards choosing the
SAFE key, reflecting risk aversion under ambiguity. This is consistent with loss aversion (for
example, when people are faced with a gamble in which there is a 50:50 chance of winning or
losing the same amount of money (e.g. [31, 32]). However, subjects in the Unpleasant Room
were more biased in this direction than those in the Pleasant Room. At the same time, they
weighedwins more heavily than losses. There was no strong correlation between estimated
model parameters for each individual and psychometric measures of their mood.

The stronger pessimistic (risk-averse) bias observed in Unpleasant Room subjects during
Session 3 is consistent with our prediction that the Unpleasant Room manipulation should
lead to more pessimistic decision-makingunder ambiguity, even though we found only weak
evidence, using the PANAS scale, of more reported negative affect in the Unpleasant Room.
The finding is also in line with other studies of affect-induced judgement biases in both
humans [15–17] and animals [7, 33–37].

Alongside their more pessimistic bias, Unpleasant Room subjects weighed wins more
heavily than losses relative to Pleasant Room subjects. These findings appear to contradict each
other; it might be expected that risk aversion, as observed in Unpleasant Room subjects, would
be associated with a greater valuation of loss relative to win. However, it is conceivable that
the findings are caused by two different underlying processes associated with a more negative
affective state. First, negative mood states may reflect previous experience of an elevated rate of
negative events, and act as a Bayesian prior that the probability of future negative events is high
[9, 38, 39]. This results in an adaptive enhanced expectation of negative outcomes under ambi-
guity leading to risk-averse, or pessimistic, decisions. At the same time, however, there are data
suggesting that mild negative mood states may be associated with an increase in reward valua-
tion [40–44], perhaps because acquiring available rewards can help to enhance mood state; a
form of mood repair [43, 45]. Longer-term and deeper negative moods may, on the other
hand, be associated with devaluation of reward as evidencedby anhedonic responses [46], per-
haps functioning to minimise activity and associated risks and energy expenditure [47]. Thus a
mild negative mood might be characterised by an increased perceived probability of negative
things happening, but also an increased valuation of available reward, as appears to be sug-
gested by our findings. This intriguing possibility requires more investigation using techniques
such as those developed here, coupled with behavioural tasks and/or psychometric instruments
that can separately measure expected probabilities and reward valuation.

The version of the task in Session 1 is more directly comparable to that used in animal stud-
ies in which outcomes of decisions are fixed throughout; offered WINS and threatened LOSSES
were +50p and -50p in all trials. In our model-agnostic analysis, we found that subjects from
both groups were risk averse under ambiguity, preferring to choose the SAFE key when pre-
sented with a completely ambiguous stimulus, as in Session 3. When the stimulus leant towards
the WIN side, but not when it leant towards the LOSS side, Unpleasant Room subjects chose
the REW key more often than Pleasant Room subjects. Our Bayesian model captured this
asymmetry effect, without appealing to the possibility that subjective values are non-linear
functions of WIN and LOSS [31]. This was because the Bayesian decision-maker created a
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non-trivial dependence of choice on the bias, such that any difference in choice was more
strongly expressed at the opposite side to the overall bias which, in our study, was towards the
LOSS side. This implies that other known asymmetric effects could also be accounted for by
such a Bayesian computation, rather than by appealing to heuristics. The model-dependent
analysis also revealed that Pleasant Room subjects had a larger and more variable noise param-
eter than Unpleasant Room subjects, indicating that they were less accurate (sensitive) in their
classification of stimuli as leaning to the WIN or LOSS side. No treatment effect on reaction
times was observed, but, as in Session 3, these increased as stimulus ambiguity increased.

The greater propensity for Unpleasant Room subjects to choose the REW key when the
stimulus leant towards the WIN side (an optimistic response) detected in our model-agnostic
analysis contrasts with our predictions and the findings from Session 3, and with several other
studies using the judgment bias paradigm in humans [15–17]. However, it is consistent with
the the finding that Pleasant Room subjects were more noisy in their choices, indicating greater
inaccuracywhen responding to less ambiguous cues, and thus a relatively lower likelihoodof
pressing the REW key when the stimulus was leaning towards the WIN side. However, we
would also have expected to see a lower likelihood of pressing the SAFE key when the stimulus
leant towards the LOSS side, and this was not observedThe reasons for the treatment effect on
the noise parameter is unclear. One speculative possibility is that the apparent rise in the Affect
Grid measure of Activation in Pleasant relative to Unpleasant Room subjects during Session 1
was associated with decreased attention to the task, but independent evidence for such an effect
is lacking as is any reason for why it should be expressed in response to stimuli leaning towards
the WIN side only.

In previous animal studies, asymmetrical results of this sort have also been observed. For
example, rats in unpredictable (stressful) housing conditions were less likely and slower than
those in predictable housing to make a response indicating anticipation of reward when
exposed to auditory tones close to a trained tone that predicted reward, but not when exposed
to tones close to those that predicted punishment [7]. In contrast, Burman et al. [48] found
the opposite asymmetry, observingdifferences in decision-making between rats housed in
enriched and unenriched conditions when exposed to cues close to a location that predicted no
reward but not when exposed to those close to a location that predicted reward. However, it is
difficult to compare these findings directly with our current results because, in animal studies,
choice outcomes are often provided in different ‘currencies’ (e.g. food vs noise) in contrast to
the single currency used here (win 50p vs lose 50p). The intrinsic rewarding or aversive values
of these different currenciesmay be an important influence on which ‘ambiguous’ cues reveal
biases [10], that is not present in human studies.

In summary, we have introduced a new variant of the judgement bias task in which trial-by-
trial variation of variables that influence decision-making can, in combination with the use of
Bayesian decision models, be used to tease apart processes underlying the impact of affective
states on decision-makingunder ambiguity. In future, and given clever experimental designs
that are feasible to train, it may be possible to implement such tasks in animals. However, at
present, studies of humans may provide novel insights into decision-makingprocesses that
could explain variation in findings from animal research. For example, the possibility, raised
in this study, that affective states may have different influences on perceived probability and
valuation of rewards (and punishments) may be one explanation for such inconsistencies.

There are various appealing directions for future studies. One would be to attempt a
counter-balanced go/no-go version of the task rather than the go/go version used here (i.e.
requiring subjects to press or withhold pressing a single manipulandum rather than choosing
which one of two levers to press). This would then implement a version of the orthogonalized
go/nogo; reward/punishment task studied by [49, 50]. This revealed various interactions
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between instrumental and Pavlovian influences over action, and it would be possible to test the
hypothesis that mood acts through the latter. A second direction would be to use aversive sti-
muli as the consequence of a failed risky choice and then to manipulate anxiety in order to see
whether similar influences of affect on decision-making processes are observed in the context
of punishment. A third would be to explore the influence of instruction in creating the balance
between the implicit desire of subjects to get the perceptual answer correct, versus maximizing
their gains or minimizing their losses. A fourth would be to compare the effects of implictly or
explictly imposed affect manipulations, as discussed earlier.

Supporting Information

S1 Fig. Changes in mean (+/- SEM) (a) AffectiveGrid Activation score and (b) PANAS NA
score across the study in Pleasant Room (solid line) and Unpleasant Room (dashed line)
subjects.
(EPS)

Acknowledgments

We thank the Gatsby Charitable Foundation, and the UK National Centre for the Replacement
Refinement and Reduction of Animals in Research (Grant number K/00008X/1 to MM, EP,
PD) who receive core funding from the UK Medical Research Council, for supporting the col-
laboration betweenMendl, Paul and Dayan. We are grateful to Ralph Thompson for assisting
with data collection, and to Sam Gershman and an anonymous referee for helpful comments
on an earlier version.

Author Contributions

Conceptualization:MM EP PD AJ.

Formal analysis:KI WJ PD MM EP.

Funding acquisition:MM EP PD.

Investigation: AJ.

Methodology:MM EP PD AJ IG.

Project administration:MM EP PD IG.

Supervision:MM EP PD IG.

Writing – original draft:KI AJ MM PD.

Writing – review& editing:KI AJ MM PD EP IG WJ.

References
1. Mineka S, Watson D, Clark LA. Comorbidity of anxiety and unipolar mood disorders. Annual Review of

Psychology. 1998; 49(1):377–412. doi: 10.1146/annurev.psych.49.1.377 PMID: 9496627

2. Mogg K, Bradley BP. A cognitive-motivational analysis of anxiety. Behaviour Research and Therapy.

1998; 36(9):809–848. doi: 10.1016/S0005-7967(98)00063-1 PMID: 9701859

3. Bar-Haim Y, Lamy D, Pergamin L, Bakermans-Kranenburg MJ, Van Ijzendoorn MH. Threat-related

attentional bias in anxious and nonanxious individuals: a meta-analytic study. Psychological Bulletin.

2007; 133(1):1. doi: 10.1037/0033-2909.133.1.1 PMID: 17201568

4. Gotlib IH, Joormann J. Cognition and depression: current status and future directions. Annual Review

of Clinical Psychology. 2010; 6:285. doi: 10.1146/annurev.clinpsy.121208.131305 PMID: 20192795

Dissecting the Influence of Affect on Cognitive Bias in Ambiguity Judgements

PLOS ONE | DOI:10.1371/journal.pone.0165840 November 9, 2016 17 / 20

http://www.plosone.org/article/fetchSingleRepresentation.action?uri=info:doi/10.1371/journal.pone.0165840.s001
http://dx.doi.org/10.1146/annurev.psych.49.1.377
http://www.ncbi.nlm.nih.gov/pubmed/9496627
http://dx.doi.org/10.1016/S0005-7967(98)00063-1
http://www.ncbi.nlm.nih.gov/pubmed/9701859
http://dx.doi.org/10.1037/0033-2909.133.1.1
http://www.ncbi.nlm.nih.gov/pubmed/17201568
http://dx.doi.org/10.1146/annurev.clinpsy.121208.131305
http://www.ncbi.nlm.nih.gov/pubmed/20192795


5. Blanchette I, Richards A. The influence of affect on higher level cognition: A review of research on

interpretation, judgement, decision making and reasoning. Cognition & Emotion. 2010; 24(4):561–595.

doi: 10.1080/02699930903132496

6. Paul ES, Harding EJ, Mendl M. Measuring emotional processes in animals: the utility of a cognitive

approach. Neuroscience & Biobehavioral Reviews. 2005; 29(3):469–491. doi: 10.1016/j.neubiorev.

2005.01.002 PMID: 15820551

7. Harding EJ, Paul ES, Mendl M. Animal behaviour: cognitive bias and affective state. Nature. 2004 Jan;

427(6972):312. doi: 10.1038/427312a PMID: 14737158

8. Matheson SM, Asher L, Bateson M. Larger, enriched cages are associated with ‘optimistic’response

biases in captive European starlings (Sturnus vulgaris). Applied Animal Behaviour Science. 2008; 109

(2):374–383.

9. Mendl M, Burman OH, Paul ES. An integrative and functional framework for the study of animal emo-

tion and mood. Proceedings of the Royal Society of London B: Biological Sciences. 2010; 277

(1696):2895–2904. doi: 10.1098/rspb.2010.0303 PMID: 20685706

10. Mendl M, Burman OH, Parker RM, Paul ES. Cognitive bias as an indicator of animal emotion and wel-

fare: emerging evidence and underlying mechanisms. Applied Animal Behaviour Science. 2009; 118

(3):161–181.

11. Baciadonna L, McElligott AG. The use of judgement bias to assess welfare in farm livestock. 2015;.

12. Gygax L. The A to Z of statistics for testing cognitive judgement bias. Animal Behaviour. 2014; 95:59–

69. doi: 10.1016/j.anbehav.2014.06.013

13. Hales CA, Stuart SA, Anderson MH, Robinson ES. Modelling cognitive affective biases in major

depressive disorder using rodents. British Journal of Pharmacology. 2014; 171(20):4524–4538. doi:

10.1111/bph.12603 PMID: 24467454

14. Bethell EJ. A “how-to” guide for designing judgment bias studies to assess captive animal welfare.

Journal of Applied Animal Welfare Science. 2015; 18(sup1):S18–S42. doi: 10.1080/10888705.2015.

1075833 PMID: 26440495

15. Paul ES, Cuthill I, Kuroso G, Norton V, Woodgate J, Mendl M. Mood and the speed of decisions about

anticipated resources and hazards. Evolution and Human Behavior. 2011; 32(1):21–28. doi: 10.1016/j.

evolhumbehav.2010.07.005

16. Anderson MH, Hardcastle C, MunafòMR, Robinson ES. Evaluation of a novel translational task for

assessing emotional biases in different species. Cognitive, Affective, & Behavioral Neuroscience.

2012; 12(2):373–381. doi: 10.3758/s13415-011-0076-4 PMID: 22183974

17. Schick A, Wessa M, Vollmayr B, Kuehner C, Kanske P. Indirect assessment of an interpretation bias in

humans: neurophysiological and behavioral correlates. Frontiers in Human Neuroscience. 2013; 7

(272). doi: 10.3389/fnhum.2013.00272 PMID: 23781193

18. Lissek S, Rabin S, Heller RE, Lukenbaugh D, Geraci M, Pine DS, et al. Overgeneralization of condi-

tioned fear as a pathogenic marker of panic disorder. American Journal of Psychiatry. 2010;. doi: 10.

1176/appi.ajp.2009.09030410 PMID: 19917595

19. Huys QJ, Daw ND, Dayan P. Depression: a decision-theoretic analysis. Annual Review of Neurosci-

ence. 2015; 38:1–23. doi: 10.1146/annurev-neuro-071714-033928 PMID: 25705929

20. Huys QJ, Pizzagalli DA, Bogdan R, Dayan P. Mapping anhedonia onto reinforcement learning: a beha-

vioural meta-analysis. Biology of Mood & Anxiety Disorders. 2013; 3(1):1. doi: 10.1186/2045-5380-3-

12 PMID: 23782813

21. Russel JA, Weiss A, Mendelsohn GA. Affect grid: A single-item scale of pleasure and arousal. Journal

of Personality and Social Psychology. 1989; 57(3):493–502.

22. Watson D, Clark LA, Tellegen A. Development and validation of brief measures of positive and nega-

tive affect: the PANAS scales. Journal of Personality and Social Psychology. 1988; 54(6):1063. doi:

10.1037/0022-3514.54.6.1063 PMID: 3397865

23. Nygren TE, Isen AM, Taylor PJ, Dulin J. The influence of positive affect on the decision rule in risk situ-

ations: Focus on outcome (and especially avoidance of loss) rather than probability. Organizational

behavior and human decision processes. 1996; 66(1):59–72. doi: 10.1006/obhd.1996.0038

24. Whiteley L, Sahani M. Implicit knowledge of visual uncertainty guides decisions with asymmetric out-

comes. Journal of Vision. 2008; 8(3):1–15. doi: 10.1167/8.3.2 PMID: 18484808

25. Huys QJ, Cools R, Golzer M, Friedel E, Heinz A, Dolan RJ, et al. Disentangling the roles of approach,

activation and valence in instrumental and pavlovian responding. PLoS Compututational Biology. 2011

Apr; 7(4):e1002028. doi: 10.1371/journal.pcbi.1002028 PMID: 21556131

26. Iigaya K, Story GW, Kurth-Nelson Z, Dolan RJ, Dayan P. The modulation of savouring by prediction

error and its effects on choice. Elife. 2016; 5:e13747. doi: 10.7554/eLife.13747 PMID: 27101365

Dissecting the Influence of Affect on Cognitive Bias in Ambiguity Judgements

PLOS ONE | DOI:10.1371/journal.pone.0165840 November 9, 2016 18 / 20

http://dx.doi.org/10.1080/02699930903132496
http://dx.doi.org/10.1016/j.neubiorev.2005.01.002
http://dx.doi.org/10.1016/j.neubiorev.2005.01.002
http://www.ncbi.nlm.nih.gov/pubmed/15820551
http://dx.doi.org/10.1038/427312a
http://www.ncbi.nlm.nih.gov/pubmed/14737158
http://dx.doi.org/10.1098/rspb.2010.0303
http://www.ncbi.nlm.nih.gov/pubmed/20685706
http://dx.doi.org/10.1016/j.anbehav.2014.06.013
http://dx.doi.org/10.1111/bph.12603
http://www.ncbi.nlm.nih.gov/pubmed/24467454
http://dx.doi.org/10.1080/10888705.2015.1075833
http://dx.doi.org/10.1080/10888705.2015.1075833
http://www.ncbi.nlm.nih.gov/pubmed/26440495
http://dx.doi.org/10.1016/j.evolhumbehav.2010.07.005
http://dx.doi.org/10.1016/j.evolhumbehav.2010.07.005
http://dx.doi.org/10.3758/s13415-011-0076-4
http://www.ncbi.nlm.nih.gov/pubmed/22183974
http://dx.doi.org/10.3389/fnhum.2013.00272
http://www.ncbi.nlm.nih.gov/pubmed/23781193
http://dx.doi.org/10.1176/appi.ajp.2009.09030410
http://dx.doi.org/10.1176/appi.ajp.2009.09030410
http://www.ncbi.nlm.nih.gov/pubmed/19917595
http://dx.doi.org/10.1146/annurev-neuro-071714-033928
http://www.ncbi.nlm.nih.gov/pubmed/25705929
http://dx.doi.org/10.1186/2045-5380-3-12
http://dx.doi.org/10.1186/2045-5380-3-12
http://www.ncbi.nlm.nih.gov/pubmed/23782813
http://dx.doi.org/10.1037/0022-3514.54.6.1063
http://www.ncbi.nlm.nih.gov/pubmed/3397865
http://dx.doi.org/10.1006/obhd.1996.0038
http://dx.doi.org/10.1167/8.3.2
http://www.ncbi.nlm.nih.gov/pubmed/18484808
http://dx.doi.org/10.1371/journal.pcbi.1002028
http://www.ncbi.nlm.nih.gov/pubmed/21556131
http://dx.doi.org/10.7554/eLife.13747
http://www.ncbi.nlm.nih.gov/pubmed/27101365


27. Isen AM, Daubman KA. The influence of affect on categorization. Journal of personality and social psy-

chology. 1984; 47(6):1206. doi: 10.1037/0022-3514.47.6.1206

28. Zhang X, Yu HW, Barrett LF. How does this make you feel? A comparison of four affect induction pro-

cedures. Frontiers in psychology. 2014; 5:689. doi: 10.3389/fpsyg.2014.00689 PMID: 25071659

29. Berridge K, Winkielman P. What is an unconscious emotion?(The case for unconscious “liking”). Cog-

nition & Emotion. 2003; 17(2):181–211.

30. Ratcliff R, Rouder JN. Modeling response times for two-choice decisions. Psychological Science.

1998; 9(5):347–356. doi: 10.1111/1467-9280.00067

31. Kahneman D. A perspective on judgment and choice: mapping bounded rationality. American psychol-

ogist. 2003; 58(9):697. doi: 10.1037/0003-066X.58.9.697 PMID: 14584987

32. Tom SM, Fox CR, Trepel C, Poldrack RA. The neural basis of loss aversion in decision-making under

risk. Science. 2007; 315(5811):515–518. doi: 10.1126/science.1134239 PMID: 17255512

33. Burman OH, Parker RM, Paul ES, Mendl MT. Anxiety-induced cognitive bias in non-human

animals. Physiology & Behavior. 2009; 98(3):345–350. doi: 10.1016/j.physbeh.2009.06.012 PMID:

19560479

34. Mendl M, Brooks J, Basse C, Burman O, Paul E, Blackwell E, et al. Dogs showing separation-related

behaviour exhibit a ‘pessimistic’cognitive bias. Current Biology. 2010; 20(19):R839–R840. doi: 10.

1016/j.cub.2010.08.030 PMID: 20937467

35. Papciak J, Popik P, Fuchs E, Rygula R. Chronic psychosocial stress makes rats more ‘pessimistic’in

the ambiguous-cue interpretation paradigm. Behavioural Brain Research. 2013; 256:305–310. doi: 10.

1016/j.bbr.2013.08.036 PMID: 23993861

36. Doyle RE, Hinch GN, Fisher AD, Boissy A, Henshall JM, Lee C. Administration of serotonin inhibitor p-

Chlorophenylalanine induces pessimistic-like judgement bias in sheep. Psychoneuroendocrinology.

2011; 36(2):279–288. doi: 10.1016/j.psyneuen.2010.07.018 PMID: 20833479

37. Bethell E, Holmes A, MacLarnon A, Semple S. Cognitive bias in a non-human primate: husbandry pro-

cedures influence cognitive indicators of psychological well-being in captive rhesus macaques. Animal

Welfare. 2012; 21(2):185. doi: 10.7120/09627286.21.2.185

38. Nettle D, Bateson M. The evolutionary origins of mood and its disorders. Current Biology. 2012; 22

(17):R712–R721. doi: 10.1016/j.cub.2012.06.020 PMID: 22975002

39. Eldar E, Rutledge RB, Dolan RJ, Niv Y. Mood as representation of momentum. Trends in Cognitive

Sciences. 2016; 20(1):15–24. doi: 10.1016/j.tics.2015.07.010 PMID: 26545853

40. Willner P, Benton D, Brown E, Cheeta S, Davies G, Morgan J, et al. “Depression” increases “craving”

for sweet rewards in animal and human models of depression and craving. Psychopharmacology.

1998; 136(3):272–283. PMID: 9566813

41. Spruijt BM, van den Bos R, Pijlman FT. A concept of welfare based on reward evaluating

mechanisms in the brain: anticipatory behaviour as an indicator for the state of reward systems.

Applied Animal Behaviour Science. 2001; 72(2):145–171. doi: 10.1016/S0168-1591(00)00204-5

PMID: 11278033

42. Van der Harst J, Spruijt B, et al. Tools to measure and improve animal welfare: reward-related behav-

iour. Animal Welfare. 2007; 16:67.

43. Gibson EL. The psychobiology of comfort eating: implications for neuropharmacological interventions.

Behavioural pharmacology. 2012; 23(5 and 6):442–460. doi: 10.1097/FBP.0b013e328357bd4e PMID:

22854304

44. Hernandez CE, Hinch G, Lea J, Ferguson D, Lee C. Acute stress enhances sensitivity to a highly

attractive food reward without affecting judgement bias in laying hens. Applied Animal Behaviour Sci-

ence. 2015; 163:135–143. doi: 10.1016/j.applanim.2014.12.002

45. Bongers P, Jansen A, Havermans R, Roefs A, Nederkoorn C. Happy eating. The underestimated role

of overeating in a positive mood. Appetite. 2013; 67:74–80. doi: 10.1016/j.appet.2013.03.017 PMID:

23583314

46. Anisman H, Matheson K. Stress, depression, and anhedonia: caveats concerning animal models. Neu-

roscience & Biobehavioral Reviews. 2005; 29(4):525–546. doi: 10.1016/j.neubiorev.2005.03.007

PMID: 15925696

47. Nesse RM. Is depression an adaptation? Archives of General Psychiatry. 2000; 57(1):14–20. doi: 10.

1001/archpsyc.57.1.14 PMID: 10632228

48. Burman OH, Parker R, Paul ES, Mendl M. A spatial judgement task to determine background emo-

tional state in laboratory rats, Rattus norvegicus. Animal Behaviour. 2008; 76(3):801–809. doi: 10.

1016/j.anbehav.2008.02.014

Dissecting the Influence of Affect on Cognitive Bias in Ambiguity Judgements

PLOS ONE | DOI:10.1371/journal.pone.0165840 November 9, 2016 19 / 20

http://dx.doi.org/10.1037/0022-3514.47.6.1206
http://dx.doi.org/10.3389/fpsyg.2014.00689
http://www.ncbi.nlm.nih.gov/pubmed/25071659
http://dx.doi.org/10.1111/1467-9280.00067
http://dx.doi.org/10.1037/0003-066X.58.9.697
http://www.ncbi.nlm.nih.gov/pubmed/14584987
http://dx.doi.org/10.1126/science.1134239
http://www.ncbi.nlm.nih.gov/pubmed/17255512
http://dx.doi.org/10.1016/j.physbeh.2009.06.012
http://www.ncbi.nlm.nih.gov/pubmed/19560479
http://dx.doi.org/10.1016/j.cub.2010.08.030
http://dx.doi.org/10.1016/j.cub.2010.08.030
http://www.ncbi.nlm.nih.gov/pubmed/20937467
http://dx.doi.org/10.1016/j.bbr.2013.08.036
http://dx.doi.org/10.1016/j.bbr.2013.08.036
http://www.ncbi.nlm.nih.gov/pubmed/23993861
http://dx.doi.org/10.1016/j.psyneuen.2010.07.018
http://www.ncbi.nlm.nih.gov/pubmed/20833479
http://dx.doi.org/10.7120/09627286.21.2.185
http://dx.doi.org/10.1016/j.cub.2012.06.020
http://www.ncbi.nlm.nih.gov/pubmed/22975002
http://dx.doi.org/10.1016/j.tics.2015.07.010
http://www.ncbi.nlm.nih.gov/pubmed/26545853
http://www.ncbi.nlm.nih.gov/pubmed/9566813
http://dx.doi.org/10.1016/S0168-1591(00)00204-5
http://www.ncbi.nlm.nih.gov/pubmed/11278033
http://dx.doi.org/10.1097/FBP.0b013e328357bd4e
http://www.ncbi.nlm.nih.gov/pubmed/22854304
http://dx.doi.org/10.1016/j.applanim.2014.12.002
http://dx.doi.org/10.1016/j.appet.2013.03.017
http://www.ncbi.nlm.nih.gov/pubmed/23583314
http://dx.doi.org/10.1016/j.neubiorev.2005.03.007
http://www.ncbi.nlm.nih.gov/pubmed/15925696
http://dx.doi.org/10.1001/archpsyc.57.1.14
http://dx.doi.org/10.1001/archpsyc.57.1.14
http://www.ncbi.nlm.nih.gov/pubmed/10632228
http://dx.doi.org/10.1016/j.anbehav.2008.02.014
http://dx.doi.org/10.1016/j.anbehav.2008.02.014


49. Guitart-Masip M, Huys QJ, Fuentemilla L, Dayan P, Duzel E, Dolan RJ. Go and no-go learning in

reward and punishment: interactions between affect and effect. Neuroimage. 2012; 62(1):154–166.

doi: 10.1016/j.neuroimage.2012.04.024 PMID: 22548809

50. Crockett MJ, Clark L, Apergis-Schoute AM, Morein-Zamir S, Robbins TW. Serotonin modulates the

effects of Pavlovian aversive predictions on response vigor. Neuropsychopharmacology. 2012; 37

(10):2244–2252. doi: 10.1038/npp.2012.75 PMID: 22643930

Dissecting the Influence of Affect on Cognitive Bias in Ambiguity Judgements

PLOS ONE | DOI:10.1371/journal.pone.0165840 November 9, 2016 20 / 20

http://dx.doi.org/10.1016/j.neuroimage.2012.04.024
http://www.ncbi.nlm.nih.gov/pubmed/22548809
http://dx.doi.org/10.1038/npp.2012.75
http://www.ncbi.nlm.nih.gov/pubmed/22643930

