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Abstract: This paper develops a distributed model predictive 
control strategy for the atmospheric and vacuum distillation tower, 
which constitutes a key process involved in refining petroleum. 
When considering an MPC implementation, it is known that 
computational complexity can be reduced if the system is first 
decomposed into multiple smaller dimensional subsystems. 
Optimally exploiting the modern computer networks available in 
industry, a distributed model predictive control implementation is 
developed for the atmospheric and vacuum tower system, which is 
assumed to be part of a wider petroleum refining process comprised 
of a number of sub-systems connected in series. For each 
subsystem, given the availability of mutual communication 
channels between subsystems and by using an iterative calculation 
approach, it will be seen that Nash optimality can be achieved. A 
low-cost solution that is readily implementable online is seen to 
achieve the control objective. The effectiveness of the approach 
presented in the paper is validated by the results of nonlinear 
simulation experiments. 

Keywords—Distributed model predictive control; atmospheric 
and vacuum distillation tower；subsystem. 

I.  INTRODUCTION  
Distillation is an important step in the oil refinery process 

within the petrochemical industry, and the atmospheric and 
vacuum tower is a typical subsystem involved in this process. 
The petrochemical industry is becoming increasingly large-
scale and the need for energy efficiency and increased 
productivity is becoming more prominent. This quest to 
improve economic benefits has resulted in increasing demands 
on the control performance of the tower. The atmospheric and 
vacuum tower system is, however, complex with many 
uncertain parameters. Changes in these parameters can cause 
system instability and there is thus a need to consider the 
development of robust control strategies whilst accommodating 
the need for economically viable solutions. 

Within the control system, the control loops are closed 
using real-time communication networks and thus belong to a 
class of networked control systems (NCSs) [1]. Such NCSs are 
widely investigated within industry because of the advances in 
control design, flexibility and reduction in costs that they can 

underpin [2]. However, the resulting industrial systems become 
more and more complex for the purposes of system analysis 
and controller design [3]. It is not straightforward to control 
these systems with a single centralised MPC control structure 
because of the computational complexity and communication 
bandwidth limitations [4]. 

Several approaches have therefore been developed to deal 
with the problem of computational complexity within MPC. 
Shekhar and Maciejowski [5] introduced a new formulation of 
variable horizon MPC that utilised move locking for reducing 
computational complexity. Ling et al. [6] proposed a form of 
MPC in which the control variables were moved 
asynchronously. The computation time was reduced by solving 
the MPC problem for each subsystem sequentially. A 
parameterised field-programmable gate array implementation 
of a customised quadratic programming solver for optimal 
control of linear processes with constraints was presented in [7]. 
A new MPC formulation was introduced by taking advantage 
of novel computational opportunities. Rakovic et al. [8] 
developed a parameterised tube MPC synthesis method, which 
was computationally efficient while it possessed rather strong 
system theoretical properties. 

The advantages of MPC have begun to play an important 
role in the oil refining industry [9]. The known external 
disturbance of the system has been used as a multivariable 
input, and the control structure given by using ideas from 
multivariable generalized predictive control [10]. The organic 
combination of feedforward control and feedback control has 
been realized, but this yields high computer hardware 
requirements. Li et al. [11] designed a control algorithm based 
on generalized predictive control for the extraction tower. Feng 
et al. [12] analyse the performance of a distributed model 
predictive control algorithm for a Fluid Catalytic Cracking 
(FCC) unit regenerator, and show that the distributed model 
predictive control algorithm has good control performance. Li 
et al. [13] consider a complex industrial process which is in 
series, with full consideration of the magnitude constraints, 
control incremental amplitude constraints, intermediate 
variable amplitude constraints, output error constraints and the 
final output amplitude constraints. Baldea et al. [14] consider a 



series process, develop a linear model predictive control 
algorithm and illustrate the reliability of the algorithm by 
simulation. Ma et al. [15] discuss energy saving by using 
distributed model predictive control. Minimizing the control 
objective is achieved by dynamic decoupling in the finite 
energy cost. The application of distributed predictive control in 
solar power generation is discussed in [16]. 

Distributed model predictive control is a new type of model 
predictive control method that has been increasing in 
popularity in recent years. This method takes into account the 
mutual communication among subsystems and thus greatly 
improves the control performance of the system. Given the 
condition that the hardware requirements of the controller must 
not be high, the decentralized model predictive control 
approach ensure the performance of the whole system is 
optimised. Therefore, it is an effective solution for the 
optimization and control of systems in series [17]. On the one 
hand, the general model predictive control and feed 
forward/feedback predictive control are used in the literature, 
but there are high performance requirements for the computer 
systems used for implementation. On the other hand, such 
hardware resources are seldom available in the atmospheric 
and vacuum tower of a petroleum refinery. This paper 
discusses the application of distributed model predictive 
control to the atmospheric and vacuum tower in order to seek a 
robust control solution that can be implemented in industry 
with reduced computation and complexity 

This paper uses distributed model predictive control based 
on Nash optimality, and designs an optimal control for the 
atmospheric and vacuum tower in a petroleum refinery process. 
The objectives are to obtain good control performance, 
improve the robustness of the system, reduce the burden of 
online computation and reduce the cost of the control. 

II. THE ATMOSPHERIC AND VACUUM TOWER DYNAMIC MODEL 
In order to simplify the problem, this paper neglects control 

of the atmospheric furnace and vacuum furnace, and only 
studies atmospheric distillation and vacuum distillation. The 
whole system is assumed to be a series connection with two 
subsystems. Each subsystem has one input and one output. In 
the petrochemical industry, an important parameter is the so-
called tray or plate efficiency. A tray or plate is a device that 
provides good contact between the vapour and liquid phases 
present in the distillation column. 

To simplify the problem and without loss of generality, the 
following assumptions are made: 

(1) The efficiency of the available Murphree liquid phase 
plate is assumed to be negligible; 

(2) Each plate is well mixed and can be used as a 
centralized parameter system;  

(3) The fluid mechanics of each plate can be expressed by 
the weir equation, and the instantaneous hydraulic gradient is 
established;  

(4) Heat loss from the tower and the tower plate itself can 
be neglected and the reboiler and condenser heat transfer 
process will not be considered. 

In accordance with the above assumptions, the dynamic 
equations will be established. A figure of the simplified 
physical model for the atmospheric and vacuum distillation 
tower follows to aid exposition:  

 

Fig. 1 Simplified physical model of the atmospheric and vacuum distillation 
towers 

 
Here ( 1,2)iu i =  denotes the control function, Q  is the heat 

load, nF  is flow on the thn tray, nV , 1nV −  respectively is the gas 
phase lateral line out of the material on the thn  and ( 1)thn −  
tray, nL , 1nL −  respectively is the liquid phase lateral line out of 
the material on the thn  and ( 1)thn −  tray, ,L nS  is the liquid 

phase reflux on the thn tray and ,V nS  is the gas phase reflux on 
the thn tray. From Fig 1, the input of the whole system is the 
input of the first subsystem (atmospheric distillation tower), 
and the output of the first subsystem is the input of the second 
subsystem (vacuum distillation tower). The equation of total 
material is given by 
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where nM is the product discharge quantity on the thn tray. The 
heat balance equation yields: 
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where nH  is the gas phase enthalpy on the thn tray and nh is 
the liquid phase enthalpy on the thn tray. 



The main function of the heat balance equation is to 
calculate nV . The term /ndh dt  cannot be ignored, otherwise 
significant errors result. 

The weir equation, where the weir is used to promote the 
formation of vapour bubbles, is given by: 

3
2

n n nL C l=  

where nL  is the liquid layer; nl  is the height of the overflow 
weir and nC  is the coefficient of the weir. 

The phase equilibrium is given by: 
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with the corresponding plate efficiency formula: 
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Synthesis of the physical and chemical properties enables a 
complete set of system dynamic equations to be formulated 
where the controlled variable is the back flow.  

III. DISTRIBUTED PREDICTIVE CONTROL ALGORITHM BASED ON 
NASH OPTIMALITY 

A distributed rolling solution is used whereby the control is 
calculated in a step-by-step fashion using rolling optimisation. 
A large-scale online optimization problem is replaced by a 
series of small scale distributed optimisation problems, which 
reduces the computational requirements. At the same time, due 
to the communication of information between the various 
elements, the adopted decentralized predictive control 
approach can overcome the performance degradation caused by 
the lack of information that may be expected from collapsing 
the scale of the problem considered for controller design. Using 
this approach, the overall control performance of the system 
can be maintained at a superior level [18]. 

Assuming that the whole system's behaviour can be seen as 
a result of the interaction of N  subsystems, the predicted 
output at the future time P at the thk instant is: 

 0 1, ,( ) ( ( ), ( ),..., ( ))PM P M N MY k f Y k u k u k= ∆ ∆   (3-1) 

where ( ) [ ( 1 )...... ( )]T
PMY k Y k k Y k P K= + + , 

0 0 0( ) [ ( 1 )...... ( )]T

PY k Y k k Y k P k= + + is the initial predicted 
value at the thk  instant and 

1, ( ) [ ( )...... ( 1)]T

M k i iu u k u k M∆ = ∆ ∆ + − , where N : control 
time domain, P : prediction time domain, f : mapping 
function vector. The constraint conditions for the system's 
output and input need to be satisfied as follows: 
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Define: 
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The performance index of the system is given by 
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The problem is distributed across the N subsystems. 
Assuming that the performance index (3-4) is separable for 
the N  subsystems, the performance index of the thi subsystem 
can be taken as: 
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The predicted output at the thk instant according to the 
formula (3-1) can be expressed as: 
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i P i iY k k k k P k= + + . 

The control problem can be solved with a Nash 
optimization method. Each subsystem optimises their own 
input variable with full knowledge of the input variables of the 
other subsystem. 
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In this way, the Nash optimal condition of the whole 
system is as follows: 
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The network communication environment has a distributed 
structure where each subsystem can exchange information, so 



that the problem can be solved iteratively using the following 
steps: 

Step 1: At the thk  instant, each subsystem passes the initial 
control value to the other subsystems, and order 0l = ; 

, ( ) [ ( ), ( 1), ..., ( 1)] ( 1, ..., )l l l l T

i M i i iu k u k u k u k M i N∆ = ∆ ∆ + ∆ + − =
 

Step 2: Each subsystem solves its own predictive control 
problem (3-6) in parallel, and the optimal solution 

1

, ( ) ( 1, ..., )l

i Mu k i N+∆ = is obtained; 

Step 3: Check whether the convergence condition of the 
predictor is satisfied for all subsystems, i.e., 

1

, ,( ) ( ) ( 1, ..., )l l

i M i M iu k u k i Nε+∆ − ∆ ≤ = for given 

( 1, ..., )i i Nε = . If so * 1

, ,( ) ( ) ( 1, ..., )l

i M i Mu k u k i N+∆ = ∆ = , end 
the iteration, and go to the fourth step. If not 

1

, ,( ) ( ) ( 1, ... ) , 1,l l

i M i Mu k u k i N l l+∆ = ∆ = = +  and return to step 
2; 

Step 4: calculate the control at the thk instant, 
*

,( ) [ ......0] ( )(i 1, ..., N)i i Mu k I u k∆ = ∆ = ; 

Step 5: Scroll to the next time, that is 1k k+ → , return to 
step 1 and repeat the process. 

The goal of this paper is to make the output of the system 
reach the expected value so that the fraction of oil achieving 
the desired goal reaches the set-point. This is achieved by 
controlling the flow rate, that is 1 2,u u , to control the valve 
opening of each subsystem to meet the overall performance 
index. 

In this paper, there are two subsystems, the atmospheric 
distillation tower and vacuum distillation tower as described 
above. Decentralized model predictive control is used as 
outlined below. The predicted output of the whole system can 
be expressed as: 

 0( ) ( ) ( )PM P MY k Y k A u k= + ∆   (3-8) 

The corresponding performance index is given by: 

 2 2min ( ) ( ) ( ) ( ) .PM MQ R
J k k Y k u kω= − + ∆   (3-9) 

Here, Q  and  are weight coefficient matrices, ( )kω  denotes 
the desired output of the system, 

1, 2,( ) ( ), u ( )
T

M M Mu k u k k ∆ = ∆ ∆   and A  is the dynamic 
matrix. Using the distributed solution approach, and according 
to the model of the atmospheric and vacuum distillation towers 
previously presented, the whole system will be decomposed 
into two subsystems. Subsystem 1 ( 1i = ) is represented by: 
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where an equivalent subsystem can be written down for 
subsystem 2. On the right-hand-side of equation (3-10), 

2

1 ,
1

( )j j M
j
j i

A u k
=
≠

∆∑  reflects the impact of the input of the other 

subsystems on the first subsystem. 11A is the dynamic matrix 
of the first subsystem and the effect of the second subsystem 
on the step response matrix of the first subsystem is expressed 
by 
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where 12 ( ) ( 1, 2,... )a k k P=  is the step response sequence. 
The performance index (3-10) is decomposed across the two 
subsystems, where the performance index of the subsystem 1 is 
given by: 

1 1

2 2

1 1 1, 1,min ( ) ( ) ( ) ( )PM MQ R
J k k y k u kω= − + ∆  

In the formula, [ ]1 1 1( ) ( 1)... ( ) Tk k k Pω ω ω= + +  is the 
expected output value of the first subsystem with 1Q  and 1R  
the corresponding weighting matrices. 

At the initial instant, the real-time control rate is: 

 * *
1 1,(k) [ ......0] ( )Mu I u k∆ = ∆   (3-12) 

Combining the algorithm steps, the next iteration of the 
optimal solution for subsystem 1 can be written as: 
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According to the above analysis, the iterative algorithm is 
convergent. The optimal solution of the entire distributed 
system can be written as: 

1
1, 1 0 0( ) [w( ) ( )] D ( )l l

M P Mu k D k y k u k+∆ = − + ∆  

where 



11 12
1

21 22

D D
D

D D
 

=  
 

, 11 12
0

22 21

0
0

D A
D

D A
− 

=  − 
 

This distributed optimization algorithm accommodates the 
influence of the other subsystems in every step of the rolling 
process and the Nash equilibrium can be reached for the 
system. 

IV. SIMULATION RESULTS 
Based on the Nash optimal distributed predictive control 

algorithm developed in this paper, a simulation program is 
written in MATLAB and applied to the dynamic equation of 
the atmospheric and vacuum distillation tower series system. 
The performance of the proposed distributed predictive 
controller is shown in Fig. 2. Under the same conditions, a 
centralized model predictive control algorithm is adopted for 

comparison, and the results are shown in Fig. 3. A PID control 
algorithm is also adopted, and the simulation results are shown 
in Fig. 4.  

From the simulation results, the case for applying an MPC 
strategy to this system is clearly made. The PID control 

strategy is insufficiently robust to tolerate the parameter 
uncertainty within the atmospheric and vacuum distillation 
tower as seen from Fig. 4. It can be seen from Fig. 2 that the 
distributed predictive control algorithm based on the Nash 
optimal controller fully considers the mutual communication 
between the two subsystems, so that each subsystem is well 
coordinated. The output curve exhibits a smooth rise with rapid 
regulation and limited overshoot. The system is clearly stable. 
The distributed predictive control algorithm achieves good 
overall performance.  

When comparing Fig. 2 and Fig. 3, it is seen that in the 
distributed case, the performance of each subsystem can reach 
the same level as the centralized predictive control algorithm 
with the same control effort. However, the computation time of 
DMPC is 2.36s, while the computation time of CMPC is 3.87s. 
The DMPC obtains good performance with reduced 
computational effort when compared with the CMPC. 

Future work will conduct further studies including more 
elements within the refinery within the distributed control 
strategy with the ultimate objective of moving to practical 
implementation. 
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Fig. 2  Simulation results of DMPC for the atmospheric and 
vacuum distillation towers 
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Fig. 3  Simulation results of CMPC for the atmospheric and 
vacuum distillation towers 



V. CONCLUSIONS 
In this paper, a distributed model predictive control 

algorithm based on Nash optimization is proposed for the 
atmospheric and vacuum distillation tower system within an oil 
refinery. The work adopts the characteristics of the network 
structure from the industrial environment. The methodology 
adopted can decompose a large-scale complex optimal control 
problem into several small scale distributed optimization 
problems. The overall performance as well as the performance 
of each subsystem can reach the same level as that achieved 
with a centralized predictive control algorithm. The level of 
control effort is seen to be the same in each case. At the same 
time, the distributed model predictive control approach reduces 
the computational burden involved in the implementation. This 
method is particularly suitable for complex cascaded systems 
such as the atmospheric and vacuum distillation tower. Future 
work will focus on the application of the distributed predictive 
control approach to more complex chemical industrial 
processes including implementation studies.  
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Fig. 4 Simulation results of PID control applied to the  
atmospheric and vacuum distillation towers 
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