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Abstract  12 
Growing global awareness of climate change has ushered in a new era demanding policy, financial 13 

and behavioural innovations to accelerate the transition to a clean energy economy. Dramatic price 14 

decreases in solar photovoltaics (PV) and public policy have underwritten the expansion of solar 15 

power, now accounting for the largest share of renewable energy in California and rising fast in 16 

other countries, such as Germany and Italy. Governments' efforts to expand solar generation base 17 

and integrate it into municipal, regional, and national energy systems, have spawned several 18 

programs that require rigorous policy evaluations to assess their effectiveness, costs and 19 

contribution to Paris Agreement's goals. In this study, we exploit a natural experiment in northern 20 

California to test the capacity of Property Assessed Clean Energy (PACE) to promote PV 21 

investment. PACE has been highly cost effective by more than doubling residential PV installations. 22 

 23 

Introduction  24 
Boosting renewable energy sources is key to reducing greenhouse gas emissions and to accelerating 25 

job growth investment in high-growth companies, and in promoting social equity (1). The Paris 26 

Agreement, adopted by the US with other 194 countries in November 2015 to limit the increase in 27 

global average temperature to well below 2°C above pre-industrial levels, will require a massive 28 

increase in renewable energy (RE) generation. Solar energy is one of the most promising renewable 29 

energy sources because of its widespread availability. Technology advances have drastically 30 

reduced the costs of photovoltaic (PV) panels in the last 10 years (2). In the first quarter of 2015, 31 

PV module costs dropped to $0.72/watt from $5/watt in 2000 (3). In the US, the solar energy 32 

market is growing fast. In 2014, newly installed solar PV capacity reached 6.2 GW, a 30% increase 33 

over the previous year, led by the residential, utility and non-residential sectors, which grew by 34 

51%, 38% and 11% respectively (3). California's solar energy market experienced the fastest 35 

growth among all US states with additional 3.5 GW of grid-connected PV capacity; solar energy is 36 

the largest renewable energy source in California accounting for over 7.6% of total electricity 37 

generation (5, 6). Businesses are also increasingly recognising the huge opportunities the nascent 38 

solar energy market offers. In early 2015, Tesla launched its battery storage system for residential 39 

and business PV installations and is working closely with SolarCity (the largest rooftop solar 40 

installer in the US) to reduce further the costs of solar energy (4). Despite these impressive 41 

progresses, solar energy is still far away from its full potential as in 2014 solar PV accounted for 42 

only 0.4% of US electricity generation.  43 

 44 

 45 

 46 

 47 



Governments' efforts to expand solar generation and integrate it into national and regional energy 48 

systems have spawned a variety of programs. Recent research has started to investigate the 49 

effectiveness of governmental policies on the generation of electricity from renewable sources. 50 

However rigorous policy evaluations of specific programs are still rare. Studies have mainly 51 

focused on broad energy policies on nation-wide basis, including among others feed-in tariffs (FiT) 52 

(7, 8, 9, 10, 11), renewable portfolio standards (RPS) (12, 13, 14, 15, 16), tenders and tax incentives 53 

(17). This growing body of empirical evidence have concentrated mostly on FiT and RPS policies 54 

as they have vastly used (18). Overall, the evidence in support on RPS policies is mixed, as their 55 

effectiveness depend on different policy designs and types of implementation (13), whereas there is 56 

stronger evidence supporting the hypothesis that FiT polices are effective. 57 

 58 

Regarding RPS, Carley (14) finds little evidence that RPS policies increase RE generation. This 59 

“policy failure” may be attributable to poor design and a lack of enforcement mechanism for non-60 

compliers, an hypothesis later corroborated by Delmas and Montes-Sancho (15). Also, Yin and 61 

Powers (16) suggests a positive relationship between RPS and the share of electricity capacity 62 

based on RE but only conditional on level of policy stringency. Polzin et al. (7) also suggest that 63 

RPS can accelerate the diffusion process of RE technologies by reducing technological and 64 

regulatory risk associated with investments in RE projects. Aspects of RPS policy are further 65 

analysed by Shrimal and Kniefel (12) who demonstrate that those with a sale requirement are more 66 

effective than those with a capacity requirement. Nevertheless, both kinds of policy are identified as 67 

having negative relationship with overall RE capacity, perhaps as a result of too easy targets that 68 

weaken the incentive to invest beyond minimum requirements.  69 

 70 

More consensus surrounds the effectiveness of FiT. In particular, Jenner et al. (9) suggest that FiT 71 

policies have driven solar photovoltaic capacity development in Europe since 1992 via their impact 72 

on the expected return on investment. These results are confirmed by Bolkesjø et al. (10), who 73 

conclude that FiT has significantly affected the development of PV and onshore wind farms in five 74 

European countries in the period 1990-2012. Zang (11) finds that the length of a FiT contract has 75 

more impact on wind capacity additions than the tariff level, suggesting investors favours long-term 76 

market security. A number of studies also underline the superiority of FiT compared to other 77 

schemes to foster deployment and technological diversity, and lower risks for private actors 78 

associated with RE technologies (8, 7, 19). 79 

 80 

This paper contributes to this literature by evaluating the Property Assessed Clean Energy (PACE) 81 

program. While previous studies have mainly focused on other supporting policies, mostly FiTs and 82 

RPS, through econometric or engineering models, this study performs a rigorous evaluation of the 83 

PACE program relying on a natural experiment that exploits the geographic discontinuity in the 84 

implementation of the program.  85 

PACE is an innovative energy scheme used in certain areas of the US to support renewable energy 86 

deployment. The installation of clean energy technology through PACE is financed by local 87 

governments, by issuing bonds whose proceeds are used to finance loans to homeowners for PV 88 

installations. Residential property owners pay back the loan through an increment on their property 89 

tax bill over a 20-year period. If the property is sold before the end of the repayment period, the 90 

new owner takes over the remaining debt. The innovative aspect of the PACE program is that it 91 

recycles funds at the municipal level, builds equity in increasingly valuable clean energy projects 92 

(by easing financial constraints), pays for itself and is transferred with the title on a property.  93 

Our study is related to the work by Kirkpatrick and Bennear (20) who, using econometric 94 

techniques, have found a positive effect of the PACE program on PV installations. However, it 95 

differs significantly from Kirkpatrick and Bennear (20) as it employs a rigorous policy evaluation 96 

approach, which allow us to identify the causal effect of the PACE program on PV installations. 97 



This paper also considers a longer period (up to 2012) and a larger set of cities (with populations 98 

below 20 000) than Kirkpatrick and Bennear (20). Exploiting the spatial discontinuity in the 99 

implementation of the program, the regression discontinuity (RD) approach enables to select units 100 

into treated areas (exposed to a policy) and control areas (not exposed to a policy). This allows the 101 

investigator to control for unobserved confounding factors, which if uncontrolled will result in 102 

biased estimates. Making causal inference in policy evaluation exercises is challenging as it 103 

requires constructing a credible counterfactual, i.e. what the outcome of interest (PV installations) 104 

would have been in the absence of the policy intervention (PACE program). The RD approach 105 

permits to do just that. Among policy evaluation methods, RD approach has become the preferred 106 

alternative to fully randomized experiments, which are considered the gold standard for policy 107 

evaluations (23) but are impossible to implement in many settings. To the best of our knowledge, 108 

RD design has not been used to test the impact of any energy program implemented at state level in 109 

the USA; only Boomhower and Davis (21) employed RD to study participation in an energy-110 

efficiency scheme in Mexico. The RD approach holds a broad potential to evaluate other 111 

environmental programs (21, 22) and its application in the energy field would arise the quality of 112 

policy evaluation.  113 

 114 

The results of this study show that the PACE program has been effective in boosting residential PV 167 

installations. As PACE costs nothing to taxpayers, we conclude it is a cost-effective way to increase 168 

PV installations and, if deployed more widely, could help meet US' renewable electricity generation 169 

targets. Also, the long repayment period and the transferability of the payments allow property 170 

owners to invest in deeper energy savings and renewable projects compared with existing 171 

alternative financing options (24, 25), without hurting residential mobility. 172 

 173 

 174 

Materials and Methods 175 
PACE has faced regulatory opposition that has considerably slowed its spread across the US and 176 

elsewhere. The Government Sponsored Enterprises (GSEs) Fannie Mae & Freddie Mac, involved in 177 

financing and regulating the housing market, have opposed the senior lien status of PACE credits 178 

over existing mortgages backed by the GSEs (FHFA 2010). Because of this, many states that 179 

initially set up residential PACE programs have suspended or withdrawn them. Until recently, only 180 

few counties in California, among which Sonoma County, and few others in Colorado, Florida, 181 

New York, Missouri and Connecticut have continued to run this scheme (26) (see supplementary 182 

materials).  183 

 184 

The geographic specificity in the implementation of residential PACE programs provides a unique 185 

natural experiment to evaluate its effectiveness. As the PACE program is implemented at the 186 

municipality level, its causal effect on solar installations can be estimated exploiting the cities’ 187 

spatial proximity to county borders determining the program eligibility. By restricting the sample to 188 

those cities that are near to each other but located in different counties, we are able to isolate the 189 

effect of the program. Indeed, cities that are close to each other, are more likely to share the same 190 

geographical, social and economic characteristics that may affect the take-up rate and the impact of 191 

the PACE program (Table S1) (27-29). Many of these characteristics are unobserved and in a 192 

standard econometric approach are likely to result in biased estimates. 193 

 194 

Because of data availability we focus on Sonoma County, which implemented the first residential 195 

countywide PACE program in the nation. We evaluate the effect of this program comparing 196 

residential solar installations in Sonoma County and in its neighboring counties (Lake, Marin, 197 

Mendocino, Napa and Solano) before and after the program started. We thus combine the RD 198 

approach with the difference in difference methodology so as to causally identify the effect of the 199 

program. We begin comparing solar installations in all cities in Sonoma and its neighboring 200 



counties; then we select cities close to Sonoma's border with neighboring countries using narrow 201 

distance ranges, from 15 to 40 km to fully exploit the geographic discontinuity of the program, 202 

allowing us to better control for confounding factors. 203 

 204 

The data we use come from the administrative records of California Solar Initiative (CSI), overseen 205 

by the California Public Utilities Commission. The CSI is a solar incentive program available to 206 

customers of the state’s utility companies (Pacific Gas and Electric Company, Southern California 207 

Edison and San Diego Gas and Electric). The related database reports solar photovoltaic 208 

installations at city-level from 2007 to 2016, which received the CSI incentive. The CSI has a $2.4 209 

billion budget to stimulate the deployment of approximately 1940 MW of new solar capacity 210 

between 2007 and 2016 via solar rebates for residential, commercial, and utility-scale systems. 211 

Although the raw dataset contains information up to 2016, our analysis stops in 2012 as afterwards 212 

utility companies stopped to accept new applications for the CSI incentive and the database does 213 

not report any longer all new solar projects. The database at our disposal tracks solar PV projects 214 

only in cities where new investments occurred, therefore cities not included in the dataset had not 215 

new solar power installed. We use the US Census data (30) to fill the database with missing cities 216 

(due to no new solar installations) thus avoiding sample selection bias. When including the six 217 

counties (Lake, Marin, Mendocino, Napa, Solano and Sonoma) the dataset contains more than 770 218 

observations at city-level over the period 2007-2012. These counties are an important test because 219 

they are all served by the same utility, Pacific Gas & Electric (PG&E), and have received a very 220 

similar flow of information about climate change, energy options, and the economics of different 221 

electricity delivery and pricing schemes. 222 

 223 

To determine the solar power capacity installed each year, we used the solar projects realised at 224 

city-level. However, the CSI database reports solar projects in terms of number of modules 225 

mounted instead of watts installed. To express the number of modules installed into watts, we use 226 

the standard formula: 227 

 228 

System size = quantity of modules * PTC rating 229 

 230 

where the quantity of modules indicates the number of solar modules installed and PTC rating 231 

stands for the rating of Performance Test Conditions, which is a universally recognized standard for 232 

assessing real-world solar panel performance. Once the solar system size in watts is computed, the 233 

solar capacity installed at city-level is obtained by aggregating solar projects by zip codes belonging 234 

to the same city. To compare solar installations across cities, the solar capacity installed per city is 235 

expressed as the total installed power capacity over city population. 236 

 237 
This study assesses PACE’s effectiveness on new solar installations using a regression discontinuity 238 

and difference-in-difference approaches, exploiting the geographical discontinuity of the program. 239 

Under the RD design, a geographic or administrative boundary allows the investigator to select 240 

units into treated and control areas. Indeed, the unique characteristic of this design is the method by 241 

which research units are assigned to program or comparison groups as the units’ placement depend 242 

solely on the basis of county border (31). Given that PACE was implemented only in Sonoma 243 

County, the county boundary determines whether households are eligible for the PACE financing 244 

program, thus allowing us to draw arbitrarily the treated (cities eligible for the program) and control 245 

groups (cities not eligible for the program).  246 

 247 

There are two basic assumptions that have to be met under this approach. First, the spatial border 248 

should introduce a sharp discontinuity in the variable of interest. Second, all other covariates should 249 

evolve “smoothly” at the spatial discontinuity (23). In this study the county borders introduce a 250 

sharp discontinuity in the program eligibility but not in the other covariates (table S1). As long as 251 



the other aspects change smoothly, while the eligibility for PACE program changes discontinuously, 252 

the causal effect of the policy on solar installations can be identified.  253 

Parameter estimates are based on the Poisson pseudo-maximum-likelihood estimation. This 254 

estimation method is especially well suited for the problem at hand as it corrects for over dispersion 255 

and excess zeros, due to cities with zero new solar installations (32, 33). Previous application of this 256 

model includes for instance bilateral trade analysis, where often no all countries trade all products 257 

with all partners (34-36). A large number of zeros in the dependent variable introduces a non-258 

linearity in the empirical model, which will bias the result of simple linear models. Ignoring the 259 

zeros (by for instance taking a log transformation of the data) will instead result in the well-known 260 

sample selection bias. The Poisson pseudo-maximum-likelihood estimation enables to deal with 261 

these problems by estimating the following model: 262 

 263 

𝑦𝑖𝑗𝑡 = 𝑒𝑥𝑝 {𝛼0 + 𝛼1 𝑃𝐶𝐴𝑖𝑗𝑡 + 𝛼2 𝐶𝑆𝐼𝑗𝑡 + 𝛾1 𝑍𝑗𝑡 + 𝛾2𝑍𝑗𝑡 ∗ 𝑦𝑒𝑎𝑟 + 𝐶𝑗 + 𝑇𝑡 + ℇ𝑖𝑗𝑡} 264 

 265 

where 𝑦𝑖𝑗𝑡 is the new solar installations of city i in county j and year t; PCA is the first principle 266 

component of ownership rate, home value and median households’ income and it is used as 267 

indicator for the household wealth (30). The first principal component is a variable summarising 268 

most of the information of the underlying variables as it explains most of their variances. In this 269 

exercise the first principal component explains about 70% of the variance of the three variables; 270 

CSI is the solar incentive in county j at time t, Zjt is the binary policy variable for the presence of a 271 

PACE program in county j at time t. We also interact the policy variable with a time trend (𝑍𝑗𝑡 ∗272 

𝑦𝑒𝑎𝑟) to estimate how the treatment effect varies over time. Without the interaction term, 1 is the 273 

treatment effect; with the interaction term, the treatment effect at a certain point in time is computed 274 

as 1 + 2 * year. The full specification also includes county and year fixed effects (Cj and Tt), to 275 

control for unobserved county- and year-specific effects. Finally, ℇijt is an heteroskedastic error 276 

term. As shown by Silva and Tenreyro (32), taking the logarithmic transformation of the above 277 

regression model and estimating it by linear ordinary least square method will yield biased 278 

coefficients; this is because the logarithmic transformation of the dependent variable will change 279 

the properties of the error term and the new error term (lnijt) will be correlated with the regressors. 280 

This problem is likely to be more severe the higher is the proportion of zeros in yijt. This is a non-281 

negligible issue in our dataset as about 40% of the observations of yijt are zero. To overcome this 282 

problem, we employ the Poisson pseudo-maximum-likelihood estimation method, which has gained 283 

wide favour in the empirical international trade literature (45). In the table of results, the reported 284 

standard errors are clustered at the county level to control for autocorrelation of the error term 285 

within counties due to aggregate variables (37). 286 

 287 

 288 

 289 

Results and Discussion 290 
We start by comparing the residential installed PV capacity expressed in watt per capita in 291 

California, Sonoma and Sonoma’s border counties in 2007 and 2012 (Figures 1 and 2). In 2007, the 292 

residential installed PV wattage per capita was similar in Sonoma and Sonoma’s border counties 293 

being, 0.94 and 0.82, respectively. These values were not the highest registered in California, as the 294 

top counties for PV wattage per capita were Santa Cruz (1.83), Glenn (1.58), Yolo (1.47) and 295 

Nevada (1.36), while the average for California was 0.84 (Figure 1, Table S2). Since 2009 Sonoma 296 

experienced a larger increase in solar installations than its border counties and the whole California. 297 

By the end of 2012 the installed PV wattage per person was 32.45 in Sonoma against 18.59 in 298 

Sonoma’s border counties and 17.29 in California on average (Figure 1, Figure 2, Table S2).  299 

 300 



Figure 1 Residential cumulative installed PV wattage per capita in Sonoma, Sonoma border's counties and 301 
California (Watt/population) 302 

303 
Source: Authors calculation based on CSI database.  304 
Note: California trend does not include installed solar PV power in Sonoma. Sonoma’s border counties include Lake, Marin, Mendocino, Napa and 305 
Solano. 306 
 307 
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Figure 2 Map of residential installed PV capacity in Sonoma and Sonoma border's counties 310 
 (zipcode level) 311 

 312 

2007 2012 

  
Source: Authors calculation based on CSI database.  313 
 314 

 315 

We then pass to regression analysis using the sample of municipalities in Sonoma and its five 316 

neighboring counties. In addition to the effect of the PACE program over time on new solar 317 

installations (computed as new wattage per capita), the regression specification captures the effect 318 

of the CSI (California Solar Initiative) incentive – to control for incentives for solar installations 319 

besides PACE – and household wealth – captured by the principal component of three variables, 320 

namely housing ownership rate, median household income and home value. We also include county 321 

and time dummies. We report the results of the basic specification (difference-in-difference analysis) 322 

in Table 1. The first two columns show the effect of the PACE program with no interaction with the 323 

time trend. The PACE program is positive and significant at more than 1% level. Column 3 reports 324 

the results of the specification with the interaction term. 325 

 326 

The results show a positive and significant effect of the PACE program on new PV installations. In 327 

the first regression specification – without time dummies (Table 1, column 1) – the effect of the 328 

PACE program on new PV installations is economically and statistically significant (p<0.01). The 329 

point estimate indicates that the program more than triple new solar installations in Sonoma 330 

compared to neighboring counties. However, the lack of time dummies likely inflates the effect of 331 

the PACE as solar installations had been rising over time in Sonoma (and neighboring regions) even 332 

before the policy change and might have continued to do so even without the start of the PACE 333 

program. The policy variable might in the end just capture part of the secular rise in PV installations 334 

unrelated to the policy itself. Adding time dummies (Table 1, column 2) lowers the effect of the 335 

PACE program, which however remains positive, economically sizeable and highly significant 336 

(p<0.01). According to this specification, the PACE program increased new solar installations by 337 

74% (p<0.01). Additional regression results (Table 1, column 3 and Figure 3) show that the effect 338 

of the policy became stronger over time (from 59% in 2008 to 90% in 2012). 339 

 340 

For specifications using the interaction between the PACE program and the time trend, we graph 341 

the estimated marginal effect of the PACE program and its 95% confidence interval obtained 342 



through the delta method. The marginal effect of the PACE program is positive and significant at 5% 343 

level and increases over time (Figure 3). 344 

 345 

 346 
Table 1. Estimated effects on new solar installations in Sonoma and Sonoma’s border counties  347 

 348 

Independent variable: new PV wattage per capita 

VARIABLES 1 2 3 

PACE program 

 
2.261*** 

(0.118)  

0.741*** 

(0.107)  

0.443* 

(0.258)  

CSI 
0.0428 

(0.0279) 

0.296 

(0.411)  

 0.296 

(0.412) 

Household wealth 
0.666*** 

(0.205) 

0.667*** 

(0.206) 

0.667*** 

(0.206) 

PACE over time     
0.0764 

(0.0661)  

Time dummies NO YES YES 

County dummies YES YES YES 

Constant 
0.191 

(0.134) 

-1.045 

(3.749)  

 

-1.101 

(3.723)  

 

Observations 774 774 744 

R-squared 0.097 0.149 0.150 

Notes: The new PV wattage is computed as the new yearly wattage per capita. Estimates obtained through the Poisson pseudo-maximum-likelihood 349 
method. Standard errors are clustered by counties and reported in parentheses. Coefficients of dependent variables, superscripts ***, ** and * indicate 350 
statistical significance at the 1%, 5% and 10% level, respectively. 351 
 352 

Figure 3. The marginal effects of the PACE program over time  353 

 354 
Note: the marginal effects are based on the specification in column 3 of Table 1 355 
 356 

Finally, we restrict the sample to those municipalities in Sonoma's bordering countries that are 357 

within short distances from Sonoma (15, 20, 30 and 40 km). This provides a stricter test of the 358 

effect of the PACE program as bordering counties are likely to share unobserved characteristics 359 

common with Sonoma. These additional regressions confirm the previous findings. The marginal 360 

effects of the PACE program on new solar installations obtained using the different distance ranges 361 

are stable and reveal an increase in solar installations attributable to the PACE program (Figure 4). 362 

Using different distance ranges mainly affect the value of the point estimates, with greater 363 

coefficients obtained using a larger distance, while the statistical significance remains high (above 364 

99% confidence level) (Table S3, Figure 4). Overall, the set of results suggest that on average the 365 
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PACE program more than doubled solar installations in Sonoma County compared to its 366 

neighboring counties (Tables S3, Figure 4). A robustness check conducted interacting the policy 367 

variable with time dummies yields similar results (Table S4). In this specification, the policy 368 

variable was interacted with time dummies for year 2008 and the biennium 2009-10 and 2011-12, 369 

allowing us to describe more finely the temporal variation of the impact of the PACE program. 370 

Overall the results are consistent with those reported in Table S3. In the first year of implementation 371 

the PACE program increased new solar installations by 45%; the yearly impact rises to 82% in the 372 

2009-2010 period before slightly decreasing to 76% in the 2011-2012 period. After four years, the 373 

impact of the PACE program of new solar installations is still sizeable and statistically significant.  374 

 375 
 376 

Figure 4. Marginal effects of the PACE program on new solar installations computed for different distance 377 
bandwidths  378 

15 km  
 

 
Note: the marginal effects are based on the specification in column 2 
of Table S3 based on 15 Km. 

 

20 km  

 

 

 
Note: the marginal effects are based on the specification in column 2 of 
Table S3 based on 20 Km. 

 379 
30 km  

 
 

 Note: the marginal effects are based on the specification in column 2 of 

Table S3 based on 30 Km. 
 

40 km  
 

 
Note: the marginal effects are based on the specification in column 2 of 

Table S3 based on 40 Km. 

 380 

The PACE program can also benefit the residential real estate market  381 

Policies to boost renewable energy installations for residential use can also have positive effect on 382 

residential market. By lowering energy bills and meeting a rising demand by the public for 383 

residential clean energy sources, they can increase homes' value. To explore this issue, we compare 384 
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the difference in the average house-price growth rate between Sonoma and its neighboring countries 385 

before and after the introduction of the PACE program (a difference in difference approach). The 386 

time periods selected are 2003-2007 and 2008-2012.  387 

Between 2008 and 2012 house prices dropped precipitously in all counties considered. Compared 388 

with the trend in the 2003-2007 period, Sonoma's house-price growth rates decreased much less (-389 

45 percentage points) than in other neighboring countries (-69 percentage points on average) or in 390 

the whole California (38) (Table 2). These preliminary findings suggest that solar installations 391 

supported Sonoma's residential market and are qualitatively consistent with the results of Dastrup et 392 

al. (39) who find that solar panels add 3 to 4% to housing price in the San Diego and Sacramento 393 

areas. 394 

Table 2. Median Single-Family Housing Prices (detached homes only) 395 

Year CA Lake Marin Mendocino Napa Solano Sonoma 

2003 $371,522 $205,433 $737,127 $280,871 $461,339 $311,658 $425,320 

2004 $451,068 $260,729 $859,287 $337,322 $540,532 $378,507 $505,238 

2005 $525,960 $301,097 $976,316 $387,015 $652,959 $459,475 $622,577 

2006 $560,641 $311,877 $963,123 $425,067 $679,279 $475,755 $621,709 

2007 $554,450 $277,824 $1,028,988 $438,099 $657,528 $424,803 $575,177 

2008 $360,790 $209,603 $961,129 $348,766 $460,819 $287,629 $406,982 

2009 $276,700 $157,053 $772,914 $261,541 $363,484 $205,017 $348,780 

2010 $305,631 $131,773 $805,172 $256,730 $359,304 $211,327 $362,137 

2011 $287,523 $109,705 $754,929 $216,355 $339,287 $191,453 $332,557 

2012 $321,389 $123,293 $780,121 $225,866 $371,717 $201,843 $356,154 

2013 $407,528 $150,558 $928,317 $270,928 $484,990 $271,455 $438,382 

2014 $448,655 $172,775 $1,026,182 $298,828 $568,048 $318,762 $490,022 

(April) 2015 $451,485 $193,155 $1,074,785 $311,023 $531,068 $336,760 $508,880 

                

2008-2012 % -0.109 -0.412 -0.188 -0.352 -0.193 -0.298 -0.125 

2003-2007 % 0.492 0.352 0.396 0.560 0.425 0.363 0.352 

2008-2015 % 0.251 -0.078 0.118 -0.108 0.152 0.171 0.250 

  

 

  

 

  

 

    

Difference 

2008-12 - 2003-07  
-0.601 -0.764 -0.584 -0.912 -0.619 -0.661 -0.477 

Source: Authors calculations based on California Association of Realtors (2015) 396 
 397 

Conclusions 398 

Parties to the landmark 2015 Paris Agreement on climate change committed to limit global average 399 

temperature increases to ‘well below’ 2 degrees above pre-industrial levels, and to making efforts to 400 

remain below 1.5 degrees (COP21 decision 1/CP.20). As recognised by the text of the Agreement, 401 

achieving such ambitious targets will require substantial investment in renewable technologies. 402 

Solar energy is one of the most promising renewable energy sources because of its widespread 403 

availability and technology advances have drastically reduced the costs of PV panels. Although 404 

solar energy is maturing rapidly in the US, its expansion still depends on the government support 405 

programs (40). Rigorous policy evaluation of such programs is necessary to assess their 406 

effectiveness and costs and avoid wasting tax-payer money. 407 

 408 

In this paper, we exploit a natural experiment in northern California to assess the effectiveness of 409 

the PACE program to promote solar PV investment. Our analysis demonstrates that the PACE 410 

program more than doubled solar installations in Sonoma County compared to its neighboring 411 

counties, where the program was not implemented. In particular, in the first year of implementation 412 

solar installations increased by 45%, while the yearly impact raises to 82% in the 2009-2010 period, 413 



before slightly decreasing to 76% in the 2011-2012. The results are robust to using narrow distance 414 

ranges (from 15 to 40 km), with smaller effects obtained using shorter distance, which however 415 

remain statistically and economically significant. Overall, this analysis support the hypothesis that 416 

the PACE program has been highly effective in boosting residential PV installations in northern 417 

California. 418 

This study is an example of a rigorous policy evaluation based on an experimental framework. This 419 

approach is still quite rare in the energy and environment policy field compared to other areas of 420 

social science probably because of scientists’ lack of familiarity with this technique and specific 421 

issues linked to energy policy evaluations (such as missing baselines, long time lag between 422 

intervention and response, high outcome variability, lack of sufficiently detailed geographical data) 423 

(15). From a methodological point of view, this paper advances our understanding about how to 424 

assess energy and environmental policies, by providing evidence on what types of interventions 425 

work and under what conditions. We believe the methodology used in this analysis is broadly 426 

applicable to other programs/policies and should become part of the toolbox of empirical studies in 427 

the energy and environment field to lead to better policy evaluation (41).  428 

 429 

From a policy perspective, this study demonstrates that policies lowering financing barriers could 430 

increase the take-up of low-carbon technologies and will potentially enable renewable deployment 431 

on a large scale. The PACE case study suggests the importance and the need of financing programs 432 

which address the initial financial constraints risks and cash flow barriers of solar technologies to 433 

increase their take-up.  434 

 435 

These results are encouraging, but should be interpreted with some caution, as they are based on six 464 

counties in northern California. Additional states, such as Colorado, Florida, New York, Missouri 465 

and Connecticut have also implemented PACE schemes. A more comprehensive assessment of the 466 

PACE program should be conducted, also considering the experience of these states. The results of 467 

this study could be specific to California if for instance “green communities” like California have 468 

more stringent environment regulations or are simply more eager to adopt renewable energy 469 

technologies than other states. Moreover, since several states have started to implement the PACE 470 

program in the commercial sector, future work should explore the effect the PACE program beyond 471 

the residential sector.  472 

 473 

Further effort should also be devoted to developing a better understanding of the interactions 474 

between the PACE program and the real estate market. This paper has explored this question by 475 

investigating the difference in the average house-price growth rate between Sonoma and its 476 

neighboring countries before and after the introduction of the PACE program. The preliminary 477 

findings suggest that solar installations supported the residential market. However, no causal 478 

interpretation can be attached to these findings. More in depth studies, following Dastrup et al. (39), 479 

are needed to shed light on the effect of renewable energy and the real estate market. 480 

 481 

Moreover, a comparison of the PACE program with alternative policy options to promote solar PV, 482 

is needed to advance the understanding of RES support schemes and policy evaluations. This is 483 

another direction where our efforts will be devoted next. 484 

 485 

 486 

 487 

 488 

489 
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