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Fractional PDEs, which involve a fractional-order derivative in time or/and space and more generally non-
local derivatives (e.g., fractional Laplacian), have been established as extremely powerful modeling tools.
Fractional PDEs can adequately describe transport processes collectively known as anomalous diffusion,
where the mean squared displacement grows sublinearly/superlinearly with the time, as opposed to the
linear growth for normal diffusion. The spectrum of their practical applications is very broad and spans
many diverse disciplines, e.g., subsurface flow, thermal diffusion in fractal domains, and dynamics of
protein molecules.

Compared with mathematical models describing normal diffusion, nonlocal models pose substantial
challenges to both their rigorous analysis and their numerical treatment. Hence, the development of reli-
able and efficient numerical schemes and their analysis is of significant theoretical and practical interest.
In the last two decades, intensive research has been carried out in this area.

This special issue consists of fourteen invited contributions (four in the current issue, and the remaining
ten in issue 18(1)) on novel numerical methods for nonlocal models and their mathematical analysis. These
papers cover a broad range of topics including construction of computational schemes, stability and error
analysis, and testing and numerical simulations. Below we briefly describe the content of the special issue.

The papers [2, 14, 17, 18, 27, 35] deal with the time fractional diffusion problem, which involves
a fractional-order derivative of either Riemann–Liouville or Caputo type in time of order α ∈ (0, 1). It is fre-
quently employed to describe subdiffusion processes, and hence also known as the subdiffusion equation in
the literature. This model can be viewed as the macroscopic counterpart of continuous time random walk.

The solution to the subdiffusion problem usually contains a weak singularity at time t = 0, even for
smooth problem data. Thus spectral methods using polynomials generally do not work well. One promising
idea is to use nonpolynomial functions [9]. The paper [17] proposes two spectral methods for the subdif-
fusion equation by approximating the solution by Müntz polynomials, based on Galerkin formulation and
Petrov–Galerkin formulation, respectively, and shows that both methods are exponentially convergent for
general source terms, for which the exact solution has very limited regularity.

Due to the limited smoothing property of the solution operator, many time stepping schemes are only
first-order accurate in time, if implemented straightforwardly. The paper [35] studies a time stepping scheme,
which can be derived via either Diethelm’s method [12] or piecewise constant discontinuous Galerkin
method [30]. Just as expected, a direct implementation of the method has only an O(τ) rate, with τ being
the time step size. The authors propose an interesting corrected variant of the scheme, which modifies only
the first step of the scheme while improves the convergence rate to O(τ1+α), in a manner similar to the
works [10, 20, 21].
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The L1 scheme [29] is one of the most popular schemes for discretizing the Caputo derivative, and there
have been several error analyses under different conditions [19, 24, 33]. The paper [16] revisits the error
analysis of the L1 scheme for the subdiffusionmodel with a convection term, and shows that the convergence
in the maximum norm on any subdomain bounded away from t = 0 is higher than the rate over the entire
space-time domain.

Space-time formulations have received increasing attention for parabolic problems, and recently also for
the subdiffusion problem [28, 36]. The paper [14] develops a novel space-time Petrov–Galerkin formulation
with different trial and test spaces for the subdiffusionmodel, and establishes its inf-sup condition (and thus
well-posedness of the formulation). Together with a tensor-product trial space using fractional piecewise
constant functions in time and conforming linear FEM space in space, it leads to a Petrov–Galerkin FEM
formulation. The work provides the well-posedness of the discrete problem and error bounds in both energy
and L2 norms for the FEM solution.

Most studies on the subdiffusion problem are for bounded domains. The paper [27] presents a num-
erical method for the time-fractional Schrödinger equation on an unbounded domain, by constructing
artificial boundary conditions for a truncated domain and applying the L1 scheme accelerated by sum-of-
exponentials approximation. The authors give a stability analysis of the truncated problemand the numerical
schemes.

The usual subdiffusion equation involves only one single Caputo/Riemann–Liouville derivative, and
more complex derivatives, e.g., multi-term, distributed-order and variable-order, can be employed to model
more realistic physical processes. The paper [2] presents a difference scheme for the Caputo-type deriva-
tive with a generalized memory kernel analogous to the L1 scheme. The author applies it to approximate
a generalized subdiffusion equation, and discusses its stability and convergence rate in the discrete L2 norm.

The works [3, 5, 11, 15, 18, 32, 34, 37] study the space fractional model or time-space fractional mod-
els. Such models arise in the mathematical modeling of superdiffusion processes, and can be viewed as the
macroscopic counterpart of Lévy process. There are a variety of definitions of space fractional differential
operators: Riesz fractional derivative, fractional Laplacian and nonlocal models, and they are generally not
equivalent to each other on bounded domains [13, 26].

One unceasing theme in applied mathematics is to establish the connections between microscopic and
macroscopic models. The paper [11] introduces a nonlocal convection-superdiffusion model for the master
equation of Markov jump processes on bounded domains, and shows the well-posedness of the nonlocal
steady and unsteady state master equations in a weak sense under minimal assumptions on the model
parameters. The authors prove that the nonlocal operator is the generator of finite-range nonsymmetric jump
processes and the generators of finite and infinite activity Lévy and Lévy-type jump processes are special
cases of the nonlocal operator.

The fractional derivative/fractional Laplacian over the real line can be viewed as the infinitesimal genera-
tor of α-stable Lévymotions [25]. The paper [18] presents several finite differencemethods for 1D asymmetric
infinitesimal generator, by viewing it as a multiplier in the spectral space. These methods take the form of
a discrete convolution, with theweights chosen to approximate the exactmultiplier in the spectral space. The
authors provide detailed discussions on their accuracy and advantages/disadvantages.

On bounded domains, the fractional power of an elliptic operator is a popular choice for space fractional
derivative, and can be evaluated efficiently via Dunford–Taylor integral together with suitable quadrature
rules [6]. The paper [5] presents a numerical scheme for a space-time fractional parabolic equation, with
a Caputo derivative in time and a fractional-power elliptic operator in space. The authors develop semi-
discrete methods based on finite element approximation to the underlying (non-fractional) spatial operator
and fully discrete methods based on a sinc quadrature technique for the Dunford–Taylor integral of the
discrete operator, and give error estimates for the approximations.

The paper [34] studies the finite element approximation together with a standard two-level scheme
in time for a parabolic equation with the fractional power of a second-order elliptic operator in space.
For the practical implementation, the author discusses Padé-type approximations, inspired by special
quadrature formulas for Dunford–Taylor integral of the fractional elliptic operator [1], for both explicit and
implicit schemes.
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Eigenvalue problems with a fractional derivative exhibit many distinct features when compared with
the classical Sturm–Liouville problem, and require new computational techniques [22]. The paper [15]
presents an algorithm for eigenvalue problems for the fractional Jacobi-type ODE, using piecewise approxi-
mation of the coefficients of differential equation and recursion, which gives rise to a sequence of decoupled
linear BVPs. Numerically the approach exhibits a super-exponential convergence rate.

Optimal control problems and inverse problems for fractional-order models have received increasing
attention due to their practical relevance [23]. The paper [32] considers an optimal control problem for
fractional diffusion with a nondifferentiable cost functional and control constraint. The authors give exis-
tence, uniqueness and regularity results and first-order optimality conditions, and develop a solver via
Caffarelli–Silvestre extension [7, 31]. Further, they propose a fully discrete scheme with piecewise constant
functions for the control andfirst-degree tensor product finite elements for the state, andderive quasi-optimal
a priori error estimates for the control and state variables.

The list of applications of fractional differential operators is ever increasing. The paper [3] explores the
application of in image processing and phase field models, where jumps across subsets and sharp transi-
tions across interfaces are of interest. The authors analyze a spectral method for the solution of some model
problems, and numerically illustrate their features.

The Bloch–Torrey equation is one canonical model in magnetic resonance imaging. The paper [37]
presents a difference scheme for 1D space-time fractional Bloch–Torrey equation, with the weighted and
shifted Grünwald–Letnikov difference for the Caputo derivative in time [4, 8], and fractional central differ-
ence for the Riesz fractional derivative in space. The authors show the unique solvability, unconditional
stability and convergence rate of the scheme by an energy method.

Last, we would like to thank the editor-in-chief of the journal, Professor Carsten Carstensen, for his kind
support on the publication of the special issue, and Almas Sherbaf for the numerous assistance of the review
and production process. We also wish to express our appreciation to the authors of all articles in this special
issue for the excellent contributions as well as reviewers for their work on refereeing the manuscripts.
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