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ABSTRACT 
In the past, research on password mechanisms has focussed 
almost entirely on technical issues. Only in recent years has the 
security research community acknowledged that user behavior 
plays a part in many security failures, and that policies alone may 
not be sufficient to ensure correct behavior. We argue that 
password mechanisms and their users form a socio-technical 
system, whose effectiveness relies strongly on users' willingness 
to make the extra effort that security-censcious behavior requires. 
In most organizations, users cannot be forced to comply; rather, 
they have to be persuaded to do so. Ultimately, the mechanisms 
themselves, policies, tutorials, training and the general discourse 
have to be designed with their persuasive power in mind. We 
present the results of a first study that can guide such persuasive 
efforts, and describe methods that can be used to persuade users to 
employ proper password practice. 
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1. INTRODUCTION 
Password mechanisms are the first line of defense of most 
computer systems, and therefore affect almost every user on a 
daily basis. Research on security mechanisms in general has in the 
past focused almost exclusively on technical issues. Only in recent 
years has the security community recognized that user behavior is 
a part of many security failures, and s t a~d  to consider the effect 
of human factors in security (see, for example, [12,4,10,3]). [1] 
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and [9] havc shown that current password mechanisms have 
largely failed to consider usability, and that - given the increasing 
number of systems and passwords - most users cannot cope with 
the demands imposed on them. In addition, many users are not 
sufficiently educated about security issues. Thus, many usersm 
construct their own, often wildly inaccurate models of security 
threats and the importance and effective deployment of security 
measures. All this has led to • situation where a large number of 
users consistently behave in a manner that undermines the 
security of the systems they are using: they choose 
cryptographically weak passwords, write them down, and readily 
disclose them to other people. It is exactly these kinds of 
behaviors that are exploited by hackers and industrial spies, many 
of whom use social engineering [11,6]. 

We believe that the usability of password mechanisms will be 
improved, and that users will become better educated. However, 
even once this is achieved, there is an additional issue that needs 
to be addressed: the willingness of users to behave in accordance 
with proper password practice. In most cases, authentication to a 
system is an enabling task, which means it creates an overhead for 
the user, who is using that system as a tool to achieve a primary, 
real-world task. It is predictable that most users will cut comers 
to reduce that exlra load given a chance, unless they are motivated 
to make the effort to behave in a security-conscious fashion - an 
argument [10] have put forward for security mechanisms in 
general. Oversimplifying for the sake of argument, users of 
password mechanisms can be divided into two groups: those that 
face personal damage if they do not behave in a security- 
conscions fashion,- and those that do not put themselves, but 
others, at risk by cutting corners. Self-employed and home users 
fall into the first category - users in this group can, if educated 
about the possible consequences of their behavior, make an 
informed choice about their behavior, based on an assessment of 
the risks and the effort required to reduce these risks. Users in an 
organizational context fall into the second category, and for them 
education will very often not be sufficient. [9] found that users 
who had access to systems essential to the operations of their 
company - which had experienced a number of break-ins - had an 
attitude set towards security that could at best be labeled as 
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' unconcerned ' .  Organizat ions put  them~elvas at r isk i f  they have 
employees  with such attitude sets, which are l ikely to prevail  even 
with further education. 

Work  on computer  securi ty has always been s l ~ n g l y  influenced 
by  its roots  in the mi l i t a ry  environment ,  where  users can be 
expected to comply  wi th  rules given to them. [1] demonslra ted 
that this approach does not  work  in modern business organizations 
with skil led,  empowered  knowledge  workers,  who do not  work  
under  constant  supervis ion and are supposed to use their  own  
initiative. These users cannot be expected to comply with security 
pract ices that  they perce ive  as obstacles  on the path  to getting 
their j ob  done. They will  be aware that  it is impossible  to monitor  
their  password  behavior  constantly,  e~d are therefore  l ike ly  to 
ignore such rules. Ohe o f  the studies in [9] found that the vas t  
majori ty  o f  users did  not  fol low compe~ty rules for passwords.  In  
many corporate environments,  the highest-ranking executives are 
those least  l ike ly  to comply  with  secur i ty  rules because  they  
" 'don' t  have t /me" to bother  with procedures that "get  in the way  
o f  more important  things".  Monitur ing s taff  c losely  to enforce 
compl iance  would  be prohibi t ive ly  e:(pensive and unacceptable  
from a human resources poin t  o f  view. Since employees  cannot  
s imply be forced to comply,  they have to be persuaded  to do so. 
We believe that in the long run, any persuasive effort will  ouly be 
fully effective i f  the password mccharLisms are usable,  integrated 
with real world  tasks, and designed fTom the very beginning with  
their  persuasive power  in mind. However ,  in this paper  we wil l  
present  a first demonstra t ion o f  ' p r e ~ ,  good persuasion '  without 
changing the mechanisms. Some o f  these methods rely on changes 
to the pol ic ies  and the way  they are enforced,  and some re ly  
pure ly  on changing the discourse about passwords  mechanisms,  
supported by a social  marke t ing  campaign.  Ul t imate ly ,  only  a 
c o m b i n a t i o n  o f  al l  these  method.,, w i l l  ach ieve  m a x i m u m  
persuasive power. 

Our  research  was o r ig ina l l y  m o t i v a t e d  b y  a s imple  set  o f  
questions. In  large organizations,  many users have similar  jobs  to 
do,  and  acces s  i n f o r m a t i o n  w i th  the s ame  d e g r e e  o f  
confidentiality. How can it be that some o f  them are motivated to 
behave in a securi ty-couscious fashion, and others are not?. Is this 
due to general personal i ty  differences, or  can it be t rar~d back m 
the i r  men ta l  cons t ruc ts ,  e .g.  the i r  knowledge ,  be l i e f s  and 
attitudes? And  i f  it can be t raced back to their  mental  conslructs, 
would  it be  poss ible  to ent ice  users who behave  improper ly  to 
take on the constructs o f  users that  'behave well ,  thus changing 
their  behavior?. In  an initial invest igat ion o f  these questions, we 
car r ied  out  semi-s t ruc tured  in -dep th  in terv iews on  password  
secur i ty  wi th  17 par t ic ipan ts .  Ten  o f  these  w o r k e d  for a 
technology company,  6 were doctoral  candidates,  and one was a 
systems adminislzator  working  in a Bank. The interviews lasted 
30-80 minutes  and were  subsequent ly  t ranscr ibed for analysis. 
Interviews (rather than quest ionnaires)  were  chosen in order  to 
al low exploratory questioning, and si ' ,ce it  has been reported that 
a lot o f  people  will  answer questions on security in interviews that 
they will  not answer in a questionnaip) [2]. We  kept  the interviews 
as open as possible,  but  were broadly  guided by  concepts taken 
f rom Rogers '  protec t ion  mot iva t ion  theory [8]. The theory is 
concerned with the use o f  f e a r  appeals to change the behavior  o f  
people .  It s tates  that  fear  appeals  wil l  be effect ive  i f  they  
convince the recipient that 

1. the problem is serious; 

2. it may affect her/him; 

3. it  can be avoided by  taking appropriate action; and 

4. the rec ip ient  is capable  o f  per forming  the necessary 
behavior required to avoid the problem. 

We init ially analyzed the interviews looking for beliefs,  attitudes 
and knowledge  i tems, but  subsequent ly  found the concept  o f  
interpretative repertoires  (IR) ext remely  useful. Our  use o f  this 
concept  draws on Potter  and Wethere i l ' s  formulation o f  discourse 
analysis [5], and its appl icat ion in Human-Computer  Interaction 
[7]. Discourse  analysis  argues that  language conatructs  reality,  
rather than representing or reflecting it. There is always more than 
one way  to descr ibe  things, and our choice o f  how to describe 
particular aspects o f  real i ty  has an immense  power  to shape the 
w a y  we  exper ience  the wor ld  and behave  in it. Interpretat ive 
reper toires  are the shared  l inguis t ic  resources  we draw on to 
c o ~  aspeu~f~ o f  reality. 

In analyzing the interviews, we made  a number  o f  discoveries that 
we believe to be important  for anybody wanting to persuade users 
in an organiza t ional  context  to behave  in a secur i ty-conseious  
fashion. Section two o f  the paper  wil l  describe these findings in 
detail, but  the fol lowing is a high-level  summary:  

1. A large number  o f  the par t ic ipants  in the interviews had  
mental constructs that  make  it a lmost  impossible  to use fear 
appeals effect ively to change their  behavior.  The good news 
is tha t  there  were  also a few par t i c ipan ts  wi th  menta l  
conswucts that can assist us in creating powerful fear appeals. 

2 .  We found  that  pa r t i c ipan t s  qui te  f ree ly  d i sc losed  thei r  
pa s swords  to other  me mbe r s  o f  the i r  organiza t ion .  The 
interesting poin t  is that there is a s trong social  e lement  in 
sharing passwords  - it  is seen as a sign o f  t rus t  among co- 
workers.  In  addition, the cri ter ia  for  who to share with, and 
when, directly p lay  into the hands o f  hackers, industrial spies 
and social engineers. 

3. Another  way o f  persuading users to behave proper ly  would 
be an advert is ing approach o f  associat ing 'pos i t ive  qualit ies '  
with the des i red  behaviors .  We  found that, currently,  the 
exact  opposi te  is the case. People who behave in a security- 
conscious fashion ave often descr ibed as 'paranoid '  - even by 
themselves. 

The third section o f  this paper,  wil l  present initial ideas on solving 
these  p rob lems .  W e  are cur ren t ly  a p p l y i n g  some o f  these  
approaches  to es tab l i sh  the i r  effects ,  wh i l s t  the o thers  are 
promising avenues for future research. In  particular,  we suggest  a 
three-tiered approach to address the current state o f  affairs: 

1. In the short  run, users '  wi l l ingness  to comply  with exist ing 
regulat ions can be improved by changing the discourse about 
password mechanisms,  and by using techniques from social 
marketing. 

2. Where  possible,  addi t ional  changes to policies and the way 
they are enforced will  increase compliance.  

3 .  Ul t imate ly ,  on ly  pas sword  m e c h a n i s m s  that have  been 
designed with  their  'persuasive  power '  in mind wil l  achieve 
the ma x imum level o f  compl iance ,  in conjunct ion with the 
previous two methods.  
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2. UNDERSTANDING USERS 

2.1 Who's Afraid of the Big Bad Wolf?. Why 
Conventional Fear Appeals Don't Work 
for Most Users 

In the inlxoduction, we stated the conditions that have to be met 
for a fear appeal to be successful. In this subsection, we will show 
that beliefs held by many participants, and the interpretative 
repertoires they draw on, mean they are effectively immune to 
conventional fear appeals because not all of  the necessary 
conditions can be met_ 

2.1. I Who tries to get into other people's accounts 
- and why? 

The interpretative repertoires participants draw on to describe the 
people who try to break into other people's accounts, and their 
motivation to do so, bear a direct relation on whether they 
perceived themselves as likely targets for such attacks. The 
repertoires used by most participants lead them to believe that this 
likelihood was small, as will be shown in 2.2.2. 

The most prominent repertoire was kids 1, with vandals and 
criminals a distant second. The other repertoires reported here 
were only mentioned by individual participants. 

Kids were described as sad little kids (spotty little s***s, 
basically, that have nothing better to do than to fascinate 
themselves by writing programs about how to get into things 
which they're not supposed to.) or curious kids (Curiosity, jus t  
saying "This is secret, can I break into it. that would be furl '" 
Like, basically, kids playing around.). Some technically-minded 
participants even expressed a certain amount of admiration for 
them (Very technically literate, very capable technically, with a 
devious mind. [laughs].). Their motivation is to prove they can do 
it, to get a buzz, to get a sense of echievement, or to be better than 
someone else and impress their friends. They target security- 
conscious organizations, prestigious ones~ or the rich and famous. 
Once they have broken into a system, they might deface a web 
page, or leave a message, but they don't do any serious harm. 

Vandals are seen as abnormal (I  don't know how to describe 
them. They "re obviously not normal people.). They want to have a 
pop at the establishment or are just plain mad (but all the 
destructive stuf f  is like a cat burglar that's just  having an episode 
in a place, you know, they lose their rag, they go completely mad 
and start racking the place, that seems a bit unnecessary to me). 
They have the same targets as kids, but unlike them, they do 
serious damage in the systems they break into. 

Criminals  were seen almost exclusively as trying to carry out 
activities related to online banking - which none of the 
participants had direct access to from their company account - 
with only one participant considering the threat of  their account 
being used as a base to commit fi-aud undetected. 

Vengeful people arc vengeful against s specific individual, 
whereas disgruntled employees  want to get revenge on an 
organization. The final repertoires that appeared where industrial 
spies ,  terrorists, and j o k e r s  (And they might even know the 
person that they're targeting, where it'x jus t  a joke, where they 

I The special font denotes the interpretative repertoires. 

then send o f  an small purporting to come from some individual, 
saying outrageous things.). 

2 . 1 . 2  Whom do they target? 
The likely targets for attackers are a direct result of the repertoires 
introduced above. The important point to make here is that none 
of the participants perceived themselves as falling under one of 
the repertoires that make up potential targets, except for the 
weakest link repertoire. Mostly, the targets are security- 
conscious organizations or high-profile organizations 
(They're high-profile. Some o f  those are supposed to be very 
secure, like the Pentagon is supposed to be unbeatable, so i f  you 
can get into that, it's like a big thing, a big macho-thing, but also 
i f  you tell your mates you hacked into some system that nobody 
has ever heard of, they won't be very impressed, however secure 
it was. They won't be very impressed. You hacked into X, who is 
X?. No-one's heard o f  them. so it's not very impressive.). In 
addition, people with important information arc targeted, as are 
people who have annoyed the attacker. Only few participants, 
and only after further questioning, drew on the weakest link 
repertoire (Ahh... yeah, probably not, ] think it's unlikely that 
anyone from outside would choose, you know, that their aim 
would be to get into specifically my account, but I think they could 
end up targeting me, you know, like I was saying, searching for  a 
weak link in a corporate argani-, yeah, they want to get into some 
part  of[company name)'s network, and l 'm one way in, so they 
might, I might get targeted in that sense.). 

2. I.  3 There is no personal danger 
As shown above, the likelihood of being targeted personally was 
seen as small by the participants. In addition, we could confirm 
the results of the previous studies [1] and [9]: the severity of the 
negative consequences of someone breaking into the account is 
regarded as small as well. Participants did on the whole not 
believe that the information in their account was of importance or 
use to anybody (but, but I mean, the sort o f  information that you, 
that's passworded is not o f  any interest to anybody. The number 
o f  man-hours that have been working on my project, who cares? 
There are items there that are important to me, and that ! would 
know how to exploit them, but i f  somebody had a look at them, I 
think they would have great difficulty, f irst  o f  all, in understanding 
them, and secondly, finding a market for  them.). 

In addition, a number of mechanisms that organizations employ in 
order to reduce the possible negative consequences of break-ins 
directly lead to participants regarding the danger as less strong (Q: 
Would there be any potential harm to you personally? ,4: Only i f  
they send emails on my behalf, I think, that's the only scenario I 
could think of. They could destroy my work, but 1 use the 
mainframe as a backup, so everything that's on there is stored 
elsewhere anyway.). Participants in the commercial organization 
also showed a strong belief in the security of their Intranet (,,lh, 
perhaps not so important is, to me, is the passwords dealing with 
computing security in terms o f  files, f i le  storing places because, 
mostly, because we're inside an intranet, it's mainly secure from 
outside.). 

2.1.4 Hackers can always f ind a way in 
We have shown that participants did not consider themselves as 
under threat. We also wanted to know whether they believed they 
could prevent someone from breaking into their system, and came 
across a repertoire that clearly diminishes that be l i e f -  hackem 
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can always find a way in (Ahm, I think i f  somebody is 
determined dnough to break into a system, they will exlzand the 
effort, either guessing the passwords or rampaging through bins 
to f i n d  those torn-up envelopes or, or whatever.  I think i f  
somebody is determined enough, they ' l l  break in. [passwords]  
add another level to make it more difficult f o r  people who m e n  't 
particularly experienced to access your  account.). 

2.1.5 Personal accountability 
We asked par t ic ipants  what  they  would do i f  their  super ior  
conYzonted them with the fact that someone had accessed other 
parts o f  the system fxom their account, (~asing considerable harm 
to the organizat ion.  Mos t  part icipants did not  regard this as a 
problem, since they could always rely on the t rust  in m e  (people 
that know me personal ly  would  know .that I wouldn' t  do things 
like that) and the fact that  passwords a re  not  infallible (Ahm, 1 
mean, most. we work  on, ah, in a coml~ny  like (company name}, 
in such a big company, ahm, that sort  o f  s tu f f  may happen, and 
people are aware that passwards are not infallible and therefore 
there is kl-nd o f  a, a trust among people, and I l l  said "I dktn 't do 
i t"  then I would  expect  peop le  to i.~rust me, because, ahm, 
basically, the. the, it should be clear t t~ t  xystetns are not totally 
infallible and some systema can be compromised) .  

2.2 Is There Hope? Why Fear Appeals Could 
Work  Better for Some Users 

None  o f  the par t ic ipants  fo l lowed  :regulations on password  
securiW to the letter. However ,  some o f  them made more o f  an 
effor t  to behave in a manner  that  t h e y  regarded as securi ty-  
conscious, or at least were aware o f  tile dangers to them o f  not  
comply ing  wi th  regula t ions .  The impor tan t  poin t  about  the 
repertoires we present  in this sect ion is that some o f  them are 
direct 'ant idotes '  to the ones presented in previous sections. We 
present all o f  the repertoires we have fi)tmd, even though some of  
them are l ike ly  to be more  useful  in pe r suad ing  users to 
participate in the required manner than others: 

1. A l l eg i ance :  Basically. the way  I see it, obviously, my main 
allegiance is to the department at  the moment, rather than 
the College, because that 's  where I 've been f o r  god knows 
how long, so f rom my  point  o f  vi.;w protect ing that account 
and the emaii  that comes to and f rom that account is more 
important than the college facilit ies that I use. 

2. P r e v i o u s  b r eak - in s :  I maintain t.~e highest level o f  personal  
security I can on that because that has been hacked before. 

3. Fo l lowing  pol icy :  But, ahm, arut I think I have this sort  o f  
back in my  head, I have this sort  o f  fee l ing  'Oh. l ' m  in the 
office, I t ' s  office pol icy.  You l~.~ow, there is a, there is a 
culture here, a security culture, definitely. 

4. Avoid personal embarrassment: o r  i f  i t  was the network  
password,  it could certainly be embarrassing in terms of, 
f i r s t  o f  all people  get t ing the impression that {name o f  
speaker} was doing illegal things within the ne twork  and 
maybe sending out bizarre emaih: or viruses to people which 
would then be, probably, succeeded by the realization that 
[name o f  speaker)  actually wa~.rn "t a malicious individual 
himself, but he 'd  been stupid enough to let his account being 
hacked into by someone who has, I mean, there would be an 
amount  o f  sympathy, but also, p~ople would get  a bit tired 
with hearing about it, and they'd probably assume that it was 

5. 

6. 

7. 

8. 

9.  

10. 

your  lax security that somehow allowed people to do this. 
So, embarrassment,  probably,  i t 's  unlikely that  it would 
bankrupt me, or lose me my job,  f o r  example. 

Respect for other people: /f, /.f something, something 
deal ing  wi th  peop l e  mat ters ,  say, an appraisal ,  a 
per formance  review, all those things have to be kept  
confidential. 

Pr ivacy :  I don't  really have anything on it that l would die i f  
someone gained access to but it 's j u s t  the thought o f  it. you 
know it 's my, i t 's  my desktop, it "s my setup, i t 's  my files, I 
don "t want  anybody reading them. But they're not o f  a highly 
confidential manner, no. 

P a a s w o r d s  a r e  ac tua l ly  s e c u r e :  I think an eight-digit, sort 
o f  arbi trary pas sword  is, I think i t ' s  pre t ty  secure, to be 
honest with you. 

Confidence in d a t a :  At  the moment, because I ' ve  got, I 
don't, I 'm  not working on anything that I would deem to be 
confidential, I wouldn ' t  mind anybody actually looking in to 
what  I 'm doing. I think I ' d  be upset i f  anybody else actually 
went  in and wrote over my  work, which ix probably why the 
password is actually a benefit. But apart f rom that, that is... 

Financial matters: No, yeah,  because i t 's  personal,  you  
know, it has my  bank balance, my bank transactions, the 
money I earn. 

I t  would be hard to defend myself: 

> Well, that would  be really hard. because, ahm, 1 have 
got  some o f  them written down, in a, in a sort o f  place 
that, i f  somebody really wanted to, they could fina[ so. [ 
think it would be quite hard to defend myself.  Q But 
which angle would  you take? A Mmmm.. .  1 really 
don't. L gosh, I don "t know. I don' t  know how I could 
defend myself.  The f ac t  that I 've written them down f o r  
anybody to f ind. . .  1, l j u s t  don' t  know, don' t  know. I 'd  
have to think quite hard about that  one. Q Okay. I 
think what  a lot o f  people j u s t  say is "1 would j u s t  say: 
okay, that 's  what  everybody does. ', so... A Oohh. 
Yeah, but it, j u s t  because everyone else does it... 

> First  o f  all, i f  somebody hacked in through my account 
into somebody else "s account, then my  account name 
will  appear on the hacking record or whatever,  and 
therefore I wi l l  be b lamed f o r  it. I won ' t  be held  
responsible i f  my  system wax too easy to get into or i l l  
had a easy-to-guess password.  I 'm sure the regulations 
say my  p a s s w o r d  should be changed f requent ly  and 
should be hard  to guess. And  it isn't. And  therefore i f  
somebody had broken in through it, I could be held 
responsible, I guess. 

2.3 The Shar ing  Culture:  Why Social  
Engineering Is a No-Brainer 

In this section we will  investigate the actual situations in which 
part icipants shared passwords ,  and show that  there is a social  
component  that  currently makes  it diff icult  for many people to 
refuse a request to disclose their  password.  In addition, there are 
common cri teria that  determine whether  a request  to disclose 
one ' s  password is successful or not. The point  we want  to make 
here is that the reasons for sharing passwords,  and the cri teria 
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underlying the decision to disclose passwords, offer ideal entry 
points for hackers and induslrial spies using social engineering 
techniques. Finally, we point out repertoires that increase 
resistance to disclosing one's password. 

2.3.1 In wha t  s i tua t ions  do people  disclose 
passwords? 
There are a number of situations that lead to password disclosure. 
Indusl3"ial spies can easily exploit some of these, and hackers can 
attempt to engineer situations that allow them to ask someone else 
to disclose their password: 

1. Have somebody access your account: I've also had to give 
my password to another colleague, because l had to go home 
and had some urgent e m i l ,  but I couldn't, I don't have 
access to email at home, so I gave that person my password 
and they checked my email far  me. 

2. Nccossary for work: There's beer~ when we do experiments, 
it's often to set, to set up the computer in order to do an 
experiment, we sometimes have to give each other 
passwords, I mean I've had another colleagues password as 
well. Over the last f ew days, in order to do an experiment 
because my home directory didn 't have the, the correct poths 
in it. So she gave me hers. 

3. Following higher orders: Right. Okay. Ahhmm, I 'd do that if, 
i f  my group leader phoned me up and told me that... 

4. Informal support: Ahm. Well, ahm, because I 'm computer- 
illiterate, ahm, I have to have a trusted friend who can help 
me out, so, ahm, one o f  the young people in the team who is 
very, very good at figgling around with PCs has sort o f  taken 
me under her wing. And I usually manage to f ind someone 
who does that for  me, wherever I go, so, ahm, so o f  course I 
let her have my password, so she can get onto my PC and 
change things and do things. 

5. Organized sharing: what we do is, we actually, ahm, inside 
our group, we write, write down passwords that are deemed 
to be important, and we put  them in sealed envelopes, and 
they're in our head o f  group "s filing cabinet locked away. 

2. 3.2 'Don "t you trust me ?' The social component 
One important finding is that password disclosure is sccn as a sign 
of trust between colleagues - and the refusal to disclose as a sign 
of lack of Izust (I'm dodgy. Like I 'm dodgy. Would they have had 
a good reason? I think intellectually I could understand why 
someone would want to not tell anyone their password but I think 
I 'm trustworthy and I would take it as a personal insult i f  a 
situation arised.., had arisen... I think I would.., a situation arose 
where I would need to someone's machine to achieve something 
that was important and I couldn "t do it because they refused to 
give me their password, I would consider that to be a little over- 
protective. And I think I 'd  f ee l  a little bit insulted about their 
views about my ability to use that password sensibly. Ahm, 
probably because it comes down to 'Don't you trust me?'  Since 
we work together, sort of, on a daily basis.). Someone unwilling 
to participate in this social activity can easily be seen as hiding 
someth ing  (Somebody that has something which he's  not 
supposed to have. or just  very secretive by nature without having 
any reason for  it.). 

2.3.3 Criteria underlying the decision to disclose 
one's password  

As we have seen, there are certain situations in which people 
disclose their passwords, and in which it might even be a 
disadvantage in the social context not to. In addition, there seems 
to be a common decision-making process that is based on all or 
some of the following criteria: 

~, Trust is the key criterion: But usually it would jus t  be one or 
two people that I trust, trust more or completely, 1 suppose. 
Ahm. that's not what I mearL With one or two people who. I 
suppose, yeah, I suppose trust is the right word. Ah, it would 
probably, yeah. Yeah, I think that's what I m e a n .  

~' Trust is often related to proximity: Aaalt trust, I suppose and 
proximity to my, I mean, I 'd choose someone from the group, 
you Imow, the group that I work in. 

~" The danger of sharing is considered: Basically, I see it a z  a 

bit o f  an equation, really. Depending on the degree and 
severity o f  the information, depending on how serious the 
consequences o f  disclosare are and there's another variable, 
which is obviously the amount o f  trust. I f  you sort o f  put it all 
together, you know, that's my implicit sort o f  mechanism for  
disclasure. 

~" The importance of sharing to the other person is a criterion - 
do they have a reason to ask for the password? Even i f l  trust 
them, then the second question will apply, whether they are 
doing anything dodgy fo r  a start. 1 don't want to break the 
law unwittingly. But you know, i.fit was a fairly reasonable 
request, i.e., I need to be able to print something out because 
my pasxword, l 've forgotten my password, [deportment's 
name] expects some written documentation beforehand and 
it's an emergency, and I've got thisf loppy disc and l jus t  
need to print it, you know that probably wouldn't bother me 
as much, i f I  knew and trusted them, that would be fine. 

~, An additional criterion can be whether nobody else can help: 
I probably would, if, i l l  couldn't be there to do it myself, on 
their behalf, or there's actually nobody else they could go to 
and it was a particularly important piece o f  information they 
needed to get at. 

2.3.4 Reper to ires  that increase res is tance to 
sharing 

There are a number of repertoires that reduced participants' 
willingness to disclose their passwords - or even completely 
obliterated it. Again, some o f  these arc direct antidotes to 
repertoires encouraging password disclosure: 

). Can always find an alternative way: so, I wouldn't. ~ I  
needed real~ to read my email or something then I would 
f i nd  another way to do it, not by giving somebody my 
password to access the system. 

~, I don't want to become a suspect : and if something 
happens to that other person's account, then you could be 
somebody who would become, would be a suspect in that 
situation, so I don' t  try to get information about other 
people's security information or password information other 
than.,, 

). I use this password for several systems: No, it's more a 
case of. I think, what it, I think the reason is because that 
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password,  I use. I wil l  use the same password  in different 
places.  Effectively 1 am giving away, l ' m  giving somebody 
else the ability to do things as me. Ahhmm, by giving them 
my password. Now, i f  l used a d~"erent password  f a r  every 
system, that wouldn ' t  necessari ly  be a problem, because I 
would know the limit o f  the damage, as it were. 

2.4 "I'm n o t  a herd":  About  Proper  Behavior  
and Negative Self-Image 

One o f  the most  interesting issues we discovered in our study was 
the r e l a t ionsh ip  be tween  self-image, and  securi ty-conscious  
behavior. People  who care about security often carry a negative 
image because o f  this. This section summarizes  repertoires that 
could be fi led in the above sections, but  we wanted to keep them 
together because they all carry a very peL'sonal tone: 

A common  percept ion  is that on ly  t echn ica l ly -or ien ted  
people  unders tand  secur i ty  issues and care about  them. 
Obviously,  this is a disincentive for people who don ' t  want  
to be seen as ne rds :  There ' s  a lot o f  people  who are 
technologists, and, and  they tend to know about things like 
security issues, and they care aboui: them. 

People who am: concerned about security arc often regarded 
as paranoid - even  by themselves:  1 suppose  genera l  
personality types. People who wou'.ld want  to be more secure. 
I don "t know. That 's  real ly  a question f o r  psychologists .  
What sort o f  people keep their desAts tidy. What sort o f  people 
comb their hair in the morning. .Probably  the same sort  o f  
people  who would  not  give their passwords  away. People 
who are very sort of... either people  who are very paranoid  
about breaches o f  seeurify 

They might also be regarded as anal and pedantic: Mmm... 
I ' d  j u s t  think they were very diligent in fo l lowing  the site "S 
security policy. They're more worried about not to be seen to 
be breaching any securi ty  rules. I mear~ some colleagues, 
even though you might work  with them, might be particularly 
pedantic on that kind o f  thing, or... 

~" Peop le  not  d i sc los ing  thei r  pas swords  can be seen as 
unsociable,  or might  even get the image o f  not  b e i n g  t e a m  
p l a y e r s :  Completely c losed and shut tered down and, not, 
don't  want  to give away, share, ra~t, not team players,  as they 
say. I would say they're those sort  o f  people.  But yes, but I 
think people who are like that as part  o f  their nature, I think 
that's j u s t  how they are as people,  and they 're, they "re j u s t  
not team players  at  all, j u s t  very shuttered and closed, and 
l ' d  p r o b a b ~  think they "re a bit weird, to be honest. 

~' People not  following regulations can be seen as p r agma t i c :  I 
think it's, i t 's  interesting, we "re all given hold o f  these 
IxxJrsword, s, and we "re not supposed to share them, but 1 think 
people  are more pragmat ic  about  things, so 1 wouldn "t be 
m~rprised i f  it happened, so, al~ 

3 . A P P L I C A T I O N S  A N D  F U T U R E  
R E S E A R C H  

In section two, we have presented a htrge number o f  interpretative 
reper toires  that  undermine  secur i ty-conscinusness ,  as wel l  as 
some that  increase it. The  a im o f  s~ay intervention must  be to 
make users abstain from the former and employ  the latter. The 
approaches to achieving this we pre,~ent here arc changes to the 

mechanisms  itself, policies,  tutorials,  t ra ining and the general  
discourse abom passwords.  We bel ieve that a combination o f  all 
o f  these  wi l l  p rove  mos t  e f fec t ive ,  though  ' p r e t t y  good 
persuasion '  can be achieved wi thout  changing the mechanism 
itself. 

3.1 M e t h o d s  N o t  R e q u i r i n g  C h a n g e s  to 
Policies or the Mechanism Itself  

3.1.1 Changes to the discourse about password 
mechanisms 

The interpretat ive repertoires  we have presented co-exis t  as a 
complex,  entangled web  wi thin  individual  users. Any  discourse 
about password mechanisms, for example in tutorials and training, 
should obviously  introduce and reinforce the desired repertoires. 
In addition, it should use those repertoires that act as antidotes to 
undesirable  ones. A n  example  would  be to poin t  out  that any 
break- in  into an e m p l o y e e ' s  account  might  resul t  in personal  
embarrassment  (avoid personal embarrassment) in order  to 
combat  the general  be l i e f  that no personal  danger can be caused 
by such break-ins. 

A further  in teres t ing  area  o f  future  research  wou ld  be the 
dep loyment  o f  an adequate  metaphor  for the whole  password 
m e c h a n i s m  that  coun te rac t s  some o f  the r epe r to i res  that  
undermine  proper  secur i ty  behaviors .  One metaphor  we are 
current ly  inves t iga t ing  in the context  o f  pr ivate  users is the 
'burglar  a larm' .  As  with password mechanisms,  users o f  burglar 
alarms are aware o f  the fact that they can ultimately not  keep out a 
h ighly  de te rmined  intruder.  Still ,  mos t  house  owners  instal l  
burglar alarms in order  to make  it as difficult  as possible for the 
intruder to get  in. In the scenario we are corrently investigating, 
we are poin t ing  out  that  a t tackers  o f  computer  systems wil l  
ul t imately go for the easiest  target  - which  means that a person 
employing  proper  password practice does not  fight the intruder, 
but competes with other users to be better-protected then them, so 
the intruder attacks them, not  her/him. This idea  is equivalent to 
the situation with burglar alarms, and might  be conveyed easily by 
using this metaphor. 

3.1.2 Social marketing for  social people 
An important  resul t  o f  our  study are the social  and self- image 
issues we have discovered.  A n  interesting and promising area o f  
future research is the possible use o f  concepts and methods from 
social  marke t ing  in order  to associa te  posi t ive quali t ies with 
proper  password practice,  and negative ones wi th  bad password 
pract ice .  One e xa mple  w o u l d  be an adver t i s ing  campa ign  
depict ing people  behaving  proper ly  as profess ional  and caring 
about their organization, and those behaving improperly as highly 
unprofessional  and anti-social  in that  they put  their  colleagues at 
risk. 

3.2 I f  T h e r e  I s  n o  R e a s o n  to B e  S e c u r i t y -  
Consc ious ,  Crea t e  O n e :  A Different  Way  
of  Using Fear  Appeals 

The findings in section 2. !. show that many users do not  expect to 
suffer personal  consequences from improper  password behavior.  
Current security policics tend to threaten punishment for improper 
password praztice,  hut  these are hardly ever  enforced. It is l ikely 
that the actual  enforcement  o f  these pol ic ies  would  meet  wi th  
resistance among users, cons ider ing  that  most  o f  them do not  
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believe there to be any reaaon to be security-conscious in the first 
place. The challenge then is to find a way of  creating such a 
reason in a way that meets their acceptance. One such way, which 
wc are currently investigating, is based on a change of  policies 
and the way they are enforced, intertwined with a justification for 
this change that slresses the danger to the organization rather than 
the individual. The change we are investigating is based on the 
following ideas: 

1. Present the danger as one of  the organization's reputation 
being tarnished if it were to be known to the outside world 
that its employees did not behave in a security-conscious 
fashion. Depending on the type of  the organization, this 
might focus on issues such as ensuring that customers' data 
is kept secure. This gives the fear appeal (and its associated 
punishment) a rational motivation that will raise users' 
acceptaneo of  it. 

Punish non-compliant behavior if it is careless, rather than 
due to a lack of  knowledge and support 

2. 

3. Be seen to punish such behavior. 

3.3 Changes to the Password Mechanism 
Itself 

The following is a radical scenario that we are currently 
investigating in focus groups in order to determine the 
effectiveness of  its individual elements: 

1. The system hands out to each user a unique password that 
can not be changed. 

2. In addition, the user is given instructions at the time of  
receiving the password on how to memorize it. 

3. The user can log into his system using the password alone - 
no user id is needed. 

4. In case the user forgets his/her password, it takes 24 hours to 
be allocated a new one. 

5. The password is changed only at long intervals, e.g. every six 
months or more. 

The aim of  these changes is to associate the password closer with 
its u s e r -  since s/he can log in with the password alone, anyone 
finding a written copy of  it can abuse it. Since it is changed only 
at long intervals, anyone this password is disclosed to has access 
to the system for a long time. In addition, it is made inconvenient 
to get a new password, thus increasing the importance of  the 
password, putting it on par with a key that is not replaced instantly 
either. 

4. CONCLUSION 
We have put forward an argument that can be summarized as 
follows: 

I. Password mechanisms and their users form a socio-technical 
system whose aim it is to achieve security. 

2. Users' willingness to make the extra effort that security- 
conscious behavior requires is a vital variable influencing the 
effectiveness of  this system. 

3. Users cannot be forced to behave in a proper fashion, but an 
effort to persuade them to do so has to be made. 

4 .  Systems, policies, tutorials, trainings and the general 
discourse about password mechanisms have to be designed 
with their persuasive power in mind. 

5. Pretty Good Privacy can be achieved without changing the 
mechanisms themselves, though optimal results will only be 
obtainable by complete redesign. 

We have given the results of  a first study that can be used to guide 
the development of  persuasive methods. In addition, we haw 
given first ideas on which methods might deserve specific 
research attention in the future. Finally, we would like to slress 
that the applicability of  'pretty good persuasion' is not restricted 
to password mechanisms, but is likely to increase the 
effectiveness of other security mechanisms as well. 
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