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Abstract

At the macroeconomic level, the persistence of technological change allows sustainable growth.
But do innovatons come from the same set of firms or from a continuous renewal of
innovators? On this point, the assumptions undeslying the endogenous growth models differ and
innovation persistence at the macroeconomic level can be supported by different firm-level

- . behavioral assumptions. The ain of this article is threefold. Firstly, we evaluate the degree of

T innovation persistence at the firm level and oy o solve the paradox between the theoretical
predictions of innovation models and the conclusions of previous empirical studies. Secondly, we
uncover the factors underpinning the innovation persistence by testing the theoretical
explanations that have been proposed in the literature. Lastly, we examine the robustness of the
standard econometric methods used in fnnovation economics. We show that the Innevation
persistence at the firm level is strong and that the determinants of this persistence depend on the
size of the fizm,
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1. Introduction

innovation is a primary source of economic growth. But do innovations come from the
same set of fizms or from a continuocus renewal of innovators? On this peint, the assumptions
underlying the endogenous growth models are different. While Romer (1990) suggests a strong
persistence of innovators, Aghion and Howitt (1992) ke the opposite view and develop a neo-
Schumpeterian model in which the process of creative destruction leads to a perpetual renewal of
innovators.” More recently, Aghion, Harris and Vickers (1997), Stein (1997), Encaoua and Ulph
(2000) and Aghion, Harris, Howitt and Vickers (2001} have shown that a rich number of
individual patterns of innovation persistence are in fact possible. Hence, innovation persistence at
the macroeconomic Jevel can be supported by different firm-level behavioral assumptions. What

is the empirical relevance of these different microcconomic foundations?

This question relates to two central problems in economic theory. In the first place, the
frequency with which firtns introduce innovations plays a central role in the analysis of technical
progress and economic growth (Romer, 1990; Aghion and Howits, 1998). In the second place,
understanding whether innovation is persistent or not at the firrn level constitutes an important
piece of evidence for finding and improving current theories of industrial dynamics, where some
forms of dynamic increasing retums play 2 major role in determining degrees of concentration,
the evolution of market shares and their stability over tme (Baldwin and Scott, 1987, Geroski,

1989).

Despite of the theoretical importance of this topic, only few empirical works have examined
the issue of innovaton persistence at the firm-level data (Crépon and Duguet, 1997, Geroski,
Van Reenen and Walters, 1997; Maletba and Orsenigo, 1999; Cefis and Orsenigo, 20013,
Roughly, these works conclude either that there is 2 small degree of innovation persistence, or
that innovation is persistent in a small number of firms only. Hence, as long as the majority of
innovators would be involved in 4 areative destruction process, there would still remain an funovative

core. However, several considerations led us to investigate the robustness of this conclusion.

First, the conclusions of previous empirical studies seem to contradict the theoretical
predictions of existing innovation models. Indeed, these models generally predict a rather
pronounced innovation persistence at the firm level. This paper explores this apparent paradox

and shows that it is invalid. It originates from the way innovation is measured in the previous

* This difference of assumptions can be seen by comparing the Innovation value equations of these models.



studies that use patent data or “major” innovations data’ By definition, these data tend to
underestimate the number of innovative firms and therefore the persistence of innovation. For
the patent data, the main problem is that 2 patent involves both to innovate and to be #e_firsf vo
innovate. This means that patent data can measure the persistence of innovative Zeaders'h.%p rather
than the persistence of innovation. In the same way, the “major innovations” data involve some
kind of leadership as well. Consequently, the evaluation of innovation persistence requires
separating innovation from its commercial petformance and from the intellectual protection
strategies of the firms. In this article, we use detailed data coming from the Community

Innovation Sutveys (CIS) that provide information that satisfy these conditions.

The second motvation of this paper is to illuminate the factors underpinning the innovation
persistence by testing the theoretical explanations of the different models that exist. The previous
studies do not allow for the identification of the theoretical model that generates the data
Indeed, some data limitations prevent them from testing some theoretical propositions. This
paper identifies the theoretical models that are compatible with the empirical regularities. We
fulfilled this objective by bringing together, for the first time, the different streams of innovation

surveys.

Lastly we examine the robustness of the standard econometric methods. Ideally, we would
like to measure the difference between, on the one hand, the innovative petformance a firm
makes today knowing that the firm has innovated in the past and, on the other hand, the
innovative performance the same firm would have done if it had not innovated in the past.” There is
10 way to observe these two quantities at the same time for any firm.® The standard econometric
methods assume that the non-observable ocutcomes can be obtained from a regression model,
which could be invalid. In this article, in order w0 solve this problem, we use the propensity scote
approach introduced by Rubin (1974), Rosenbaum and Rubin (1983) and developed by
Heckman, Ichimura and Todd (1997) and use non-parametric methods of estimation (Flirdle,

1990).

Several important findings emerge from our rescarch. First, we find a significant persistence

of innovation. Second, we find that different factors are at the origin of this persistence. More

*1n the applied literarare, “majot”™ innovations refer to innovations that have met a large comenercial success

* We evaluate the Importance of innovation persistence of a firm through the impact of its past innovations on its
current nnovation, On the other hand, Geroskt et al (1997) apprehend the extent of innovation persistence of 2
firm by the number of consecutive years duting which it obtains a patent or a majot innovation. We discuss the
differences between these two approaches below.



interestingly, our results suggest that the factors that induce innovation persistence depend on the
characteristics of the fitms, especially on their size. Learning-by-doing effects in the production
of innovations appear to play a major role on innovation persistence in the small firms, In the
largest firms, this effect vanishes and the persistence of Innovation originates from the
persistence of the formal research and development investments. Lastly, we find that the
standard regression methods provide correct results on average but conceal an interesting
composition effect.

The article starts with a short review of the literature that lays the theoretical foundations of
our econometric model. In particular, we highlight the theoretical predictions about innovation
persistence of the different innovation models. Then we summarize the empirical resuits from
previous studies. In the section 3, we describe the data on which the study is based. Section 4
discusses some estimation issues and sets out the estimation methods. Section 5 outlines the

empirical results and briefly discusses their implications. Section 6 concludes the paper.

2.  Theoretical framework and previous empirical studies

2.1, The theorstical framework

Different types of models, which lead to different empirical predictions, can explain the
persistence of innovation at the firm level. The Jnear model of innovation establishes a simple
relationship between the research and development (R&D) expenditures of 2 firm and its
innovations. The firms that can support the sunk costs of R&ID make inventions that lead 1o
product or process innovations (Cohen and Klepper, 1996). In this model the successive
Innovations originate from the continuity of R&D) expenditures and are not directly connected
between them. According to this vision of the innovative process, innovation is persistent only if

R&3D is.

This model implies that, on average, there should be no innovation difference between firms
once controlled for R&D expenditures. Hence, it is possible to test this model by regressing 2

measure of innovation on a measure of past innovation and a measure of R&D. The issue is then

& Either the firm innovated and we cannot observe what it would have done if it had not innovated, or the firm did
not innovate and we cannot abserve what it would have done if it had innovated.



whether there is an additional effect of past innovation on present innovation.” If R&D and past

mnovation are both significant, other models should be investigated.

A second strearn of the literature underlines the importance of the financial constraints related
to the R&D activities (Nelson and Winter, 1982). Giving the difficulty of funding the R&D
activities, the commercial success of past innovations helps to fund the curreat innovative
activities; successful innovative firms make profits that can be allocated to future R&D
investments. This problem of funding appears when the financial markets are imperfect. A fiom
that reached a commercial success in the past has more chance to innovate in the future merely
because it reinvests its benefits in its research projects. Hence, “success breeds success™ a past
innovation that met commercial success becomes a necessary condition to finance the future

research projects,

Empirically, one way to test this model is to control for the differences of financial
constraints between the fixms before examining the relation between past and current
innovations, This control can be made with a variable of size If this model is valid, past
innovation should not be significant once the firm-level differences of size and R&D
expenditures have been controlled for. If past innovation is significant, other determinants of

nnovation persistence must be considered.

A third stream of literature emphasizes the strategte constderations in the innovation decision. A
seminal article by Arrow (1962) suggested that fiems in competitive markets have significantly
greater incentive to invest in innovation than do firms in markets characterized by 2 significant
degree of monopoly power. Gilbert and Newberry (1982) showed that if there is free entry to the
industry, Agtow's result does not hold. If there is no uncertainty on the innovation process
{auction model} and if the innovation is non-drastic, the incumbents firms with monopoly power
will rationally preempt potential entrant investment in innovation in order to continue to profit
from the extension of existing market power to 2 new generation of technology. But Reinganum
(1983} re-established Arrow's result by showing that under conditions of uncertainty, incumbent

monopolists will rationally invest less in Innovation than entrants will, for fear of cannibalizing

T Once the R&D differences are controlled for, the impact of past innovation on curtent innovation reflects the
innovation persistence that is not explained by R&I.

¥ Recent work by Himmelberg and Petersen {(1994) desmonstzates that, at least among small and medium-sized frms
in high-technology industries, financial constraints play a major role in determining whether firms pursue nnovation.
Using a broader sample of firms, Mall (1992) similarly concludes that liquidity constraints ate an impottant
determinant of R&D expenditures. On the relationship between size and liguidity constraings, see also Audretsch and
Elston {2002),



the stream of rents from their existing products.” In these models the successive innovations are
not directdy connected but two firms with different market shares will not have the same
incentives to remain innovative.

Eimpirically, it is thus necessary to control for these strategic incentives differences. This

1}

control can be made with a variable of market share.™ However, after controlling for these

effects, past inpovation can remain significant, which leads us to learning-by-doing.

A last stream of literatuze relies on the idea that innovations result from an accumaulation of
specific competencies (Rosenberg, 1976). More precisely, this literature considers that the
innovative abifities that a firmo develops when it invests in research projects do not necessarily
depreciate rapidly over time. Therefore, the same knowledge or know-how may be applied to
develop several innovations at successive times."! The competencies related to innovation do not
only refer to the scientific knowledge available to the firm but also to an informal know-how in
the production of innovations. According to that view, firms benefit from dynamic increasing
returns in the form of lkarning-by-doing or learning-to-learn in the production of innovations
(henceforth, learning-by-doing effects), which leads to a strong innovation persistence at the firm

levei.?

Eimpirically, a simple way to test this hypothesis Is to examine whether past innovations still
have an effect on present innovation, once R&D), market power and size have been controlled
for. According to this third model, past innovation should remain significant.”” This conclusion

differs from the ones of the previous models.

Finally, even if these models do not explain the persistence of innovation in the same way,
most of them suggest that we should observe a significant degree of persistence.' According to
the first model, 2 weak persistence would mean that firms do not invest in R&D continuously.

But, empirically, it is widely observed that there are large differences in R&D efforts across firms

® This result comes from the fact that an innovative monopoly replaces #s own producet so that it only earns the
difference between its two innovative profits, while the incumbent eamns a monopaly profit.

*® Henderson (1993} used the same type of variable to control for strategic effects.

It iy particudarly true when the innovations are cumulative. See Scotchmer {1999} for 2 discussion of the conceprof
cumudative innovatons.

2 There are many possible sources of dynamic ncreasing returns in the production of innovations. For instance,
Cohen and Levinthal (1989) emphasize the necessity to develop internal capacitles in order to profit from external
opportunities. Chandler (1990} highlights the importance of such effects in the production of innovations.

15 The inter-industry differences of technological oppostunities znd demand-push must also be controlled for.

4 The model with strategic considerations is less clear on this peing



and that these differences in R&D effort ate persistent over time.”® Only a part of the firms

performs R&D but these fizms generally invest In R&D activities continuously.

According to the second model, a weak innovation persistence would lmply either that the
capital markets would not be able fo fund the innovation projects, or that firms would not
reinvest their profits from past innovations in their current research projects. These two
implications are unlikely. On the one hand, the financial markets have increased the funds
available for the innovation projects considerably and many public policies supporting innovation
exist in OECD countries (Hall and Van Reenen, 2000). If there remains a funding problem, it is
unlikely that it is so large that innovation would stop being pessistent. On the other hand, 1t is
equally unlikely that firms do not reinvest their profits from past innovations in their current
research projects, giving the importance of lnnovation for their competitiveness. In some
industries, competition principally centers on innovaton (Encaocua and Hollander, 2002). When a
fitm reinvests its profits in Innovation projects, it has more chance to create or maintain its

market power.

According to the last model, 2 weak innovation persistence would imply that learning-by-
doing effects in the production of innovations are not important. Some recent empirical analyses
suggest the contrary, Kim (1997) showed the central role played by the development of internal
innovative know-how in Samsung’s technological successes in the semi-conductors industry.
Henderson and Cockburn (1996) and Nightingale (2000} studied the pharmaceutical industry.
The first ones show that the firms of this industry have profited from significant scope
economies in the production of new drugs. Nightingale (2000) finds that the pharmaceutical
firms have succeeded in lowenng the production costs of new drugs by adopting new
experimentation methods and organizational changes, Klette (1996) provides also some empirical
evidence of the importance of scope economies in knowledge producton for Norweglan

manufacturing,

If we combine these models, we should expect 2 significant degree of innovation persistence,
But, until now, previous studies rather conclude that the Innovation persistence at the firm level
is weak. We think that this paradox is largely due 1o the kind of data that was available to measure

innovaton.

¥ See for instance Hall, Griliches and Hausman (1986),



2.2. The previous empirical resnlls

The issue of innovation persistence at the frm level has recently been studied by Geroski,
Van Reenen and Walters (1997). The authors use two different measures of innovation: annual
patent data and annual major innovatons data, The extent of innovation persistence of 2 firm is
defined as the number of consecutive years during which it has a recorded innovative output (see
below). The authors do not account for innovation Inputs differences (like R&ID expenditures)
but for size differences in the explanation of major innovations. They conclude ‘% is very bard to
Jfind any evidence at alf that inwovative activity can be self-sustaining over anything other than very short periods of

time”. Three explanations related to the measurement of innovation could explain this result.’®

The first point is that there is a strong difference between a patent and an innovation
(Griliches, 1990). The most important difference for this study is that a patent implies kadership in
innovation.” Indeed, an innovative fitm needs to be the first to apply for a patent in otder to be
properly registered in the data set. Patent data do not only measure innovation but also the fact
that a firm won an Innovation race. Hence, a sample including firms that win the innovation race
from time to time would show up a weak persistence of innovation, even if these fiems innovate
all the time. The second point is that leadership itself could be pootly roeasured by patent data.
This problem is linked to the intellectual property strategy of the firms. Firms can have an
obvious interest in avoiding patenting an intermediate innovatdon in order to conceal the
knowledge that could be used by their competitors.' There is a strong empirical evidence of this
kind of behavior (Levin et al, 1987, and Cohen et al, 1997, on American data; Duguet and

Kabla, 1998, on French data).” Lastly, the firms tend to patent mote their product innovations

% The data available for measuring the persistence of innovation can also explain the wezkaess of the petsistence
that has been found. Indeed, this data soutee requires that 2 firm obtains a patent or a major innovation every year in
order to be identfied as » persistent innovaror. Moreover, it is difficult 1o make a decision on which frequency 10 use
{every two years, three years erc.). Finally, the differences between low-tech and high-tech industries could also Jead
to retain at least two different frequencies. CIS data measure the innovation persistence in & less restrictive manner.

' FHoy a theoretical analysis of the persistence of leadership, see Gruber {1992} or Denicolo (2601}

¥ Moreover, patents undetestimate the innovation of smalb-sized firms that use less patents than lagge firms. See Acs
and Audretsch (1988},

¥ Duguet and Kabla (1988) show that on average only a third of the Innovations are patented because of the
information disclosure inplied by the patent docements. Moreover, after controlling for the propensity to patent,
R&D investments, market shate and industry of the firm, the determinants “will 1o avoid Itigaton” and “wechnology
negotatons” remain strongly significant in the explanation of the number of patent applications. Hence, suategic
aspects are omnipresent in the patent numbers, which precludes from using it as 1 mere innovation indicator. This
steategic dimension of patents is more and more present in the fivms” decisions to patent theit innovations (Encaoua
and Hollander, 2001).



than their process innovations (Arundel and Kabla, 1998). The patent data are thus biased in
favor of product innovations. Hence it is unlikely that the persistence of innovation can be fully

measured with these data.”

The second type of data used in Geroski, Van Reenen and Walters (1997) concerns
innovatons that met a commercial success. Here, the data avoid the biases associated to the
patenting strategy of the firms but there remains one limitation. Since this definition involves a
commercial success, the firms consideted as innovative are likely to be either innovation leaders
ot commercial leaders. In the latter case, the data measure the ranking of the firms on the market,

that is their ability to adapt the available innovations to consumers’ tastes.

The work of Crépon and Duguet (1997) is equally related to the issue of innovation
persistence. They use a panel of R&D performers operating in France and they also use patent
data to measure innovation.” They estimate a dynamic count data model that links the current
number of patents to both the previous year number of patents and the amount invested in
R&D. They also add an individual fixed effect that can represent differences in size, of
technological opportunities and of the frm’s propensity to patent. Contrary to Geroski et al.
(1997), they find that innovation persistence is strong among R&D performers since the effect of
lagged patents on the current number of patents is significantly positive. At first glance, the
results of Crépon and Duguet (1997} seern to contradict the results of Geroski et al. (1997).
However, the study of Malerba and Orsenigo {(1999) suggests that these two works are inn fact

complementary.

The descriptive statistics study by Malerba and Orsenigo (1999) examined the issue of
persistence by using patent data of six countries over the period 1978-1991.% They conclude that
a large fraction of innovators is casual. Nevertheless, there would seill remain a stable group of
innovators that apply for a large share of patenting. The results of this study are confirmed by
Cefis and Orsenigo (2001) who find that both “great-innovators” and non-innovators have a
high probability of staying in the same innovative state. Then, there would be a strong persistence

of innovaton in 2 core of firms.

™ Needless to say that patent data remain wrepliceable for other purposes, like the measurernent of spillovers
through citations or the identification of the technology classes.

21 R&dD performers are defined according to the Frascatt criterion {at least one research wotking full ime on R&ID),

2 The six countries ate ! France, Germany, Ttaly, Japan, the UK. and the US.A. Their patent data are available for
different periods: 1978-1982, 1982-1985, 1986-1988 and 1988-1991.



Globally, two interesting clements emerge from these studies, On the one hand, the
weakness of persistence degree, found in several empirical studies, suggests that the theoretical
predictions would be applicable only to a restricted group of fizms. On the other hand, few
empirical studies have paid attention to the delermingnts of Innovation persistence, so that we do

not know how to weight the empirical relevance of the different thecretical models.

It order to determine which of the previous theoretical models is relevant, one should take
into account the whole list of explanatory variables included in a regression, since the degree of
significance found for each determinant obviously depends on all the esplanatory variables
included in the analysis. Current innovation must be explained by past innovation, research,
market power, size and industry effects so that 2 significant effect of past innovation on cutrent
Innovation can be interpreted as a learning-by-doing effect. Crépon and Duguet (1997} ke into
account these different variables (through R&DD and a fixed effect) but their sample is limited to
the significant R&ID performers only. Moreover, they use patent data so that the robustness of
their results needs to be examined on different data sources. Qur objective is thus to use a
different measure of mnovation and to develop a model in which it is possible to identify the

determinants of innovation persistence with a more representative sample of firms.

3 The data

The data used in this paper allow for the separation of leadership, either commercial or
innovative, from innovation itself. They come from the recent Community Innovation Surveys
(CIS) that provide information about the implementation of Innovation at the fizm level, without

any reference to their commercial success or their patenting status.”

The data come from five data sets, including three about innovation. The first data set is the
Innovadon Survey “L.Tungvation Technologigne dans [Tndustrie” conducted by the SESSI that was
performed in order to prepare all the other innovation surveys in France. It was conducted in
1991 and provides information about the period 1986-19990, In order to identify innovation
persistence, we also use two Community Innovation Surveys (heaceforth CIS). The CiISi,
conducted in 1993, provides information about the period 1990-1992, while the CIS2, conducted
in 1997, gives information about the period 1994-1996.

M Moteover, these surveys have been conducted in many BEuropesat countries so that international comparisons are
now possible.
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The remaining data sets provide accounting information. First, the annual industry census
1985 (in French, “Enquéte Annuclle d'Entroprises™y provides data about the main line of business
and sales at the firm level™ Second, the annual line-of-business data on domestic sales 1985 (in
French, “Enguéte Annuelle 'Entreprises par Fractions™) gives information on sales of fisms in each
line of business where they operate. This allows computing a domestic market share that takes
into account the fact that some firms are diversified. The market power variable is then a

weighted average of the different market shares of a firm.®

The merger of these data sets provides a sample of 621 firms operating in manufacturing and

covers the petiod 1986-1996.% Year 1993 is missing since no innovation survey covers this year.”

Table 1 provides the percentage of innovators by industry. These percentages are not directly
comparable since the first survey spans 5 years, while the two other innovation surveys 3 years.
Hence the first susvey gives the highest innovation figures. The maximum is reached in
equipment goods (including cars) and the minimum in consumer poods. The two following
surveys (CIS1 and CIS2) provide lower figures as expected. Nevertheless, the three innovation

surveys give comparable results in the sense that the order between industgies is maintained.

Globally, the first survey reports 78% of immovators and the following ones 61% of
innovators, These figures seem high but there are two reasons for it they cover a three-year
periad or a five-year period and the definition of innovation inclades new products and new
processes as well a5 innovations of different heights.™ Since these data do not refer to the market
performance of the fims or to their patenting strategy, we should be able to evaluate better the

persistenice of innovation. The advantage of this innovation definition is that it allows for

2 LAF is the « Hnguéte Annuelle d'Entreprises » (the industry census). It is compulsory for all firms above 20
employees,

2 This measure is presented in detall in Crepon, Duguet and Kabla (1996).

* Notice that we ioposed the presence of firms in each innovation survey and in the 1985 BAE. sarvey. We thus
exarpine the innovation persistence conditional to the existence of the firms in 1985 and to their survival up to 1997
The integration of entry and exit issnes of nnovative firms in our analysis would require ancthet data we do not
posses. Nevertheless, the impact of new entrants on the date at which the incumbents decide to innovate 5 taken
into account. Moreover, the role of new innovative firms, in particular of start-ups, could be relatively minor in
France. In 2 recent study, Arora et al (2000} show that in Europe 90% of research projects in biotechnological
sectors are due 1o large installed firms, whereas in United States more than 50% of the research projects are
accompanied by the creation of 4 new firm. Chesbrough (1999) finds simifar results in the semi-conductors industry.

7 Without roarket share data, the sample size increases up to 808 fitms, We have conducted our study on this data
set 2 weil and present it in appendix. Our basic conclusions are not altered by this data change.

# The definition used in the innovation surveys inchudes the five following types of innovaton : (1) significant
improvement of an alteady existing product; (2} introduction of a product that is new both for the firm and for the
market; (3) introduction of 2 product that is new for the fitm but not for the market; (4) significant improvement of
an already extsting production process and (5) process breakthrough. Notice that the full decomposition is available
ins the first survey only.

i1



measuring innovaton in 2 firm that persistently innovates but in a different manner over time,
for instance by introducing a new product and then by improving on the production process.
The case studies confirm the view of the innovative process according o which the persistence

originates from the diversity of innovative behaviors (Kim, 1997).

-Tnsert Tablke 1-

The innovation surveys also include information about the inputs that have been used to
innovate. The 1991 innovation survey distinguishes formal R&D according to the Frascatti
criterion and the informal R&D identified as “technical studies”. The answers are provided on a
four-point scale (“none”, “weak”, “moderate” and “strong”). The figures are reported in Table 1.
Over 1986-1990, about two thitds of the innovative firms declate to have conducted modetate or
strong informal R&D, 43% have conducted strong formal R&D and 28% have conducted no
research at all, The CIS1 does not allow for the separation of the formal R&D from the informal
one. The only available data aggregate both definitions. We have grouped the weak and moderate
levels to obtain a four-point scale. It appears that a third of the firms have conducted very serong
formal or informal R&D, a figure that is close to the one obtained in the previous survey for

informal R&1D.

Table 1 equally presents some descriptive statistics on the size of the firms measured by their
sales in 1985 and on the degree of technological opportunities in their activity.” The advantage of
measuzing the size of the firms by sales rather than employment is that it is less sensitive to the
differences in the capital-labor ratio (Cohen and Levin, 1989; Kleinknecht ed.,, 1996). The degree
of technological opportunities does not come from an industry classification but is available at
the firm level in the first innovation survey that provides information about the degree of

¥ AL

Innovation of a firm’s line of business (four levels are distnguished: “none”, “weak”, “moderate”

€

and “strong™), Based on previous works, we define the “low-tech” activities as “none” or
“weak”, and the “high-tech” as “moderate” or “strong™. This variable has proved to be useful in
previous econometric studies in Freach manufacturing where it revealed significant differences of

performances that were not attributable to the firm-level innovation.” We see that the innovators

¥ The Sales and market share are lagged (1985) in otder to avoid simultanenty.

# This variable could indirectly measure a spillover potental available to the firm. See Barlet et al. (1998).
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generally have a larger size than the non-innovators and operate in lines-of-business where the

technological opportunities are higher.

4.  Methodology

Iet y, denote the current innovative performance of fum 7 and T, denote his past
innovation.” Each firm has two different innovative performances depending on whether it

innovared in the past (7,= 1) or not (7;= 0). We denote them y;(1) and y,{0). The effect of

past inpovation on the whole population, called zhe average cansal effect in the statistical literature, is

defined as ¢ = EZLyg- UER? (0)]. 1f it was possible to observe the performances of each firm in

both states 0 and 1, the average effect of past innovation could be estimated by the difference of
the corresponding sample averages. Since such data are not available, one needs to construct a

counterfacinal artificially, that is an estimation of y,;{1} for the firms that did not innovate in the
past and an estimation of y, {0} for the firms that innovated. The most widespread method is to
use a parametric model () that explains the performance y; by past innovation T; and the
chatacteristics of the firm (denoted X;): ;= 9(T;,X,). The counterfactuals are simply
obtained by y;(0)= 5(0,X;) and y; (1)= (1. X;).

When the performances are binary variables {e.g., to ianovate ot not), the evaluation can be
obtained from a probit model, that explains the probability to innovate today by past innovation
and the characteristics of the firm (size, market power, industry, R&D expenditures etc). It is
given by:

AT X)) =0LX,; B +y17],
where @ is the cumulative distribution function of the standard normal distribution. The average

effect of past innovation Is therefore estimated by:

=13 050.%,)- 50.% )= Sl 4 +7)-alx, A,
Fa] =

3 The current innovative performances also cortespond to a binary variable.
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where £ and 7 denotes the maximum likelihood estimates from the probit model and N is the

number of firms in the sampie.""z

One of the main hmitations of the probit method is that it assumes that there is always 2
perfect connterfactnal given by the parametric model, that is it assumes there can exist  firm that did
not innovate in the past and that has exactly the same characteristics than the firm that innovated
{or more precisely the same X ). Therefore this method could be invalidated when innovative
firms have different characteristics X, from the non-innovative firms. The basic argument why
the firms are not comparable may simply be that innovative firms do more R&I or have a size
that differs from the size of non-innovative firms.” In this case, it is possible that the probit

method provides inconsistent estimates of the effect of past innovations.

With the Rubin method, the counterfactuals are not obmined from a parametric model, but
from the aowal data. This methodology was first proposed by Rubin (1974, 1977} and developed
by Rosenbaum and Rubin (1983} as well as Heckman, Ichimura and Todd (1997) among others.
The intvition is 2 follows. If we had an expetimental sample, a direct comparison of the
percentage of innovation between the two sets of firms, defined by T, would provide a consistent
estimate of ¥ This is because the performances difference of averages between past innovative
and non-innovative firms could only come from past innovation and the empirical average would
be a consistent estimator of the expected causal effect. But past innovation is not allocated at
random between firms so that a generalization of this method is needed. Rubin (1974) showed

that it is possible to evaluate the effect ¢ if the following condition if fulfilled:
(5:0). 5; (M) L T,]X; (H-1)

where L denotes statistical independence. This implies that one can evaluate the counterfactuals

by:
E(y, (WX, T; =0)=E(y, (WX, T; =)= E(y,;(YX;)
By (OX;, T, =)= E(y,(0)X,,T; =0)=E( y,(0)X,)

The only practical problem with this method is that it implies to match firms on large

aumber of variables X;. Fortunately, Rosenbaurn and Rubin (1983) have shown that this

¥ The same computaton can be done for any binary explanatory vardable. It is thus possible to compare the
nportance of past innovation with the importance of other explanative varjables, especially with R&DD,

3 For evidence, see Cohen and Levin {1989) and Kleinknecht ed. (1996} on Euwropean data.
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condition can be simplified to conditional independence on the one-dimensional propensity score
defined as Pz(’f} m'1|X i ) This selection probability conveys the following useful intuition.
Suppose that we have a group of firms with the same probability to have innovated in the past.
Inside this group, there are fitms that innovated in the past and firrns that did not. Hence, the
allocation of past mnovation between these firms can be considered as random. The comparison
of the average performances ingde homogeneous probability groups is therefore relevant. More

precisely, Rosenbaum and Rubin (1983) have shown that:
(i 0) 2 N L 1%, = (03 0), 5 () L 1 PelT; =1 %).

In practice, the propensity score is replaced by its estimate. Following the literature on
discriminant analysis, the propensity score can be estimated by a probit or a logit model, with X
as explanatory variables (see Maddala, 1983).” But the propensity score may also depend on a
firm-level fixed effect, which represents any time-invarant factors that influence the innovative
performances of the firms.” For instance, this effect may represent firms that have research

teams with mote successful researchers. We denote this fixed effect by ;. The identification

econdition becomes:
(}i (0)»}’5 (’)) L T:’l(xi & )w (}’é (O)J:' (ﬂ)i ’1'}le('1;' = 1|Xx' 2 )

The fixed effect raises an issue because it is unobservable. There are two ways to deal with
this problem. The first method is to estimate a fixed-effect logit model on panel data and to use
the predicted probability to match firms. But, unfortunately, this is not possible with the

Community Innovation Surveys for the two following reasons:

1. In the fixed effect logit model, the estimation proceeds by the conditional maximum
likelihood method, where the conditioning variable is the number of times that a firm
innovates (i.e., the sum of the Innovation dummies), This irnplies that two kinds of events
must be excluded from the regression (Hsizo, 1986). First, one should exclude the firms
that have always innovated and, secondly, one should exclude the firms that have never

innovated. The reason why the always-innovators are excluded by this method is that the

¥ In this Hreratare, T, is ealled the treatment and the fems that innovated in the past the Treated.

3 Notice that this is not the same as the parametsic model. In the Rubin approach, the treatment is explained by a
probit model and the outcome of the treatment rematns womparametric. In the parametric model, there 15 no matching
and the outcome is given explained by 2 probit model.

¥ Taking int0 account an individual fixed effect bmplies that the selection equally comes from unobservable
variables. See Heckman et al, {1998) on this issue.
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conditional probability 1o innovate knowing that one has always innovated is equal to one,
so that It does not contribute to the conditional likelihood (ie., provides no relevant
information for the estimation). The reason why never-innovators are excluded is that the
conditional probability to innovate knowing one has never innovated is equal to zero.
Hence fhe higher the persistence of innovation s, the less there will be firms available for the fixed-effect

logit regression. And we have a majority of such fizms.

2. In a logit model with a fixed effect and two years of data, one needs ro do a regression
on the difference of the explanative variables (Hsizo, 1986). Unfortunately the definition of
research inputs changes over time. In the first survey, formal and informal R&ID are
scparated and the firms answer on a four-point scale (“Not important”, “Weakly
important”, “Moderately important”, “Strongly important”™}. In the second survey, formal
and informal R&D are grouped together and firms answer on a 5 points scale (0,1,2,3,4).

Hence, there is no way to take the difference.

Therefore, the applied researcher has no other choice than to use another method. The
second method is to find out observable vatiables that are strongly correlated to the fixed effects
30 that the permanent differences between firms can be controlled for. Thus, we need variables
that, for example, give information on the competencies of the research team of a firm. The most
obvious set of variables is the past innovative history of the firm. If a fiem has a successful

research team, its innovation history should score better than the one of another fiem.

The first innovation survey is especially useful for this purpose sinee it provides information
on the innovation history of the firms over the five years period 1986-1990. The long length of
inguiry of this data set is an advantage when trying to control for individual effects. Firms that
did not innovate over five years may not have successful research teams, while firms that
Innovated at least once in five years may have more competent research teams. Another time-
petsistent variable available in this suzvey is the degree of technological opportunities of firm’s
line-of-business, We denote these two vardables by Z, Replacing the fixed effect formulation by

its observable counterpart, we use the following condidon:
(@)L = (0, 5,00 LT |P2(Tx' =1w; )

where Wi =(X;,Z;). We perform the matching on the corresponding estimated propensity
score.

Whichever the method used, the first precaution to take is to check that the supports of the

propensity score have a sufficient overlap between the two groups of firms (e, treated and non-
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treated firrns) (Dehejia and Wahba, 1998). Some firms can be excluded from the sample because
there exists no relevant counterfactual. It is therefore not possible to evaluate a causal effect for
these latter firms. It is an important difference with the probit method which uses all the
observations.

Our simplest evaloation of the causal effect is based on the construction of several
probability classes.” This method allows to compute the effect of past innovation by regression
and to compute heteroskedasticity-robust standard errors in a simple way. However, the
matching is not perfect. In order to fix this problem, we have grouped observations into strata
defined on the estimated propensity score so that the covariates within each stratum are
balanced, following Rosenbaum and Rubin (1983) and Dehejia and Wahba (1998).** Once the
probability classes are constructed, we compute the average difference of performance inside cach

propensity score chass by the following regression:
Jy=matel; va;,
where # is a disturbance. The OLS estimator simply gives the difference of the means between

the past innovators and the other firms: 7= 3¢~ Jp. A second evaluation is based on an

extension of the previous regression:”

gy =atbm +T{e+ dm; Y+ g,

where 7; mW}S is the score obtained from the (selection) probit model, § the corresponding

maximum likelihood estimate and » a disturbance.” Here, the effect of past innovation depends

on the characteristics of the fitm through the score. When the score a7, is centered, the average

causal effect is still given by the coefficient of the treatment since we have:
E(5; (1)~ 5:0)=El +dm;}=c.

"The previous estimator provides valid inference for the whole population of firms, but we

are also interested in the causal effect on the treated. The difference between the two quantities is

¥ An imperfect matching allows keeping more fiems in the sample but implies the necessity to test for homogeneity
inside the classes. On the problems associated to matching, see Heckman et al (1998),

3 For this reason, we test the equality of the means of the covariantes. Since most of these covartates are duminies,
this Is equivalent to test the equality of their distributions.

¥ See Crépon and Tung (1999) for a formal justificadon.

4 The propensity score Is stricdy increasing with #; so that it could be used to match firm as well. The reason why
we take this score instead of the propensity score is that it is a linear function of the variables, so that we get a
standard-locking tegression.
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that the causal effect can be different for each firm so that there is no reason # prieri why the

effect of the weatment should be the same among the treated and the non-treated. More

precisely, we evalnate ¢4 = E(;f,- I’I_} = ‘i)‘ Heze, the identifying assumption is less demanding:
Je (G) L Tilex’ = Fi (O)‘i* Ti l Pz(Te' - 1|W/: )

The simplest way to evaluate this quantity is 1o usc the Nadaraya-Watson {non-parametric)
estimator {Hirdle, 1990). For each treated firm, we compute the difference between its
performance and 2 local weighted average of the performances of its non-treated neighbors,

where the weights decrease with the difference of the propensity score. The kernel estimator of

E[y,{0) | T=1] is defined as:

-

T Kitp; -~ p Vb

El}i(O)IT m‘t]m ZCUJ' xJ; where /61, and ;= kp’, Pj} J
s 2 o1, Ko =20/ )

where ; 1 the propensity score of the treated firm 4 p; the propensity score of the non-treated

firm 7, K{x} 1s a gaussian kernel, / the window and I, the set of fizms that have not Innovated in

the past."

The average causal effect of the treated is obtained by:

R 1 : .
b= 1= Bl ofr =1) Ny = card(ry)
N1 1,
This estimator is asymptotically normal and its variance can be obuained by the bootstrap, with

100 simulations {(Efron and Tibshirani, 1983).%

B, The results

We begin by presenting results obtamed with the probit models (Table 2). This provides a
first evaluation of the degree of innovation petsistence (model 1) as well as the determinants of
this persistence (model 2). We then assess the robustness of these results by using the Rubin
method and Implemented different esumation methods. The first one, the estimation method by

class, led us to construct three classes (Table 3) and allows determining the causal effect on the

# In order to make this estimation we took a Silvezrman window. For more information abowt this non-parametric
method, see Hizdle (1990}

# The propensity scote is re-estimated for each simdation. The estmation was performed under SAS-IMIL.
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whole sample (). The second one, the Keenel method, does not impose to construct classes but
can be applied on the whole sample as well as the sample of each class. This estimator allows to
evaluate the causal effect on the weated (). Table 4 presents results obtained from Rubin model,

while table 5 explotes the chartacteristics of firms in each class.

5.1 The probit models

Table 2 presents the results of the probit models. Two different sets of explanatory variables
ate examined. The aim of model 1 is to evaluate the degree of innovation persistence, so that the
cutrent innovation (1994-96) is explained by lagged innovations, industry dummies and a firm-
level dummy indicating whether the firm belongs to a high-tech actvity. We controlled for
industries differences because we want to evaluate the firm-level persistence of innovation. The
model 2 includes past innovations, past research acavities, the average market share and size as
explanative variables. It is only this last model that allows us to identify precisely the determinants

of the innovation persistence.

We find a strong persistenice of Innovation at the frm level In model 1, all the lagged
innovation vatiables are significant A firm that ionovated in the past thus has a stronger
probability to innovate today: the fact that a firm innovated between 1986 and 1990 (resp. 1990
and 1992) increases its propensity to mnovate curreatly of + 23% (resp. + 27%;. Indeed both
past innovations are significant, which suggests that the process is cumulative: each time 2 fitm
innovates, it increases its innovative advantage. However, the coefficients of past inpnovations
decrease with the lag length. This means that the advantage of previously novating firms decays
progressively over time. Lastly, this result also suggests the existence of a strong entry batrier o

innovation: it appeats particularly difficult for a firm to innovate if it has never innovated.

These findings are robust to the introduction of mdustrial and technological oppormnities
durmrnies, so that the past innovaton vatiables reflect neither differences between industries nor
differences between low-tech and high-tech activities. The industty of equipment goods
{including car industry) appears more innovative than the industty of consumer goods, which is
coherent with previous studies (Cohen et Levin, 1989), On the other hand, the high-tech durmy

1s not significant,

This first model allows us to conclude to the hikely existence of an Innovative core of fiems
that innovate persisteatly and whose advantage decays relatively slowly over time since

innovadons that have been made 10 years before still have a sgnificant effect.



- Fusert Table 2-

After having controlled for research, size and matket power differences (model 2), lagged
mnovations remain significant but with a lower impact {average effect of + 12% for innovation
1986-1990 and + 16% for innovation 1990-1992). This result suggests that figns that innovated
in the past benefit from advantages that do not come only from formal research activities but
equally from more informal actvities, The learning-by-doing effects in the production of
innovations thus play a significant role to explain the pessistence of mnovation. The relevance of

the model with learamg-by-dolng is thus confirmed.

While past innovations remain significant, formal research over the period 1986-1990 and
the size variables ate significant as well. It means that a good part of the persistence found in
model 1 comes from R&D and financial constraints. The linear model and the model with
financial constraints are thus partly validated. On the other hand, the market power vanable Is

not significant.’

Nevertheless, only the strongest level of formal research 1986-1990 1s significant. This result
indicates that R&D activity leads to a durable advantage to innovate only if a firm has conducted

strong formal R&D.

Another interesting result is that while formal R&D over 1986-1990 is significant on
fnnovation over 1994-1996, informal R&ID 15 aot. This suggests that informal knowledge would
have a higher depreciation rate than formal knowledge. One esplanation is that formal R&ID can
be more easily codified and transmitted to the new researchers or eagiacers or stnply that the
knowledge generated by formal R&D is relevant for a wider scope of applications than the

knowledge generated by mformal research.

The research vartables over the period 1990-92 are not significant, which is relatively
sutprising. It Is likely that the aggregation of formal and informal research leads to lose
mformation. For the previous period (1986-1990), we saw indeed that the results can be very
different between formal research and informal research, The question s then the following: if
we were able to distinguish between formal and informal research over 1990-1992, would the
coefficient of past mnovation 1990-1992 have been changed following to the significance of

formal research over 1990-1992¢ Certainly given sufficient variability in the data but this variable

B Therefore, we have performed the estimations on the 808 firms sample. The results, provided in appendiy, are
basically unaltered.
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should remain significant. This is what our results suggest since both past innovation 1986-1990

and formal research 1986-1990 ate sigaificant.

Table 2 also presents the average effects of all significant vaziables in each model on the
whole sample and on the sample of the past-innovators. In the model 2, the average effects allow
to compare the relative importance of research and past innovations for current innovation.
Whichever sample 1s considered, we find the interesting result that the achievement of a past
mnnovation would be more important than formal research itself. Indeed, on the whole sample
for instance, we find that a firrn that has innovated over 1986-1990 has on average a 12% higher
probability to Innovate in 1994-1996, once controlled for all the other detenminants of
inpovation. The ones that innovated over 1990-1992 have on average a 16% higher probability to
mnovate in 1994-1996. These figures are twice as high as the impact of the strongest level of

formal research and development over 1986-1990 (+ 8%;).

These different results suggest strong innovation persistence at the firm level. The
determinants of this persistence refer not only to research activities but also to advantage duc to
the size of firms, Firms that were engaged in research acavity over 1986-1990 or that mnnovated
over the same pertod still benefit from advantages to innovate a few years later. This result
challenges the standard assumption of memoryless patent races, which is often at the basis of the

neo-schumpeterian endogenous growth models,

5.2 The Rubin model and the evaination of the cansal effect

The estmation of the causal effect is based on the first-step estimate of the probability to
have innovated in the past (1990-92).% After that the propensity score has been estimated, it is
possible to match firms in several ways. The first one consists in constructing probability classes
in which there are firms that innovated in the past and firms that did not innovate. Then, 1 each
probability class, the causal effect is evaluated, 1e the specific effect of past innovation on

curtent innovation. The second matching method is the Nadaraya-Watson kernel estimator.

The estimate of the probability to have innovated over 1990-92, te. of the propensity score,
s equivalent to choosing a set of conditionmg variables. We have retained size, industry

dummies, high tech dummy, past research activities (1986-90) and innovadon 1986-9C as

# The results of this estimation ate reported in appendin
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explanatory variables.® For each firm, we get an estimated probability to have been treated and

construct probability classes (or perform matching) according to this estimated propensity score.

The construction of probability classes requires several steps. First, we determine the
common support of the propensity score of treated and non-treated firms (see figure 1), This
first step leads us to exclude from the sample all the firms for which no suitable ceunterfactual
exists. Indeed, for the excluded fixms, it is not possible to evaluate the causal effect. Therefore,
the comparison between past imnovative and past nog-inniovative firms can only be made for a
part of the sample {see Tables 3 and A.2). The probit model does not allow to correct for this

potential source of bias.

- Insert Figure 1-

In a second step, we check that the conditioning variables are well balanced between the
treated and the non-treated furms mnside each class. We performed a test for the statistical
significance of differences in the distribution of obsetvable variables (see Table 3). These two

steps lead to three probability classes: 15-50%, 50-79% and 79-93%,

- Insert Table 3-

We distinguish two types of evaluation: first, we compute the difference of the average
probabilities to innovate inside each probability class (Table 4: regression 1). Secondly, we run a
regression of the current innovation dummy on the score, past innovation and the cross product
of the two latter variables (Table 4: regression 2).* The purpose of the latter regression is to allow

for firm-level variation of the cansal effect.

Table 4 presents the results of these first estimations (T'able 4; regressions 1 and 2), We find
some important differences between probability classes: the causal effect Is significant for the

lowest probability class, around 28%, and vanishes in the two last classes.

# The innovation 1986-90 is used in order to correct a possible individual correlated effece. This estimate relies on a
probit model Also nodee that the market share is not significant and has therefore been excluded from the
regression.

% We have centered the scote before to take the ctoss products so that the average causal effect is given directly by
the coefficient of past innovation,
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- Insert Table 4-

The class 1 corresponds to small-sized firms that do not invest in R&ID activities (see Table
5). In these firms, the causal effect 1s the strongest. This does not mean that the persistence of
Innovation is the strongest in this class but that the learning-by dotng effects play an essential role
in these firms, The existence of such effects leads to a strong Innovation persistence 1n this group

since firms that innovated in the past increase their probability to nnovate again of around 28%.

- Insert Tahle 5-

(O the other hand, there 1s no significant causal effect in the dasses 2 and 3. This result does
niot mean that the innovation is not persistent within these firms. This class includes firms with a
larger size and more R&D. Here, the information contained in the vatiable of past innovation
corresponds to the one related to the size and research activities of the firms. Our result means
that the innovation persistence of these firms Is due to their research activities and to their access
to finance. These results confim the ones of the probit model. Moreover, the averages’
difference is close to the different estimators, so that we do not find evidence of a severe
selection bias,

These results contrast with those of Cefis and Orsenigo (2001) that find persistence only for

firms with more than 200 employees. This work shows that, even among small fiems without

research activity, there is innovation persistence: these are always the same firms that tend to

mnovate.

The causal effect on the three classes can be obtamed sumply by computing the average of
the causal effects of the different classes, We find a global causal effect around 15%, which is
very close to the results obtained with the probit model,

In Table 4, the Nadaraya-Watson kernel estimates are equally presented for each class and
for the whole sample. However, these estimates cortespond to the causal effect on the treated.

These last estimates are similar o the ones obtained from the probability classes” method. Thus,

as for the probit models, we find a causal effect on treated very close to the one on treated and

non-treated.
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"The otigin of innovadon persistence thus depends on the size of the firm. Consequeatly, the
relevance of the different theoretical models depends on the characteristics of the firms. In the
largest firms, the linear model applics whereas 1n the smallest firms, the relevant model includes
leatning-by-doing effects. This last conclusion is close 1o the results of Kleinknecht (1987) and
ernphasizes the Inadequacy of R&IDD data to evaluate the lnnovative competencies in the small-

sized firms.

All the estination methods we used lead to an average causal effect of past innovation on
the whole sample around 15%* Consequently, the learning-by-doing effects play an esseatial
role in the persistence of innovation, This result is very close to the resuit of the probit model but

this last model does not allow for differences between stoall and large firms.

6. Conclusion

This paper shows that the paradox between the theoretical predictions and the empirical
tesults on innovation persistence at the firm level 1s only apparent and prinapally comes from the
aature of data used untid now. Indeed, our results based on the Innovation Surveys contrast with
the results of previous studies on patent data and seem more In accordance with the theoretical

literature.

Our first major finding is that the innovaton persistence is sirong. Indeed, using a data set
that combines, for the first time, three Innovation Surveys, we show that, ceferss paribys, a firm that
already innovated i the past has a stronger probability to Innovate today {around +15%). This
persistence has several origins: persistence of research activities, easier access to funding or

learning-by-doing effects.

Our second major finding is that the origin of the persistence depends on the size of the
firm. Whereas the faring-by-doing model seems to play a major role in the small-sized firms, its
validity decreases with the size of the firms. In the largest firms, the lincar model is relevant, since
we do not find any significant direct effect of past innovation on current ianovation. The
Innovation pessistence 1s due to the formal research of these firms. Consequently, the relevance
of the innovation models depends on the size of the firm, so that the kaming-by-doing model and

the linear model are not conflicting but complementary.
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Finally, cur results suggest the following functioning of innovation: the importance of
learning-by-doing decreases with the formalization of research and development activites.
Clearly, the last class includes mostly firms with the highest formal R&D budgets, so that the
persistence of mnnovation for these firms comes from the persistence of research. In order to
evaluate the degree of 1nnovation persistence at the firm level, both effects must be accounted
fot. The fact to omit the karwing-by-doing effect leads to underestimate the innovation persistence, in

particular in small-sized fizms.

One direction may prove particularly fruitfal for further research. It would be partticolardy
Interestng to pursue the analysis of the dynamic Incentives of firms to innovate by distinguishing
their technological position. More precisely, it would consist in examining whether a
technological Jeader is mote or less enticed 1o innovate mote often than a technological laggard.
This extension would connect this work with previous empirical papers since the patent data

measure the technological leadership of a firm.
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Table 1: Sample Stalistics

Survey Innovation 1891 CI§1 {1983) 152 (1997
Period 5 years (86-80) 3 yoars {90-62) 3 years (84-96)
% of innovators

Consumer goods (180 frms) 84 47 49

Car industry (28 firms} 98 79 8%
Other equipment goods {137 firms) 87 82 78
Intermedizle goods (295 firms) 81 81 81
Sample total (621 firms} 78 63 63
Innovation inputs {% of firms}:

Formal research and development

- none f weak / moderate / sirong PB12/17743 X %
informal research

- none / weak / moderale / strong 13/17/33/37 X p e
Formal or informal R&D

- none / weak of moderate / strong / very strong X 10/17/40/33 X
Other variables:

Sales 1985 — Mitlions of Duros” (Averages)

- Innovative firms / Nor-innovative fims N7132 250754 2680/386
High technological opportunities (% of fims)

- innovative fims / Non-innovative firms 71.1/82 706/358 67.8/401

* Official conversion rate: 1 Eurp = 6,55857 FRF.

Note: Sample of 621 French manufaciuring firms of 20 employees or more resulting from the fusion of the three consecutive
innovation surveys and of the 1985 EAE. survays. information on research activities is avaitable only for firmg that innovated
during the period considerad. In regressions, we sef the research variables of the firms that have not innovated fo 0. The 1997
innovation survey squally questions firms on thelr research activities but only for the year 1998 so that this information cannot

be used in our model
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Table 2 — The probit modeis and the average effects

Left-hand variable: implementation of a product or a process innovalion between 1884 and 1896, Maximum likelihood estimates of the probit

modet {standard errors between parentheses) " significant at 1%. ™ signiticant a1 5%,

Variables Bodel 1 Average effect? Model 2 Model 2 Average etect
Whole  Sample (significant  Whole  Sample
sample of variables]  sample of

freated treated

- {ntercept -0.81* (0.14) X % -383{1.35) 515 {0.68) % %

« innovation 8690 0.51* {0.16) .23 022  015(022) 038 {015 0,12 {.11

- Innovation 8092 474 812 0.27 027 0.49™{023) 051" (013 .16 0.15

- Industry?

- Car industry 4717032 0.17 044 0.53{0.34) x X X
- Other equipment goods 046°{0.17) 020 048  048°(0.18) 037745 610 008
- intermediate goods .16 {0.13} X x  0.16(0.14) % % X
- High tech dummy 0.21{0.13) X % 0.04(0.14) % X ><
- Formal R&D 86-80¢
- weak X x x 031022 X X X
- fnoderate x X x 0204020 e X x
- strong X x x 0387048 027" @14 008 k47
- Informai R&D 86.80
- waak X P x  028(0.23) X X X
- moderate X X x 002021} X X X
- strong X X x 816021 X X x
-Formal or informal R&D 90-92
- weak X X x 418028 X * X
- moderate x X = -0.02{0.06}) x X X
- sirong X X x  012{0.27) X X P

«~{n{market power) X 0.06 (0.05) X

«{n{Sales} X X X G18°(0.08) 0.25 (0,04 X X

Log-kelihood -344 .19 X X -310.99 -316.77 X X

% correct predictions 733% x x 81.7% B0.7% X ¥

Note: Sample of 621 French manufachaing fiems of 20 employees or more resulting from the Tusion of the fhree consecutive innovation surveys

and of the 1985 EAE. surveys.

2 Thg average effects are computed only for the significant binary variables of the regression,
¥ The consumer goods industry is the industry of reference.
© For research activities, the refergnce is the modality nona.
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Table 3: Comparison of the treated with the non-ireated
in each probability class

prvaiues Attribute* {lass 1 Class 2 Class 3
Propensity score clagses 15-50 50-79 78-83
Sales (logasithm) Yes 5.08 (.08 032
Market share (logasithm) No .82 8.33 0.98
innavation 1981 {durmmy} Yos 012 0.18 Perfect matching
Format HAD weak Yes 0.28 (.58 .09
Formal R&D moderate Yes 0.96 0.84 (.93
Formal R&D Streng Yas Perfect malching 0.39 .59
informal R&D weak No 075 0.88 0.87
informal R&D moderale No £.31 £.92 040
infarmal R&D Strong Yes 0.74 8.5 0.83
Equipment goods No 0.58 0.15 £.59
Cars Yes 8.60 .25 810
Consumer goods No 0.51 0.36 .98
High-tech dummy No 0.63 0.48 (.01
Number of firms in the comsmon 548 ouf of 624 182 183 183
support

* Yag” indicates a variable that is significant at the 10% level in the probil regression that explains the treatment {i.e, in the propensity
score}

Note: Sample of 621 French manufacturing fims of 20 employees or more resulling from the merger of the three conseculive Innovation
suiveys and of the 1585 E.AE. surveys.

Table 4: Effect of innovation 1950-92 on innovation 1984-96

Standard errors between parentheses. The standard errors of the keme! estimators were computed by the boofstrap with 100 simulations,
OLS standard erors are reported for the regression methods. ™ Significant at the 5% level.

Propensity score classes Class 1 Class 2 Clags 3 Sample®
1550 50-78 7893 1593
Averages’ ditferance 0.30™ 008 0.12 g
(0.07) {0.08) €0.07) (.04}
Matching by class on the whole sample: .27+ 0.06 010 0.15™
ragression with the propenstly scoze (¢} {©.07 £.08) ©on {0.04
Maiching by class on the whole sample: p.28* 0.08 014 015
regression with the cross products {¢) {6.08} {0.08 {007 {0.04)
Keme! matching estimator on the tregled (¢4 4.30™ 208 .12 0144
{0.86) {0.08) {0.10} {6.05}

* Optimat asymgiotic least squares are used fo compute the average sffect on the sample for the regression methods.
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Table 5: Averaqe charactleristics by probability class

Class 1 Class 2 Class 3
Propensiy score classes 15-50 50-79 79-93
Sates logarithm {std error) 17.7 (0.09) 18,8 {010} 203 (8.09)
Market share log. {std eron -5.85 {0.11} 472 (8.12) 3851 {011}
Average sales in millions € 18.6 §8.1 1621
Average market share in % 11 2.9 77
Percentages !
nnovation 1891 417 88.2 Al
Format R&D weak 4.4 219 4.9
Formal R&D moderate 1.8 197 224
Formal R&D Sirong Nene 19.7 69.9
informal R&D weak 12.8 268 128
informal R&D moderate 104 311 383
Infosmat R&D Strong 80 314 415
Equipment goods 11 7.1 55
Cars 88 13,7 29.0
Consumer goods B3.2 574 45.9
High-lech dummy 220 534 820
Number of treated firms {%) 58 (32%} 121 {66%;} 157 {86%])
Number of Hirms in the 182 183 183

COmmon suppor
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Figure 1: Distributions of the propensity score among treated

and non-treated firms

(Parzen-Fosenbial kemel densily estimaior with a gaussian kemel and a Silverman window}
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Appendix | : Estimation of the propensily score

Table A.1: Propensity Score

Left-hand yariable | implementation of a product o a process inndvation between 1990 and
1992, Maximum lkelihood estimates of the problt model {standard emors between
parentheses), ™ ! significant at 1%. ™ : significant at 5%,

Variables Probit moded Significant
vatiables
- Indercept -4,79* {1.35) -4.45% {0.87}
- Inngvation 8680 0.24 {0.22) (.83 {0.18}
~ Industry?
- Car industry 0.17 {0.31} X
- Other equip. goods Q.71 {0.18) 0.60°(2.15)
- Intermediate goods 0.22 {0.14} X
~ High tech dummy 0.21{0.14) 0.27* {013}
« Formal R&D 86-90¢
- weak 0.24(0.21) X
- moderale 0.29 (.20} X
- strang 451" (0.18) 0.40" (0.15)
« informal R&D 86-90
- weak 0,20 {0.22) X
- moderaie 0.35{0.21) X
- §irong 0.45" {0.21} X
» In{market share} 0,03 (0.06 X
- In{Balas) (.27 (0.08) 0.21* (0.04)

Note: Sample of 821 French manufacturing firms of 20 smployoes or more resulting from the
merger of the three consecutive innovation surveys and of the 1985 EAE. surveys.
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Appendix Il : Estimation on the Large Sample

Since market share is not significant in the analysis the Appendix 1 regression, i is possible o make
svaluate the effect of past innovation on the larger sample of 808 firms. The following tables show that our results
are unaltered by this change.

Table A.2: Average characteristics by probability class

{Large Sample)

Class 1 Class 2 Clasgs 3
Propensily score classes 16-43 43.78 7692
Sales logarithm (std error) 17.5{0.08) 18.5 {3.08} 20.5 (0.09}
Average sales in milions € 13.7 445 1627
Percenfages ;
innovaiion 1991 331 900 All
Formal R&E weak 0.4 18.3 10,0
Formal R&D moderate 1.7 16.8 252
Formal R&D Strong 4 18.5 622
informal R&D weak 96 209 152
informal R&D moderate 5.2 a8 391
informal R&D Strong 38 28.1 40.8
Equipment goods 13 43 8.1
Cars 83 14.8 281
Consumer goods 830 55.2 487
High-tech dummy 174 60.9 B5.2
Number of treated frms (%) 85 {28%) 141 (61%) 194 {84%;}
Number of firms in the commen 230 236 230
support
* *Yes" indicates a varable thal is significant at the 10% level in the probi regression that explains the teatment {le., v
the propensity score}.

Note: Sample of 808 French manufacturing firms of 20 employees of more resulling from the merger of the three
consecutive innovation surveys and of the 1885 EAE. strveys.
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Table A.3: Comparison of the treated with the non-treated

in each probability class (Large sample)

p-values Attribute* Class 1 Class 2 Class 3
Propensity score classes 16-43 43-76 76-92
Sales (fogarithm) Yes 404 (.48 0.82
innovalion 1991 (dummy} No 0.44 0.06 Perfect malching
Formal R&D weak Yes 0.53 0.26 0.04
Format R&D moderate Yes 0.33 0.74 0.97
formal R&D Strong Yes 0.83 0.33 037
Informal R&D weak Yes 0.70 064 081
Informal R&D moderate Yes 009 020 0.44
informal H&D Strong Yes 873 0.04 8.40
Equipment goods No 0.85 g.22 0.54
Cars Yas 0.07 0.41 0.33
Consumer goods No 046 (.82 (.85
High-tect dummy Yes 830 0.44 206
Number of fimms in the 880 out of BOB 230 230 230
common support

* Yag" indicates a variable that is significant at the 10% level in the probit regression that explains the freatment,

Table A.4: Effect of innovation 1990-92 on innovation 1994-96
{Large sampie)}

Standard enors between pareniheses. The standard errors of the kemel estimators were computed by the Zoofstrap with 100
simulations, OLS standard errors are reparted for the regression methods. ™ Significant at the 5% level.

Clags 1 Class 2 Class 3 Sample*
16-43 43-76 7892 1692
Averages’ difference 838 810 410 0.21*
{.08) {0.67} 0on {0.04)
Regression with the propensily score {¢) 0.37+ 008 0.08 0.20*
{0.08} {0.67) {0.07} {0.04)
Regression with the cross products (¢} 038+ 0.08 0.10 0.4
0.487) 0.07 (0.07} {6.04)
Kemel maiching estimator on the treated (c1) g.32v 4.08 0.1 014"
{0.08} {0.67} 018 {0.05)

* Optimal asymplotic lsast squares are used o compule the average eflect on the sample for the three regression methods.
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Appendix Il : Supplementary information on the data

The innovation surveys

The first iInnovation survey in France, namely ‘Vinnovation technologiqne dans lindustrie”, was
conducted in 1991, The firms were asked to report retrospectively over the 1985-1990 period.
Hence, the choice of the respondent was an mmportant issue. Here intervenes the SESSI
(Industrial Statstics Bureau of the Ministry of Industry) which is responsible of the Iadustry
Census and of all innovation surveys in France {and more surveys). The basic organization is as
follows: inside SESSI the same person always works with the same set of firms. A part of his (o
her) job is to tind the right interlocutor mside the firm. On each questionnaire appear the name
and the phone number of the SESSI cormrespondent inside the firm. Here the correspondent
{which 1s an employee of the firrn) has to send the questionnaire to “a person responsible of
innovation, development, strategy issues ot to the boss himself” (literal translation). The name of
the respondent, that can be different from the name of the cotrespondent, and its phone
number, have to be systematically reported on the questionnaire. The respondent has a SESSI
phone number he (or she) can uge to have explanations on how to reply to the survey. The
census file 1s used for the mailing that prints automatically the name of the cotrespondents on the
questionnatre itself etc. In other words, this survey has been conducted by an administration that

has for main purpose to collect data among industrial firms.

The survey was presented as an appendix to the Industey Census, which is compulsory.
While the Census was compulsory, the appendix was not, but it war wof indicated on the
questionnaite so that the firms could have believed that it was compulsory. This is likely to be the
case since the response rate to the innovation survey is the same as the one of the industry census
{85% for compulsory surveys in France). The possibility of a response bias is systematically
studied by the specialists of SESSI, for all the surveys. They compute the response rate after the
“frst wave” of the survey for each size class and each industry in order to detect abnormal
response rates {e.g., below 85%), When the questionnaire does not corme back, they can lauach 2

second wave.

Last but not least, all French firms have 2 compulsory national identification naumber that
is called the SIREN code. The use of this code is compulsory for all the relationship that a firm
has with the administration (including taxes). Its main advantage Is that It allows for matching all

the surveys without loss for idenufication reasons.
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